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[BEZE (Overview)] # 71Zi%, Multi-Site KA A > NOHA M &, BRI TWD, FI3REH
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il Multi-Site Orchestrator

Cluster Status 3/3 @ |@ @
@ Dashboard

T e———  Site Firmware Management

B Operations

Qverview Controllers Nodes Downloads
Backups & Restore

—

Sites Firmware

Firmware Update Summary
Tech Support

Controllers

Nodes
Remote Locations

< Infrastructure

£ Admin : 23 s
et

ifav109-site1

Controllers Physical Nodes

ifav109-site2

Controllers Physical Nodes

1 7

)

AR—=IERD 3 ODOEIBIT Y I TWET,

[T7F7F—LYHTT 7y TTF— FOWE (Firmware Update Summary)] : Cisco APICH L T8 A

A vF Ty —2bUxT EET, Multi-Site KA A L NOTRTOYA MNMIFEET DT 7 —
BT 2T A A= ORI EEZRME L F9,

ARA=VDIAT LI, FREDOA A=V BETle, BEADHERPFRINET,

* [58T (Completed)] Z/f)(“—cjﬂiﬁ?’f\ arhe—JFFTAA V?‘K@Eﬁéﬂflﬂ
ESc AN

o [#Urm— KW (Downloading)] (AA wvTF /J—FRKDH) A A—VIIAAL vTF /) —F
WX T ra— RETT,

¢ (A VA F—AOETET (Ready to Install)] (AA v F/—RDH) £ A—TTA
Ay F/—FRCEFY 7 ya—FEh, 4 X F—AOEFRTE THET,

o [{ YA F—/L (Installing)] : 2 b —F FFAAL vF /) — NITHEA A—V 5 R
BT,
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o [R¥HAE—b (ot supported)] : Y U —R42(5) LV FEIDOY Y —RpL VE—F 77—
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« [ 4 FEE DIER (Ste-specificinformation) ] : ~<X—YDBMOE 7 ¥ a i, fHx D
YA MCETDERAFRENET, X, BERBEEINL TV Y 7 by =7 DR —
Vavk, arta—JFE/ — FOEREENET,

Guidelines and Limitations

When performing fabric upgrades from the Nexus Dashboard Orchestrator, the following restrictions
apply:
* You must review and follow the guidelines, recommendations, and limitations specific to the Cisco

APIC upgrade process described in the Upgrading and Downgrading the Cisco APIC and Switch
Software of the Cisco APIC Installation, Upgrade, and Downgrade Guide.

* Your Nexus Dashboard Orchestrator must be deployed in Cisco Nexus Dashboard.

The site upgrade feature is not available for NDO deployments in VMware ESX and you need to
follow the standard upgrade procedures described in Cisco APIC Installation, Upgrade, and
Downgrade Guide

* The fabrics must be running Cisco APIC, Release 4.2(5) or later.

Fabrics running earlier APIC releases will not be available for selection during the upgrade workflow.
Follow the standard upgrade procedures described in Cisco APIC Installation, Upgrade, and
Downgrade Guide.

* We recommend coordinating the site upgrades with the site administrators managing those fabrics.
You may need access to the controllers or switch nodes to troubleshoot any potential issues should
they arise.

» [f a fabric switch node goes into an inactive state in the middle of the upgrade process, for example
due to hardware or power failure, the process will be unable to complete. You will not be able to
remove or modify the node upgrade policy from NDO during this time as NDO is unable to differentiate
whether the node went down or is simply in the middle of a reboot for the upgrade.

To resolve this issue, you must manually decommission the inactive node from the APIC, at which
point the NDO upgrade policy will recognize the change and return a failed status. Then you can
update the upgrade policy on the NDO to remove the switch and re-run the upgrade.
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AT 71 Cisco Nexus Dashboard Orchestrator @ GUI (2w 71 > LE 3,
ATvT2 Jy—hu=T Fura—Reky v T v 7 LET,

= el Multi-Site Orchestrator Cluster Status 3/3 @) 3B @

@ Dashboard

S —— Site Firmware Manage t ®
Overview Controllers Nodes Downloads

Backups & Restore

Sites Firmware

Tech Support

Remote Locations
¢ Infrastructure

£ Admin

There Are No Downloads

c Setup Download

a) ZEMOFEF— g 2 C[i24E (Operations)] > [H4 b 77 —L™ 7 (SitesFirmware)] & E4R
LET,

b) AA T4 RYT[EHrO— K (Downloads)] % 7 &R L £,

¢) [ForO—FDEy 7w 7 (Setup Downloads)] # 7% 27 U v 7 L£7,
RNZ 1 DU EX 7 a—FRaty b7 v 7L TWESEEIZ. DYIZ, AAf oA OAEICHD
[FrovO— KDty 7w 7 (Setup Downloads)] "% > %27 U v 7 L,
[4 A —P% APIC A4 00— K (Download Imageto APIC)] B A FE RS E T,

AT9 T3 VA bEBIRLET,
I TCBBRLZTRTOHA FOD Cisco APIC 14 A—VRF T n—REnET,
a) [U4 FDFER (Sdect Sites)] 27 U v 7 LET,

b) [Y4 FDEIR (Select Sites)] 7+ > KT, 1 DL EDOH A hEA 2L, [EMLTEHALS (Addand
Close)) 7 Vv 27 LET,

¢) [k~ (Next) 127 U2 LTRAITLET,
ATv T4 FMEATILET,
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ATy TH

AU RA—FERAYF J—FDTF—LY T EYA MEvoo—kT 3 ]

Download Image to APIC x

3t Setup + Downloading © Complete
¢ -] :
Site Selection Authentication Confirmation

Download Details

"aci-apic-dk9.5.1.0.110a.iso [x)

'aci-n9000-dk9.15.1.0.95 bin (%]

Username
admin =%

OAmenUca— on Type

EESUCIG SSH Key ;.
Password

o

LTI

a) [4&HI (Name)] # A/ LE7,

Zora— REBRlT 572000 T WARTEZIEELET,
b) 7'r haLEBRIRL ET,

HTTE E72IL scP R TA A=V R XU m— R 2 &2 EINTEET,
¢) [+URLMEM (+AddURL) %7 U > 7 LT, 4 A=Y OEEEELET,

APIC L AL v F 77 =AU =T A A=Y O G TE ET,
d) SCP Z&IN L7=AE, iikE#RE A LE T,

074 3% [A—HF (Username)] (admin 7% %) Z AT HLERH D 7,

[FB3E% 1 7 (Authentication Type)] Z#R L £,

« NRT— FREEDOHA L, AICHEE LIa2—F 4D AU — K& AN LET,
* SSH F—FBFEDH AL, SSH F—& SSH F— RRITL—XE ANTHRLENRH Y £,

e) [k~ (Next) %27 U7 LTHATLET,
R CIE MR A MR L. [XE (Submit) 127V v 7 LTRATLE T,

FoREIN 5[4 >Ba— K (Downloading)] Hi[fii T, £ A—Y DX — ROAT —H AR TEE
ﬁ—o
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AT =B 2% ) v 7 LT, EITRUOFMERTTHILLTEET,

Image Download - MSO-d11 x

ifav109-site3 X

URLs ~

% Setup + Downloading © Complete Link

0.117a/final/aci-apic-dk9.5.1.0.117a iso
Download Details

Stamus
Name Overall Status Status Breakdown
MSO0-d11 Downloading Downloading (30%)

w

"

Sites

Filter by attributes

Site URLs Status

ifav109-sitel U

ifav109-site2 1 Downloading (1)}

ifav109-site3 1 Downloading (1)}

TRTOE T a—RRETT5E, [T (Completed)] B IZB4T L £9, [ > 0O— K (Downloading)]
EE Cr%T A2 LI A, BIOFIECTHELX v re— K422 0 v 7358, [FooA—F
(Downloads)] # 7B WD THERD Z &N TE £9,

O hkA—SOF7vIIL—FK

T, YA FDAPICY FREZDY T "2 T T w77 — RERET D HEICHOWTHR
HLET,

AT w71 Cisco Nexus Dashboard Orchestrator ® GUI (2 & 7' A > L%,
ATV T2 APICV FAZDT v 77 L —FRakty v 7 v 7 LET,
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ATvT3

ATvT4

ATy TH

avrn—s07vIsL—F ||

= ke Multi-Site Orchestrator Custer Status 3/3 @) () @)

cisco

o Dashboard

TT—T————— S Firmvre Management ®

e Operations
Qverview Controllers Nodes Downloads
Backups & Restore

Sites Firmware a

Tech Support

Remote Locations

& Infrastructure

£ Admin

There Are No Firmware Updates

Please use the wizard to setup a firmware update

c Setup Update

a) LMo FEs— g A THEE (Operations)] >[4 b 7 7—L™ 7 (SitesFirmware)] % 54R
LET,

by AA U4 Ry T[arbO—35 (Controllers)] # 7 # &N L £,
¢) [EHDEY +7 w7 (SetupUpdate)] %27V v 27 LET,

LRNZ 1 2P EOFEH 2% E L TV AHEEIE, D VICAA XA O EICH L [BFHDEY b7y
7 (Setup Update)) R v %27 UV v 7 LET,

(A b D27—LIz7DEFHFOELY b7 v T (Setup SiteFirmware Update ) ] i 2388 & £37,
Ty T T L— ROEME AN LET,
a) [®&EI (Name)] # AL £7,

I, WoOTHET v 77 L— ROEITIRINZ BT A5 72DIEHATE S, avrive—07 v 77
L— KR —4TT,

b) [V FDFEIR (Sdlect Sites)] 27 V v 7 LET,
[ FDEIR (Select Sites)] 7« > RUBRERINET,

c) [UA FDEIR (Select Siteg)] V4> KU T, 1 2L EDOH A hEF 2L, [EBMLTEHALS (Addand
Closgl 27 Vv 7 LET,

d) [k~ (Next) |27 Vv 7 LTHAITLET,

[/A—2 3 D DFE4R (Version Selection)] BiHIC, 7 v 7B —RL7Z7 7 =AU T N—Ta V&L,
[R~(Next)] 227 U v 7 LET,

ZZCHEHMBRICT AR, 7y —L U =T B A MIF Y — RTH0ENRHY ET, Aot s
va rTRELESY ‘7/D~I\75>E% SETLEZLOD, ZZTAA—VEEHTERWGEIE, [77—
LT TDEHFDEY b7 v 7 (Setup Site Firmware Update)] [ ?ﬁﬁ%ﬁ'ﬁlﬂ [#24E (Operations)] > [H 4 +D
77—LAL 7 (SitesFirmware)] >[a > kA—7S (Controllers)] # 7'iZ . [B# (Refresh)]| A& %7
Uy 27 LT, EHTREREAE®REZ Y m— FLET, Tanb¥A b@? /7 7 L— RFIEE 5> —
WBLET,

[#EER (Validation)] Eiff CIE#H AR L. [RNNext)] 27 U v 7 LET,
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NCRET D ATREMED B D BINTE A MR L

Setup Site Firmware Update x

i+ Setup

ifav109-site?

ifav109-site?

ifav109-site3

ifav109-site3

ifav109-site3

ifav109-site3

AT 76 [HEEE (Confirmation)]

TR R R A R L

+ Downloading := Ready to Install @® Installing © Complete
© : ° :
Site Selection Version Selection Validation Confirmation

o Following nodes are notin vPC ['1111;102; '101;'104; '103'].
Configure vPC for the listed leaf nodes to avoid traffic loss during the reboot of leaf nodes.

) Pod(s) [2] have fewer than two route reflectors for infra MP-BGP.
Configure spine nodes as route reflector for infra MP-BGP. Make sure that at least one route reflector spine is always up by
upgrading/downgrading them in separate groups.

@  Following nodes are not in vPC ['301;"302'].
Configure vPC for the listed leaf nodes to avoid traffic loss during the reboot of leaf nodes.

o Pod(s) [1] have fewer than two route reflectors for infra MP-BGP.
Configure spine nodes as route reflector for infra MP-BGP. Make sure that at least one route reflector spine is always up by
upgrading/downgrading them in separate groups.

@  NTPis not configured.
Configure NTP via System > QuickStart > First time setup of the ACI fabric = NTP. This is recommended to avoid any issues in
database synchronization between nodes, SSL certificate check, etc.

@  APICs are not running recommended CIMC versions :node-1: 4.0(2f)
Upgrade to the recommended CIMC version. APICs have recommended CIMC versions based on its hardware model and APIC
firmware version.

(" Previous ) w
i 4

EEGubmit)) 227V v 7 LTT v 77 L— R&Blia L7,

AT TT1 [41 VR F—ILOEFEST (Ready to Install)] i T,
T w7 T L— K ZFa APIZNDO SV A b ~DEEFINKDbILD &, GUI

[4 YR k=L (Ingtal)] %2 U v 7 LET,
W2, B kb DRID,

T T T — RORFIOBEMAT — X ANFKRINET, BRI INDE, Ty T 7L —FRDORAT—

FANEFENET, Rt RKbNIZE,
L, FEITHEHTEET,

Upgrading Nodes

AL A v DF EICH B [EH (Refresh)] KA &2 Y w4

This section describes how to set up a software upgrade for your sites' switch nodes.
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AT w71 Log in to your Nexus Dashboard Orchestrator.

AT w72 Setup switch nodes upgrade.

ATvT3

ATvT4

ATy TH

= e Multi-Site Orchestrator

Site Firmware Nbagemem

Overview Controllers Nodes Downloads

o Dashboard

ra  Application Management
e Operations

Backups & Restore

Sites Firmware

Tech Support

Remote Locations

Upgrading Nodes .

Cluster Status @ .@ @)

®

5 Infrastructure

& Admin

There Are No Firmware Updates

Please use the wizard to setup a firmware update

(o} Setup Update

From the left navigation pane, select Operations> Sites Firmware.
In the main window, select the Nodes tab.
Click Setup Update tab.

If you have previously set up one or more updates, click the Setup Update button in the top right of the main pane
instead.

The Setup Node Firmwar e Update screen opens.

Provide the upgrade details.

a)

b)

<)

d)
e)

Provide the Name.

This is the upgrade policy name you will be able to use to track the upgrade progress at any time.
Click Select Nodes.

The Select Nodes window opens.

Select a site, then select the switch nodes in that site and click Add and Close.

You can add switch nodes from a single site at a time. You will repeat this step if you want to add switches from
other sites.

Repeat the previous substep for nodes in other sites
Click Next to proceed.

In the Version Selection screen, select the firmware version and click Next.

The firmware must be downloaded to the sites before it becomes available here. If the download you set up in previous
section has completed successfully but the image is still not available here, close the Setup Site Firmware Update
screen, navigate back to Operations> Sites Firmware > Nodes tab, and click the Refresh button to reload the latest
information available for the sites; then restart the upgrade steps.

In the Validation screen, ensure that there are no faults raised, then click Next.

Ensure that there are no faults and review any additional information that may affect your upgrade:

44 +o7vI5L—F |
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ATvT6

ATy 17

ATvT8

Note Sites running releases prior to Release 5.0(1) do not support node validation, so we recommend checking for
any switch node faults in the site's APIC prior to starting the upgrade from NDO.

Setup Node Firmware Update x

i+ Setup + Downloading ‘= Ready to Install @® Installing © Complete

o N 75
[+ v ) o\ 4
\ L W/

Node Selection Version Selection Validation Confirmation

ifav109-site3 n I
Continue upgrade (without node validation)

( Previous ) @
5 o

In the Confirmation screen, review the information and click Submit.

This will trigger image to be pre-downloaded to all the nodes you have selected. After the download completes, the
screen will transition to Ready to Install and you can proceed to the next step.

(Optional) Change Advanced Settings.

Note Review the guidelines, recommendations, and limitations for the Cisco APIC upgrade process described in
the Upgrading and Downgrading the Cisco APIC and Switch Software of the Cisco APIC Installation, Upgrade,
and Downgrade Guide before making changes to the advanced options.

In the Ready to Install screen, you can open the Advanced Settings menu for additional options:

* Ignore Compatibility Check—by default, the option is set to No and compatibility check is enabled and verifies
if an upgrade path from the currently-running version of the system to a specified newer version is supported.

If you choose to ignore the compatibility check feature, you run the risk of making an unsupported upgrade to your
system, which could result in your system going to an unavailable state.

* Graceful Check—by default, the option is set to No and the upgrade process will not put any of the switches into
Graceful Insertion and Removal (GIR) mode before performing the upgrade.

You can choose to enable this option to bring down the node gracefully (using GIR) while performing the upgrade
so that the upgrade will have reduced traffic loss.

* Run M ode—by default, the option is set to continue on Failure and ifanode upgrade fails, the process proceeds
to the next node. Alternatively, you can set this option to Pause on Failure to halt upgrade process if any one of
the node upgrades fails.

Remove any nodes marked as rFailed from the upgrade.

The upgrade cannot proceed if the upgrade policy contains one or more nodes that failed to download the firmware.
You can mouse over the Failed status for more information and reason for failure.

To remove the nodes from the upgrade, click Edit Update Detailslink in the Ready to I nstall screen.

B rro7vIIL—F
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Upgrading Nodes .

AT w79 Click Install to start the upgrade.

IfNDO to site connectivity is lost during the upgrade process, the GUI will display the last known status of the upgrade
prior to loss of connectivity. Once connectivity is re-established, the upgrade status will be refreshed. You can perform
a manual refresh after connectivity loss by clicking the Refresh button in the top right of the main pane.
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