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About this Guide

\}

Note The documentation set for this product strives to use bias-free language. For purposes of this documentation
set, bias-free is defined as language that does not imply discrimination based on age, disability, gender, racial
identity, ethnic identity, sexual orientation, socioeconomic status, and intersectionality. While any existing
biased terms are being substituted, exceptions may be present in the documentation due to language that is
hardcoded in the user interfaces of the product software, language used based on RFP documentation, or
language that is used by a referenced third-party product.

This preface describes the 5G Session Management Function Guide, how it is organized and its document
conventions.

This guide describes the Cisco Session Management Function (SMF) and includes infrastructure and interfaces,
feature descriptions, specification compliance, session flows, configuration instructions, and CLI commands
for monitoring and troubleshooting the system.

* Conventions Used, on page lix

Conventions Used

The following tables describe the conventions used throughout this documentation.

Notice Type Description

Information Note Provides information about important features
or instructions.

Caution Alerts you of potential damage to a program,
device, or system.

Warning Alerts you of potential personal injury or
fatality. May also alert you of potential
electrical hazards.
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B About this Guide

Typeface Conventions Description
Text represented as a screen This typeface represents displays that appear on your
display terminal screen, for example:
Login:
Text represented as commands This typeface represents commands that you enter, for
example:

show ip access-list

This document always gives the full form of a command
in lowercase letters. Commands are not case sensitive.

Text represented as a command This typeface represents a variable that is part of a
variable command, for example:

show card slot_number

slot_number is a variable representing the desired chassis
slot number.

Text represented as menu or This typeface represents menus and sub-menus that you
sub-menu names access within a software application, for example:

Click the File menu, then click New
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CHAPTER 1

5G Architecture

* Feature Summary and Revision History, on page 1

* Overview, on page 2

* Subscriber Microservices Infrastructure Architecture, on page 3
* Control Plane Network Function Architecture, on page 5

Feature Summary and Revision History

Summary Data

Table 1: Summary Data

Applicable Product(s) or Functional Area * PCF

* SMF

« UPF
Applicable Platform(s) SMI
Feature Default Setting Not Applicable
Related Documentation Not Applicable

Revision History

Table 2: Revision History

Revision Details Release

First introduced. Pre-2020.02.0
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Overview

The Ultra Cloud Core is Cisco's solution supporting 3GPP's standards for 5G new radio (NR) standalone (SA)
mode. These standards define various network functions (NFs) based on the separation of control plane (CP)
and user plane (UP) (for example CUPS) functionality for increased network performance and capabilities.

Control Plane Network Functions

The CP-related NFs that comprise the Ultra Cloud Core are based on a common architecture that is designed
around the following tenants:

* Cloud-scale—Fully virtualized for simplicity, speed, and flexibility.
 Automation and orchestration—Optimized operations, service creation, and infrastructure.

* Security—Multiple layers of security across the deployment stack from the infrastructure through the
NF applications.

» API exposure—Open and extensive for greater visibility, control, and service enablement.

* Access agnostic—Support for heterogeneous network types (for example 5G, 4G, 3G, Wi-Fi, and so on).

These control plane NFs are each designed as containerized applications (for example microservices) for
deployment through the Subscriber Microservices Infrastructure (SMI).

The SMI defines the common application layers for functional aspects of the NF such as life-cycle management
(LCM), operations and management (OAM), and packaging.
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Figure 1: Ultra Cloud Core CP Architectural Components
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The 5G UP NF within the Ultra Cloud Core is the User Plane Function (UPF). Unlike the CP-related NFs,
the 5G UPF leverages the same Vector Packet Processing (VPP) technology currently in use by the user plane
component within Cisco 4G CUPS architecture. This commonality ensures the delivery of a consistent set of

capabilities between 4G and 5G such as:

* Ultrafast packet forwarding.

« Extensive integrated IP Services such as Subscriber Firewall, Tethering, Deep-Packet Inspection (DPI),
Internet Content Adaption Protocol (ICAP), Application Detection and Control (ADC), and header

enrichment (HE).

* Integrated third-party applications for traffic and TCP optimization.

Subscriber Microservices Infrastructure Architecture

The Ultra Cloud Core (UCC) Subscriber Microservices Infrastructure (SMI) is a layered stack of cloud
technologies that enable the rapid deployment of, and seamless life-cycle operations for microservices-based

applications.

The SMI stack consists of the following:

* SMI Cluster Manager—Creates the Kubernetes (K8s) cluster, creates the software repository, and provides
ongoing LCM for the cluster including deployment, upgrades, and expansion.
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» Kubernetes Management—Includes the K8s primary and etcd functions, which provide LCM for the NF
applications that are deployed in the cluster. This component also provides cluster health monitoring and
resources scheduling.

» Common Execution Environment (CEE)—Provides common utilities and OAM functionalities for Cisco
Cloud native NFs and applications, including licensing and entitlement functions, configuration
management, telemetry and alarm visualization, logging management, and troubleshooting utilities. Also,
it provides consistent interaction and experience for all customer touch points and integration points in
relation to these tools and deployed applications.

» Common Data Layer (CDL)—Provides a high performance, low latency, stateful data store, designed
specifically for 5G and subscriber applications. This next generation data store offers high availability
in local or geo-redundant deployments.

* Service Mesh—Provides sophisticated message routing between application containers, enabling managed
interconnectivity, extra security, and the ability to deploy new code and new configurations in low risk
manner.

* NB Streaming—Provides Northbound Data Streaming service for billing and charging systems.
* NF or Application Worker Nodes—The containers that comprise an NF application pod.

* NF or Application Endpoints (EPs)—The NFs or applications and their interfaces to other entities on the
network

* Application Programming Interfaces (APIs)—Provides various APIs for deployment, configuration, and
management automation.

The following figure depicts how these components interconnect to comprise a microservice-based NF or
application.
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Figure 2: SMI Components
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For more information on SMI components, see Ultra Cloud Core Subscriber Microservices Infrastructure and
the related-documentation at Deployment Guide > Overview chapter.

Control Plane Network Function Architecture

Control plane (CP) NFs are designed around a three-tiered architecture that take advantage of the stateful or
stateless capabilities that are afforded within cloud native environments.

The architectural tiers are as follows:

* Protocol Load Balancer Services—These are stateless microservices that are primarily responsible for
dynamic discovery of application containers as well as for protocol proxy and termination. These include
traditional 3GPP protocols and new protocols that are introduced with 5G.

» Applications Services—Responsible for implementing the core application or business logic, these are
the stateless services that render the actual application based on the received information. This layer may
contain varying degrees of microservice granularity. Application services are stateless.

« State management services—Enable stateless application services by providing a common data layer
(CDL) to store or cache state information (for example session and subscriber data). This layer supports
various data storage technologies from in-memory caches to full-fledge databases.

Ultra Cloud Core 5G Session Management Function, Release 2024.01 - Configuration and Administration Guide .


https://www.cisco.com/c/en/us/support/wireless/ultra-cloud-core-subscriber-microservices-infrastructure/products-installation-and-configuration-guides-list.html

5G Architecture |
. Control Plane Network Function Architecture

Figure 3: Control Plan Network Function Tiered Architecture
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The three-tiered architecture on which Cisco CP NFs are designed fully support the 5G core (5GC)
Service-based Architecture (SBA) defined by 3GPP. These NFs communicate with each other and with
third-party NFs over the Service-based Interface (SBI) using HTTP/2 over TCP as defined by 3GPP.
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Figure 4: Cisco CP NF Service-based Architecture Support
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For more information on the Cisco network functions, see their corresponding network function documentation.
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CHAPTER 2

5G SMF Overview

* Feature Summary and Revision History, on page 9
* Product Description, on page 10

» Converged Core Overview, on page 11

* Use Cases and Features, on page 13

*» Deployment Architecture and Interfaces, on page 21
* Life Cycle of Data Packet, on page 24

* Session Affinity, on page 30

* License Information, on page 31

» Standards Compliance, on page 31

Feature Summary and Revision History

Summary Data

Table 3: Summary Data

Applicable Product(s) or Functional Area SMF
Applicable Platform(s) SMI
Feature Default Setting Not Applicable
Related Changes in this Release Not Applicable
Related Documentation Not Applicable

Revision History

Table 4: Revision History

Revision Details Release

The converged core support for combined SMF +cnSGWe [2021.01.0
is added in this release.
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. Product Description

Revision Details Release

First introduced. Pre-2020.02.0

Product Description

The Cisco Session Management Function (SMF) is one of the Control Plane Network Functions (NF) of the
5G core network (5GC). The SMF is responsible for the session management with the supported individual
functions on a per-session basis.

A single instance of SMF can support some or all the functionality of the SMF. As specified in 3GPP TS
23.501, the SMF supports the following functionality:

* Handles session management. For example, session establishment, modification and release, including
the tunnel between the User Plane Function (UPF) and the access network (AN).

* Handles user element (UE) IP address allocation and management, which includes an optional
authorization.

* Performs Dynamic Host Configuration Protocol for IPv4 (DHCPv4) and DHCPv6 functions, both as
server and client.

* Performs Address Resolution Protocol (ARP) proxying and IPv6 Neighbor Solicitation Proxying
functionality for the Ethernet PDUs. The SMF responds to the ARP and the IPv6 Neighbor Solicitation
Request by providing the MAC address. This address corresponds to the IP address that exists in the
request.

* Selects and controls the UPF for the Ethernet PDU sessions. The UP function includes controlling the
UPF to proxy ARP or IPv6 Neighbor Discovery, and forwarding all ARP or IPv6 Neighbor Solicitation
traffic to the SMF.

* Configures Traffic Steering at the UPF to route traffic to the corresponding Data Network (DN).

* Terminates interfaces toward the Policy Control Function (PCF).

*» Handles the Lawful Intercept (LI) for Session Manager (SM) events and interface to the LI system.

* Controls and synchronizes the charging data collection at the UPF.

* Terminates the SM parts of Non-Access-Stratum (NAS) messages.

* Routes packets and ensures the delivery of information through the Downlink Data Notification (DDN).

* Initiates the AN-specific SM information that is sent through the Access and Mobility Management
Function (AMF) to AN over the N2 interface.

* Determines the session and service continuity (SSC) mode of a session.

* Provides the following roaming functionality:

* Manages the local enforcement to apply Quality of Service (QoS) SLAs (VPLMN).
* Collects charging data and supports the charging interfaces.

* Supports communication with the external DN. The communication is for the transport of signaling
for the PDU session authorization or authentication by an external DN.
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Converged Core Overview .

The SMF also provides support for an enterprise mobile virtual network operator (MVNO) model, which
enables a mobile network operator (MNO) to perform secondary authentication for the leased MVNO

subscribers. Additionally, the SMF supports other MVNO features, but is not limited to, RADIUS Client,
vDNN, and so on.

Converged Core Overview

The converged core solution provides an advanced, cloud-native, converged control plane with the capability
to support 4G and 5G devices, and use cases.

|

Important  This release supports only the cloud-native integrated S-GW and SMF instance with S5C and cnSGW-C
functionalities.

The converged core solution removes the operational complexity by providing a unified core network to
handle all types of subscribers and use cases.

The operator has the following benefits:

* Improves the overall network efficiency by reducing signaling between cnSGW-C and SMF while
handling a 4G subscriber or handoff from 5G to 4G coverage area.

* Reduces latency introduced due to the extra hop SGW-U for a subscriber in 4G coverage area, by
collapsing the data path in the Converged UPF, thus improving the overall user experience.

* Provides ability to use a unified subscriber policy and billing infrastructure using SBA interfaces for 4G
and 5G devices.

The solution supports the following converged control plane and user plane functions:

* Converged Control Plane Functions

* Integrates S-GW and SMF network functions as a single deployment, under a single Kubernetes
namespace, to support 4G and 5G devices from E-UTRAN/NR (converged core gateway)

* Supports logical network functions (data)

* Converged User Plane Functions
* Integrates UPF and SGW-U functionalities as a single network function
* Provides simultaneous support for N4 and Sxa interfaces

* Terminates multiple control planes in a single deployment

Interservice Pod Communication

Feature Description

When the cnSGW service and SMF service selected for a subscriber are on the same cluster and same rack,
the messages exchanged between the two services flow through the gtpc-ep pod.
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5G SMF Overview |

If a collocated session is identified and enable-gtpc-bypass CLI command is configured under GTP endpoint,
then the SMF and ecnSGW-C directly communicate with each other without exchanging the messages through
the gtpc-ep pod. This approach reduces the latency and the processing load on the gtpc-ep. For details on the
command, see the Feature Configuration, on page 13 section.

The SMF service directly communicates with cnSGW service for processing the following requests:
* Create Bearer Request
» Update Bearer Request (UBR) (expect Modify Bearer Command (MBC) triggered UBR)
* Delete Bearer Request (DBR) (expect Delete Bearer Command (DBC) triggered DBR)

The cnSGW service directly communicates with SMF service for processing the following requests:
* Create Session Request
* Modify Bearer Request
* Delete Session Request
If the subscriber session is not collocated, the inbound and outbound messages from SMF or cnSGW-C
continue to be exchanged through the gtpc-ep pod.
For this feature support on cnSGW, see the UCC 5G cnSGWc Configuration and Administration Guide.

This section describes how this feature works.
Perform the following steps to implement this feature.
1. Identify the deployment type of SMF and cnSGW-C.

To identify the deployment type, the SMF or cnSGW-C compares the target GTPC peer IP address of the
message with the locally configured IP address of S5e or S5 interface for the concerned GR instance. The
SMF or cnSGW-C marks the subscriber session as collocated service based on the comparison result.

2. Identify the target service pod

SMF uses session affinity in cnSGW namespace based on TEID, which is derived from Common ID to
appropriately route the message towards cnSGW service pod instance.

3. Route the messages to the appropriate peers based on the identified deployment type and target service
pod.

Interservice pod communication uses the existing framework along with protocol buffer to carry the
signaling message content.

The interservice communication between SMF and cnSGW-C happens with the following exceptions:

* GTPC messages cannot be captured using the packet sniffer tool and monitor subscriber command.
* Path management is not performed for collocated GTPC peers.

* GTPC message level metrics (at GTPC endpoint) will not be pegged for interservice GTPC messages
as GTPC endpoint is bypassed for such messages.

+ Existing interservice metrics will be pegged for interservice messages.
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» UBR and DBR initiated on Command Messages follow the existing message flow path. That is, the
SMF sends the command messages to cnSGW service through gtpc-ep pod.

Feature Configuration

To enable GTPC bypass between cnSGW and SMF service, use the following sample configuration:

config
instance instance-id gr instance id
endpoint gtp
enable-gtpc-bypass { false | true }
end

NOTES:
+ endpoint gtp: Enter the GTP endpoint configuration.

» enable-gtpc-bypass { false | true }: Specify the option to enable or disable the GTPC bypass between
cnSGW and SMF service.

When set to true, the GTPC bypass is enabled between SMF and cnSGW. That is, SMF and cnSGW
directly communicate without involving the gtpc-ep pod. By default, it is false.

OAM Support

This section describes operations, administration, and maintenance support for this feature.

Bulk Statistics Support
The following statistics is updated to support this feature.

» smf service stats: This statistics includes gtpc_bypass label to track the GTPC bypass messages.

For more information on bulk statistics support, see the UCC 5G SMF Metrics Reference.

Use Cases and Features

This section describes the use cases that SMF supports.

Base SMF Configuration

The SMF base configuration provides a detailed view of the configurations that are required for making the
SMF operational. This includes setting up the infrastructure to deploy the SMF, deploying the SMF through
SMI, and configuring the Ops Center for exploiting the SMF capabilities over time.

For more information on SMI, see the Ultra Cloud Core SMI Cluster Deployer Operations Guide.
The following feature is related to this use case:

* Deploying and Configuring SMF through Ops Center, on page 33
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4G Session Support

For UEs, the SMF supports both 5G and 4G NAS to connect to both 4G and 5G core networks. The SMF
includes the EPS interworking support and acts as a PGW-C+SMF. The interfaces, such as the Gx, Gy, or
Gz, which are used for a 4G session creation are replaced with the corresponding 5G core SBI interfaces,
such as the Npcf and Nchf.

The SMF supports interworking with EPS by using the N26 interface (which is an inter-CN interface between
the MME and the 5GS AMF) to enable interworking between the Evolved Packet Core (EPC) and the NG
core networks. Support of the N26 interface in the network is optional for interworking. The N26 interface
supports a subset of the functionalities over S10 interface to enable interworking. The UE uses the EPC NAS
or SGC NAS procedures that are based on the core network. The SMF supports QoS flow failures for access
and mobility procedures.

The following features are related to this use case:

* 4G to 5G Data Session Handover, on page 432

* EPS Interworking, on page 165

* Flow Failure Handling for Access and Mobility Procedures, on page 399
* SMF Capabilities to Support 4G and 5G Devices, on page 1383

* Session Timers, on page 1367

5G Session Support

The Session and Service Continuity (SSC) support in 5G system architecture addresses the continuous
requirements of different applications and services for a User Equipment (UE). The 5G system supports the
SSC modes such that the network maintains the connectivity service to the UE. The SMF manages the UE
IP address and ID allocation for establishing sessions. The SMF also maintains session connectivity on
interfaces, such as N40, N4, N7, and N10, to facilitate charging.

The SMF uses the Xn interface to handover a UE from a source NG-RAN to the target NG-RAN when the
AMEF is unchanged, and without relocating the UPF. The SMF includes the N3 tunnel profile configuration
to enable the notifications on the Control Plane (CP) and enable buffering on the UPF. The SMF supports
activation and deactivation of the User Plane (UP) connection of a PDU session. The SMF also includes the
DNS proxy feature to configure proxy servers for resolving the host names and their IP addresses.

The following features are related to this use case:

* Inter gNodeB Handover, on page 457

* IP Pool Allocation per DNN, on page 849

» UP Session Activation and Deactivation Service Request Procedures, on page 1495
» Session and Service Continuity Mode, on page 1363

» Static IP Support, on page 759

* TAI Selection from AMF, on page 1477
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Access and Mobility Support

The SMF supports the access and mobility through session management procedures for PDU session
establishment, modification, and release. The SMF supports N2-based handovers for intra-SMF or inter-AMF
when a UE moves from one NG-RAN to another NG-RAN for Data Forwarding Tunnel (DFT) and Indirect
Data Forwarding Tunnel (IDFT) cases. With the multi-DNN support, SMF has multiple PDN connections
for providing various services including Internet and Voice over New Radio (VoNR) services. The SMF
supports network-initiated messages when a UE is either in the CM-Idle state or in the CM-Connected state.

Access and mobility support includes the intra-5G handover use case, which has the following handover
support:

* Xn Handover
* Intra-AMF N2 Handover
* Inter-AMF N2 Handover

The following features are related to this use case:

* 5GSM Cause Code Handling, on page 652

» AN-initiated Session Modification and Release, on page 67

* CHF and PCF Integration for Access and Mobility Procedures, on page 447
* Inter gNodeB Handover, on page 457

* MTU Support in PCO, on page 827

* DNN Support, on page 831

* Network-initiated Session Modification Procedures, on page 865

* Policy and User Plane Management, on page 989

» UDM Integration, on page 1485

* Voice over New Radio, on page 521

Charging Integration

The SMF supports converged charging and uses the Nchf or N40 interface to generate charging events. The
SMF supports offline failover for charging when a charging (CHF) server fails. Based on the charging data
information that SMF receives, it provides reporting level support for online and offline charging.

The following feature is related to this use case:

* Subscriber Charging, on page 1427

Cloud Native Infrastructure

The SMF services includes the configuration to process PDU Session Management API calls. The IP Address
Management (IPAM) technique is integrated with the SMF in the Application Services layer for tracking and
managing the IP address space of a network. The SMF uses the Operations Center interface, which is a
system-level infrastructure, to initiate the deployment of micro-services, to push application specific
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configuration to one or more micro-services, and to run application-specific commands to invoke APIs in
application-specific pods.

The following feature is related to this use case:

* Overload Management, on page 921

Converged Core Network

The SMF supports standalone deployment or an integrated deployment with cnSGWc for serving 4G and 5G
subscribers. Converged Control Plane function comprises a combination of 4G and 5G control plane instances,
that is, SMF and cnSGWec.

With converged core deployment, for the same PDN session, the S-GW and SMF select the same UPF instance
so that the data path is optimized. The converged core architecture reduces the operational cost and the
complexity of maintaining multiple different networks, leverages new interfaces and business avenues.

The converged core deployment involves changing some basic configurations of SMF, pod layout, and
optimizing performance with call processing.

The following features are related to this use case:

* Alerts, on page 1594

* Content Filtering and X-Header Enrichment, on page 83

* Deploying and Configuring SMF through Ops Center, on page 33

* Dynamic Routing by Using BGP, on page 139

* EPS Interworking, on page 165
* GTP Path Failure Handling, Restoration, and Recovery, on page 267
* Support for UE Initial Attach , on page 172

* Monitor Subscriber and Monitor Protocol, on page 1590
* Pods and Services Reference, on page 973

* Policy and User Plane Management, on page 989
* Support for UPF Node Reports and Proprietary Session Reports, on page 1084
« Static PCC Rules Support, on page 1041

* Metrics, on page 1617
» UPF Path Management and Restoration, on page 1521

» Wireless Priority Services, on page 1539

IMS Support

The IP Multimedia Subsystem (IMS) connects to the LTE network and 5G core (through UPF node) for
delivering voice services such as Voice over LTE (VoLTE) and Voice over New Radio (VoNR).
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The following features are related to this use case:
* Voice Over LTE Support, on page 502
* Voice over New Radio, on page 521

* NPLI Support for VOLTE and VoNR, on page 513

IPAM Support

IP Address Management (IPAM) is a technique for tracking and managing IP addresses of a network. [IPAM
is one of the core components of the subscriber management system. The IPAM provides all the functionalities
necessary for working with the cloud-native subscriber management system. Also, the [IPAM acts as a generic
IP address management system for the different network functions such as the Session Management Function
(SMF), Policy Control Function (PCF), and so on.

The following feature is related to this use case:

* [P Address Management, on page 737

Lawful Intercept

The Lawful Intercept (LI) feature enables law enforcement agencies (LEAs) to intercept subscriber
communications. The LI functionality provides the network operator the capability to intercept and control
data messages of targeted mobile users. The SMF that handles the Control Plane actions for the PDU sessions
includes an IRI-POI that has the LI capability to generate the related xIRI.

For more details, contact your Cisco account representative.

MVNO Support

The SMF provides support for an enterprise MVNO model. A mobile network operator can perform secondary
authentication for the leased MVNO subscribers and also support any additional features related to the AAA
server. The SMF uses the RADIUS protocol for such secondary authentication purposes.

The following features are related to this use case:
* DNN Support
* DNN Case Insensitive Support

* Policy and User Plane Management

* Increase Max Groups Per Bandwidth Policy

* RADIUS Authentication and Accounting
* Handling RADIUS Disconnect and CoA Requests
* RADIUS Access Management
* RADIUS Accounting
* RADIUS PAP/CHAP/MSCHAP Support
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* RADIUS NAS-IP Support

NF Management

Based on the 3GPP-defined architecture model for 5G systems for data connectivity, SMF discovers the set
of NF instances and their associate NF service instances. These instances, which are based on the NF profiles,
are registered in the Network Repository Function (NRF) and meet the various input query parameters.

The following features are related to this use case:
* NF Discovery and Management, on page 877

* Failure Handling Support, on page 355

OAM Support

This use case covers all the Operation, Administration, and Maintenance (OAM) functions of the SMF.
The following features are related to this use case:

* Alerts, on page 1594

* Bulk Statistics and Key Performance Indicators , on page 1621

* Deploying and Configuring SMF through Ops Center, on page 33

* Logs, on page 1621

* Metrics, on page 1617

* Monitor Subscriber and Monitor Protocol, on page 1590

* Pods and Services Reference, on page 973

* Smart Licensing, on page 39

* SMF Rolling Software Update, on page 55

Policy Integration

The SMF communicates with the Unified Data Management (UDM) and Policy Control Function (PCF) to
perform the following:

* Procure the subscribed and authorized QoS parameters for the Guaranteed Bit Rate (GBR) and non-GBR
flows

* Pass the relevant information to the UE (NAS), gNB (NGAP), and UPF (PFCP)

This ensures that all nodes on the network provide the desired QoS to the PDU session.

The SMF uses the service-based N7 interface with the PCF to retrieve the session management policy
information corresponding to the PDU session of the UE. The SMF selects the PCF during the PDU Session
Establishment procedure. It also acts as a consumer of the PCF-provided session management policy service.

The following features are related to this use case:
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* DSCP Marking, on page 131
* Policy and User Plane Management, on page 989

» Wireless Priority Services, on page 1539

RADIUS Support

In the 5G architecture, the serving network authenticates the Subscription Permanent Identifier (SUPI) during
authentication and the key agreement between the UE and the network. In addition, the serving network can
perform a secondary authentication for data networks outside the mobile operator domain.

The following feature is related to this use case:

* RADIUS Authentication and Accounting, on page 1109

Redundancy Support

The SMF deployment in K8 cluster plays a vital role to support High Availability (HA) and Geographic
Redundancy (GR). The redundancy support ensures stateful session continuity among the clusters during the
rack or cluster failures.

The SMF achieves HA through redundant set-up of each cluster component such that any single point of
failure is avoided.

The GR provides rack-level redundancy to replicate data between two separate K8 clusters across racks so
that, on rack or cluster failure, traffic can switch to a remote rack to process the traffic. Rack or cluster failure
can be due to power failure, multi-compute failures, network failure, multi-pod failure, BFD link failure, and
so on.

The following features are related to this use case:
* High Availability Support, on page 1191
* Inter-Rack Redundancy Support, on page 1198
* Mesh Connectivity to All UPFs, on page 825

Roaming Support

Mobile network operators make roaming partnerships to provide services to the subscribers seamlessly in
geographies beyond their network reach. PLMNs define the operator network boundaries. HPLMN is the
Subscriber’s home network and VPLMN is the visited network from where the service is rendered.

The following features are related to this use case:
» Roaming Support, on page 1281
* Multiple PLMN Support, on page 855
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SMF Inline Services

The SMF uses the Inline Services feature such as the Enhanced Charging Service (ECS) that enables operators
to reduce billing-related costs and gives the ability to offer tiered, detailed, and itemized billing to their
subscribers. Using shallow and deep packet inspection (DPI), the ECS [also known as Active Charging Service
(ACS)] allows operators to charge subscribers based on the actual usage, number of bytes, premium services,
location, and so on. The ECS also generates charging records for postpaid and prepaid billing systems.

The following features are related to this use case:
* Content Filtering and X-Header Enrichment, on page 83
» Event Detail Records, on page 287

* Policy and User Plane Management, on page 989

SMF Specification Compliance

The SMF supports different 3GPP specification versions for the SMF interfaces. It processes the messages
from the interfaces as per the compliance profile configured for the corresponding services.

The following feature is related to this use case:

* Interfaces Support, on page 545

Subscription Management

The SMF handles the user subscription management over the N10 interface.
The following feature is related to this use case:

* UDM Integration, on page 1485

UPF Integration

The SMF uses the available StarOS-based UPF node to meet the non-standard requirements on the UPF node
to interwork with this UPF. To comply with the IPv6 Stateless Auto-configuration, the SMF supports ICMPv6
Router Solicit and Advertisement.

The following features are related to this use case:
* Policy and User Plane Management, on page 989
 [Pv6 PDU Sessions, on page 815

» UPF Path Management and Restoration, on page 1521

Wi-Fi Support

The SMF supports Voice over Wi-Fi (VoWiFi). The VoWiFi technology provides the telephony services
using Voice over IP (VoIP) from the mobile devices that are connected across a Wi-Fi network.

The following features are related to this use case:
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» VoWi-Fi Support, on page 515
» Wi-Fi Handover, on page 470

Deployment Architecture and Interfaces

The Cisco SMF is a part of the 5G core network functions portfolio with a common mobile core platform
architecture. The core network functions include Access and Mobility Management Function (AMF), Network
Repository Function (NRF), Policy Control Function (PCF), Network Slice Selection Function (NSSF), and
User Plane Function (UPF).

SMF Architecture

The SMF network function consists of loosely coupled microservices together. The microservice decomposition
is based on a three-layered architecture as illustrated in the following figure.

Figure 5: SMF 3-Layered Micro Services Architecture
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Following are the three layers of the SMF architecture:

* Layer 1—Protocol and Load Balancer services (Stateless)
* Layer 2—Application services (Stateless)

* Layer 3—Database services (Stateful)

SMF Deployment

The 5G Mobility NFs deployment supports the following modes:

+ Standalone mode: In this mode, each NF together with the required microservices is deployed in a separate
name space in Kubernetes.

* Converged mode: In this mode, several NFs are deployed together in a single name space and micro-service
common to NFs render the service to all the deployed NFs.
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The converged core solution provides a single unified platform which is based on SMI architecture. The
supporting architecture integrates the cloud-native S-GW and SMF deployment with 5GC and cnSGW-C
functionalities. The solution uses 3GPP-defined SBA interfaces for policy and charging functions.

In the converged core architecture, the 4G and 5G capable UEs are anchored on the same control plane instance.

The control plane instance provides the SMF, 5GC, and cnSGW-C functionalities.

The handoffs between 4G and 5G access types are seamless for 5G capable devices. The handoffs from LTE
to UTRAN (bi-directional communication between 4G/5G and 3G/2G) are not seamless for 4G capable

devices.

The following figure illustrates the supported network architecture.

Figure 6: Converged Core Architecture
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The UPF deployed as a part of this solution is a VPC-SI VM. The UPF deployment is VM-based, and supports:

* SGW-U, PGW-U, and UPF functionalities in the same instance, and exposes the Sxa, Sxb, Sxab, or N4

interface towards the control plane.

» Multiple CP instances (up to 4) simultaneously.
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Converged Core Deployment

The converged core deployment is based on the converged control plane and unified user plane infrastructure
for all use cases.

In the converged core deployment, all 4G and 5G-capable UEs are anchored on the 5G core (SMF) with SBA
interfaces towards PCF.

The converged core deployment has a converged Ops Center that allows the configuration of cnSGW-C and
SMF services along with other microservices. A single product helm chart is used to install components.

The following figure illustrates the Kubernetes deployment for the converged S-GW and SMF network
function.

Figure 7: Kubernetes Deployment
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The protocol layer services are shared across SMF and S-GW. The GTP endpoint terminates the S11 interface
and S5/S8 interface. Similarly, the PFCP (protocol) endpoint terminates the N4 and Sxa interfaces.

The SMF and S-GW services are deployed as distinct pods and the session processing is segregated. Both the
service pods use CDL for storing subscriber sessions.

Supported Interfaces

This section describes the interfaces supported between the SMF and other network functions in the 5GC.
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* Diameter—Interface that provides framework for services that require Access, Authorization, and
Accounting (AAA) or Policy support across IP-based networks.

* GTP—Uses the N9 interface as the reference point between two core UPFs.
* Gx—Interface between SMF and PCRF.

* Gy—Interface between SMF CTF and OCS Charging Data Function (CDF).
* N1/NAS—Reference point between the UE and AMF.

* N2/NGAP—Reference point between the RAN and AMF.

» N4—Reference point between the SMF and UPF.

* N7—Reference point between the SMF and PCF.

* N10—Reference point between the UDM and SMF.

* N11—Reference point between the AMF and SMF.

» N40—Reference point between the SMF and CHF.

* Nnrf—Interface displayed by NRF on 3GPP 5G system architecture.

* RADIUS—Interface that manages network access.

* S2b—Interface between the PGW-C and ePDG.

* S5—Interface between the PGW-C and S-GW.

» SBA—Interface for NFs to communicate with each other.

For details on the supported interfaces, see the Interfaces Support, on page 545 chapter.

Life Cycle of Data Packet

The following call flow depicts the life cycle of a data packet traversing through various pods of the SMF for
a successful PDU session establishment.

The SMF application includes the following pods:
* REST-EP
* Cache
* Service
* Nodemgr
* Protocol
» UDP-Proxy
«CDL
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Figure 8: 4G Session Procedure - Complete ByPass(PFCP and GTP)

4G Session Procedure (Complete ByPass(PFCP and GTP))
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Figure 9: 4G Session Procedure with UDP Proxy for PFCP and GTP

4G Session Procedure (with UDP Proxy for PFCP and GTP)
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Figure 10: End-to-End PDU Session Establishment Call Flow for Data Packets
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Table 5: End-to-End PDU Session Establishment Call Flow Description

66. End procedure guard/SLA umeﬁr

Service

Step | Description

1 The AMF sends N11:SMContextCreateRequest to the SMF, which terminates on the VIP-IP/external
IP of REST-EP pod.
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Step

Description

The REST-EP pod performs look-up for session affinity with cache pod. The SMF does not have
the entry for the user session. The cache output does not result in any SMF-service affinity for the
user session.

Kubernetes service/ISTIO load balancer selects one SMF-service pod from multiple SMF-service
pods that are configured.

The REST-EP starts the timer associated with transaction-1. The PDU session establishment
procedure involves using three transactions which are started at different stages of the call flow.

The default transaction timer on SMF is 10 seconds. The transaction timers are configurable through
Service Level Agreement (SLA) feature.

The REST-EP forwards the N11:SMContextCreateRequest to the selected SMF-service.

The SMF-service starts procedure timer (guard timer/SLA timer). The SLA timers are configurable.

The SMF-service adds affinity entry with cache pod for the session. The SMF continues to use the
same selected SMF-service in the subsequent stages of the call flow until the cache is expired.

The SMF-service instructs the REST-EP pod to trigger N10: Registration Request.

The REST-EP decides whether to perform NF discovery or static NF selection of UDM based on
the configuration.

The REST-EP encodes and sends UDM discovery request to the NRF and receives a successful
response with the list of UDMs.

10

The REST-EP encodes and sends N10:RegistrationRequest to the selected UDM.

11

The REST-EP starts messageResponseTimer. The default value of the configurable
messageResponseTimeout is 2 seconds. The messageResponseTimer is applicable for all outbound
HTTP2 messages initiated by SMF. They are not explicitly called out in the subsequent stages of
the call flow.

12

The REST-EP receives successful N10:RegistrationResponse from the UDM.

13

The REST-EP stops messageResponseTimer.

14

The REST-EP forwards the N10:RegistrationResponse to the SMF-service.

15

The SMF-service instructs the REST-EP pod to trigger N10:SubscriptionFetchRequest.

16

The REST-EP encodes and sends N10: SubscriptionFetchRequest to the UDM. The REST-EP
receives a response from the UDM.

17

The REST-EP forwards the N10:SubscriptionFetchResponse to the SMF-service.

18

The SMF-service instructs the REST-EP pod to trigger N10:SubscribeNotificationRequest.

19

The REST-EP encodes and sends N10:SubscribeNotificationRequest to UDM. The REST-EP
receives a response from the UDM.

20

The REST-EP forwards the N10:SubscribeNotificationRequest to the SMF-service.

21

The SMF-service sends N11:SMContextCreateResponse to the REST-EP.

22

The REST-EP forwards the N11:SMContextCreateResponse to the AMF.
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23 The REST-EP stops the transaction-1 timer started in step 3.

24 The SMF-service adds the session entry information in the CDL.

25 The SMF-service starts an internal transaction by sending NIntSelfTxnPduSetup message.

26 The SMF-service starts the timer associated with transaction-2.

27 The SMF-service instructs the REST-EP pod to trigger N7:SMPolicyCreateReq.

28 The REST-EP decides whether to perform NF discovery or static NF selection of PCF based on the
configuration.

29 The REST-EP encodes and sends the PCF discovery request to the NRF and receives a successful
response with the list of PCFs.

30 The REST-EP encodes and sends N7:SMPolicyCreateReq to the selected PCF. The REST-EP
receives a response from the PCF.

31 The REST-EP forwards N7:SmPolicyCreateSuccess to the SMF-service.

32 The SMF-service performs the UPF selection.

33 The SMF-service sends ResourceMgmtReq to IPAM module of Nodemgr to request the IP address
for the UE.

34 The SMF-service receives ResourceMgmtResp from the IPAM module of the Nodemgr with the
IP address to the UE.

35 The SMF-service instructs the REST-EP pod to trigger N7:SMPolicyUpdateReq with trigger
"UE IP_CH".

36 The REST-EP encodes and sends N7:SMPolicyUpdateReq with UE_IP_CH trigger to the selected
PCF. The REST-EP receives a response from the PCF.

37 The REST-EP sends N7:SMPolicyUpdateSuccess to the SMF-service.

38 The SMF-service instructs the REST-EP pod to trigger N40:ChargingDataRequest.

39 The REST-EP decides whether to perform the NF discovery or static NF selection of CHF based
on the configuration.

40 The REST-EP encodes and sends the CHF discovery request to the NRF. The REST-EP receives
a successful response with the list of CHFs.

41 The REST-EP encodes and sends N40:ChargingDataRequest to the selected CHF. The REST-EP
receives a response from the CHF.

42 The REST-EP forwards N40:ChargingDataResponse to the SMF-service.

43 The SMF-service instructs the SMF-Protocol pod to trigger N4:SessionEstablishmentRequest.

44 The SMF-Protocol encodes and sends the N4:SessionEstablishmentRequest to the UDP-Proxy pod.

45 The UDP-Proxy pod sends the N4:SessionEstablishmentRequest to the UPF. The UDP-Proxy
receives a response from the UPF.

46 The UDP-Proxy forwards the N4:SessionEstablishmentResponse to the SMF-Protocol pod.

47 The SMF-protocol forwards the N4:SessionEstablishmentResponse to the SMF-service.
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Step

Description

48

The SMF-service instructs the REST-EP to trigger N11:N1N2MessageTransferReq.

49

The REST-EP decides whether to perform NF discovery or static NF selection of AMF based on
the configuration.

50

The REST-EP encodes and sends the AMF discovery request to the NRF. The REST-EP receives
a successful response with the list of AMFs.

51

The REST-EP encodes and sends N11:N1N2MessageTransferReq to the selected AMF. The
REST-EP receives a successful response from the AMF.

52

The REST-EP forwards the N11:N1N2MessageTransferSuccess to the SMF-service.

53

The REST-EP stops the transaction-2 timer started in step 26.

54

The SMF-service updates the session entry in the CDL.

55

The REST-EP receives N11:SMContextUpdate from the AMF.

56

The REST-EP looks-up for session affinity in the cache pod and identifies the SMF-service handling
the session.

57

The REST-EP starts the timer associated with transaction-3.

58

The REST-EP forwards the N11:SMContextUpdate to the SMF-service pod learnt in step 56.

59

The SMF-service instructs the SMF-Protocol pod to trigger N4:SessionModificationRequest.

60

The SMF-Protocol encodes and sends the N4:SessionModificationRequest to the UDP-Proxy pod.

61

The UDP-Proxy pod sends the N4:SessionModificationRequest to the UPF. The UDP-Proxy receives
a response from the UPF.

62

The UDP-Proxy forwards the N4:SessionModificationResponse to the SMF-Protocol pod.

63

The SMF-protocol forwards the N4:SessionModificationResponse to the SMF-service.

64

The SMF-service forwards the N11:SMContextUpdateSuccess to the REST-EP.

65

The REST-EP forwards the N11:SMContextUpdateSuccess to the AMF.

66

The REST-EP stops the transaction-3 timer started in step 57.

67

The SMF-service updates the session entry in the CDL.

68

The SMF-service stops the procedure timer (guard timer/SLA timer).

Session Affinity

The SMF supports session affinity to facilitate stateless architecture.

When a session management procedure is ongoing for a subscriber session in some SMF service instance and
another event from the network comes for the same subscriber in the meantime. Then, the SMF protocol layer
micro-services, such as "smf-rest-ep" and "smf-protocol" direct these events towards the concerned SMF
service instance. This ensures that all network events pertaining to an ongoing procedure of a subscriber
session are handled by the same SMF service instance until the completion of the procedure.
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Upon completion of the procedure, the subscriber session information is updated in the database and the
session affinity towards the SMF service instance is removed. Subsequent network events can be handled by
any of the available SMF service instances, by fetching the relevant subscriber session information from the
database.

License Information

The SMF supports Cisco Smart Licensing. For more information, see the Smart Licensing, on page 39 chapter
in this document.

Standards Compliance

Cisco SMF complies with the following 3GPP standards as per Release 15 June 2019:
» 3GPP TS 23.510, version 15.4.0

« 3GPP TS 29.274, version 15.8.0
« 3GPP TS 23.007, version 15.4.0
* 3GPP TS 23.501, version 15.6.0
* 3GPP TS 29.244, version 15.6.0
* 3GPP TS 33.515, version 0.4.0

« 3GPP TS 29.510, version 15.3.0
* 3GPP TS 32.255, version 15.3.0
« 3GPP TS 32.291, version 15.3.0
* 3GPP TS 32.290, version 15.4.0
« 3GPP TS 29.501, version 15.4.0
* 3GPP TS 23.503, version 15.6.0
« 3GPP TS 24.501, version 15.4.0
* 3GPP TS 24.502, version 15.4.0
« 3GPP TS 24.503, version 15.4.0
* 3GPP TS 29.518, version 15.4.0
« 3GPP TS 23.402, version 15.3.0
* 3GPP TS 38.413, version 15.4.0
» 3GPP TS 23.401, version 15.8.0
* 3GPP TS 29.500, version 15.8.0

Ultra Cloud Core 5G Session Management Function, Release 2024.01 - Configuration and Administration Guide .



5G SMF Overview |
. Standards Compliance

. Ultra Cloud Core 5G Session Management Function, Release 2024.01 - Configuration and Administration Guide



CHAPTER 3

Deploying and Configuring SMF through Ops
Center

* Feature Summary and Revision History, on page 33
* Feature Description, on page 34

* Deploying and Accessing SMF, on page 35

* SMF Service Configuration, on page 36

* Loading Day 1 Configuration, on page 37

Feature Summary and Revision History

Summary Data

Table 6: Summary Data

Applicable Product(s) or Functional Area SMF

Applicable Platform(s) SMI

Feature Default Setting Disabled - Configuration Required
Related Changes in this Release Not Applicable

Related Documentation Not Applicable

Revision History

Table 7: Revision History

Revision Details Release

SMF deployment on bare metal server is supported and fully qualified [ 2021.01.0
in this release.

First introduced. Pre-2020.02.0
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Feature Description

The SMF deployment and configuration procedure involves deploying the SMF through the Subscriber
Microservices Infrastructure (SMI) Cluster Deployer and configuring the settings or customizations through
the SMF Operations (Ops) Center. The Ops Center is based on the ConfD CLI. The SMF configuration
includes the NRF profile data configuration and the externally visible IP addresses and ports.

SMF Ops Center

The Ops Center is a system-level infrastructure that provides the following functionality:

* A user interface to trigger a deployment of microservices with the flexibility of providing variable helm
chart parameters to control the scale and properties of Kubernetes objects (deployment, pod, services,
and so on) associated with the deployment.

* A user interface to push application-specific configuration to one or more microservices through
Kubernetes configuration maps.

* A user interface to issue application-specific execution commands (such as show and clear commands).
These commands:

* Invoke some APIs in application-specific pods

* Display the information returned on the user interface application
The SMF Ops Center allows you to configure the features such as licensing, SMF engine, REST Endpoint,

and CDL.

The following screenshot shows the sample web-based command line interface:
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Prerequisites

Figure 11: Web-based CLI of Ops Center

Prerequisites .

roduct smf# show running-config
elm default-repository smf
elm repository smf

url http://engci-maven-master.cisco.com/artifactory/mobile-cnat-charts-dev/mobile-cnat-smf/smf-products

namespace smf

8 registry dockerhub.cisco. com/mobi le-cnat-docker-dev

ame 10.86.73.232.nip.

smf=address 12
http-endpoint base-url smf-service.com
slices name slicel

sst 88

sdt 123456

: base-url-nrf http://10.142
2 http://18.142
http://18.1
-url-udm http://10
of-ip-addr 10.142.40.191
nd-peer-addr 10.142.40.191
nd-peer-port 8809

tore-endpoint datastore-ep-smf:B8980

io

.48.191:8099
48.191:8899
49.191:9000
49.191: 8099

-endpoint redis-primary:6379

rest-ep no-of-replicas 1

rest-ep external-ip | 10.86.74.150 )

rvice no-of-replicas 2
mgmt no-of=repl
protocol no—of-repl 5 1

75 protocol exte nai—lo.i 18.86.74.150 )

Before deploying SMF on the SMI layer:

* Ensure that all the virtual network functions (VNFs) are deployed.

* Run the SMI synchronization operation for the SMF Ops Center and Cloud Native Common Execution

Environment (CN-CEE).

* Ensure that the node labels are configured as per the recommended pod deployment layout.

* Configure the external VIPs as per the NF requirement

* Enable Istio for pod-to-pod traffic load balancing

Deploying and Accessing SMF

This section describes how to deploy SMF and access the SMF Ops Center.

Deploying SMF

The Subscriber Microservices Infrastructure (SMI) platform is responsible for deploying and managing the

Cloud Native 5G SMF application and other network functions.

For information on how to deploy SMF Ops Center on a vCenter environment, see Deploying and Upgrading
the Product section in the Ultra Cloud Core Subscriber Microservices Infrastructure—Operations Guide.
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For information on how to deploy SMF Ops Center on bare metal servers (currently Cisco UCS-C servers)
environment, see Operating the SMI Cluster Manager on Bare Metal section in Ultra Cloud Core Subscriber
Microservices Infrastructure — Operations Guide.

Accessing the SMF Ops Center
You can connect to the SMF Ops Center through one of the following options:
* SSH

» Web-based console

To connect to the SMF Ops Center through SSH, use the following command:
ssh admin@ops_center_pod_ip -p 2024

Use the same user name and password as configured through the SMI Ops Center. For more information on
the user management for access control, see the CEE Configuration and Administration Guide.

To connect to the Ops Center through Web-based console, perform the following steps:

1. Log on to the Kubernetes master node.

2. Run the following command:
kubectl get ingress <namespace>

The available ingress connections get listed.
3. Select the appropriate ingress and access the SMF Ops Center.

4. Access the following URL from your web browser:

cli.<namespace>-ops-center.<ip_address>.nip.io

By default, the Day 0 configuration is loaded into the SMF.

To connect to the Ops center using FQDN and path-based URL routing, see the Configuring Hostname and
URL-based Routing for Ingress section in the Ultra Cloud Core Subscriber Microservices Infrastructure -
Deployment Guide.

SMF Service Configuration

The SMF service requires the basic configuration to process PDU Session Management API calls.

Mapping Pods with Node Labels

Prerequisites
* Ensure that the node labels are according to the pod deployment layout.
* Ensure that the external VIPs are according to the requirement of NF.

* Enable Istio for pod to pod traffic load balancing.
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Node Labels are key and value pairs that are attached to nodes at cluster synchronization. Each node can have
a set of key and value labels defined. Each key must be unique for a node. With labels, users can map their
NF pods onto nodes in a loosely coupled manner.

|

Important * The pod-level labeling configuration is applicable only when the SMF is deployed on a bare metal server.

* Ensure to configure the node label on the SMI cluster deployer before mapping the pods. Following is
the sample command for master-1 labeling:

[cndp-clpnc-cm-cm-primary] SMI Cluster Deployer (config-nodes-master-1)# k8s node-labels

smi.cisco.com/svc-type smf-node

To map the pods with node labels, use the following sample configuration:

config
k8 label protocol-layer key label key value label value
k8 label service-layer key label key value label value
k8 label cdl-layer key label key value label value
k8 label oam-layer key label key value label value
end

Following is an example configuration of pod to node-label mapping:

k8 label protocol-layer key smi.cisco.com/node-type value smf-proto
exit

k8 label service-layer key vm-type value smf-svc

exit

k8 label cdl-layer key smi.cisco.com/node-type value smf-cdl

exit

k8 label oam-layer key smi.cisco.com/node-type value oam

exit

Loading Day 1 Configuration

To load the Day 1 configuration for SMF, run the following command:
ssh adming@ops center pod ip -p 2024 < Daylconfig.cli

Alternatively, you can copy the Day 1 configuration and paste it in the SMF Ops Center CLI to load the Day
1 configuration.

config
<Paste the Day 1 configuration here>
commit
exit

To view the Day 1 configuration for SMF, see the Sample SMF Configuration, on page 1631 chapter.
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CHAPTER 4

* Feature Summary and Revision History, on page 39

* Feature Description, on page 39

* Configuring Smart Licensing, on page 42

* Monitoring and Troubleshooting Smart Software Licensing, on page 52

Feature Summary and Revision History

Summary Data

Table 8: Summary Data

Applicable Products or Functional Area

SMF

Applicable Platform(s)

SMI

Feature Default Setting

Enabled - Always-on

Related Changes in this Release

Not Applicable

Related Documentation

Not Applicable

Revision History

Table 9: Revision History

Revision Details

Release

First introduced.

Pre-2020.02.0

Feature Description

Cisco employs two types of license models - Legacy Licensing and Smart Software Licensing. Legacy
Licensing consists of software activation by installing Product Activation Keys (PAK) on to the Cisco product.
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A Product Activation Key is a purchasable item, ordered in the same manner as other Cisco equipment and
used to obtain license files for feature set on Cisco Products. This traditional licensing does not need any
online communication with the Cisco licensing server.

Smart Software Licensing is a cloud-based licensing of the end-to-end platform through the use of a few tools
that authorize and deliver license reporting. Smart Software Licensing functionality incorporated into the NFs
complete the product registration and authorization. SMF supports the Smart Software Licensing model.

Smart Licensing simplifies the purchase, deployment, and management of Cisco software assets. Entitlements
are purchased through your Cisco account through Cisco Commerce Workspace (CCW) and immediately
available in your Virtual Account for usage. This approach eliminates the need to install license files on every
device. Smart-enabled products communicate directly to Cisco to report consumption. A single location—Cisco
Software Central—is available for customers to manage Cisco software licenses. License ownership and
consumption are readily available to help make a better purchase decision that is based on consumption or
business need.

For more information on Cisco Smart Licensing, see
https://www.cisco.com/c/en/us/buy/smart-accounts/software-licensing.html.

Cisco Software Central

Cisco Software Central (CSC) enables the management of software licenses and the smart account from a
single portal. The CSC interface allows you to enable your product, manage entitlements, renew, and upgrade
software. You need a functioning smart account to complete the registration process.

To access Cisco Software Central, see https://software.cisco.com.

Smart Accounts and Virtual Accounts

Requesting a

A Smart Account provides a single location for all smart-enabled products and entitlements. It helps in
procurement, deployment, and maintenance of Cisco Software. When creating a smart account, you must
have the authority to represent the requesting organization. After submission, the request goes through approval
process.

A Virtual Account exists as a sub-account within the smart account. Virtual Accounts are customer-defined
based on the organizational layout, business function, geography, or any defined hierarchy. Smart account
administrator creates and maintains the virtual accounts.

For information on setting up or managing the Smart Accounts, see https://software.cisco.com.

Cisco Smart Account

A Cisco Smart Account is an account where smart licensing-enabled products are available. A Cisco smart
account allows you to manage and activate your licenses to devices, monitor license use, and track Cisco
license purchases. Through transparent access, you have a real-time view into your smart licensing products.
IT administrators can manage licenses and account users within the organization's smart account through
Cisco Software Central. To create a Cisco Smart Account, perform the following steps:

Step 1 Visit the following URL:

https://software.cisco.com
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Step 2 Log in using your credentials, and click Request a Smart Account in the Administration area.

The Smart Account Request window appears.

Step 3 Under Create Account, select one of the following options:

* Yes, | have authority to represent my company and want to create the Smart Account. If you select this option,
you agree to authorize to create and manage product and service entitlements, users, and roles, on behalf of the
organization.

* No, the person specified below will create the account. If you select this option, you must enter the email address
of the person who creates the smart account.

Step 4 Under Account Information,
a) Click Edit beside Account Domain Identifier.

b) In the Edit Account Identifier dialog box, enter the domain, and click OK. By default, the domain is based on the
email address of the person creating the account, and must belong to the company that will own this account.

c) Enter the Account Name (typically, the company name).

Step 5 Click Continue.
The Smart Account request will be in pending status until it is approved by the Account Domain Identifier. After the
approval, you will receive an email confirmation with instructions for completing the setup process.

SMF Smart Licensing

The Smart Licensing feature supports application entitlement for online and offline licensing for all 5G
applications (PCF, SMF, and NRF). The application usage is unrestricted during all stages of licensing including
Out of Compliance (OOC) and expired stages.

\)

Note A 90-day evaluation period is granted for all licenses in use. The functionality and operation of the 5G
applications is unrestricted even after the end of the evaluation period.

Software Tags and Entitlement Tags

This section describes the software and entitlement tags that are available to identify report, and enforce
licenses.

Software Tags

Software tags, also known as product tags, are unique identifiers for the Smart Licensing system to identify
each licensable software product or product suite on a device. The Smart client uses this tag for identification
during the addition of smart product instance in Cisco Software Central (CSC).

The following software tags exist for the SMF.

Ultra Cloud Core 5G Session Management Function, Release 2024.01 - Configuration and Administration Guide .



Smart Licensing |

. Configuring Smart Licensing

Product Type and Software Tag
Description
Ultra Cloud Core - Session | regid.2020-04.com.cisco.SMF,1.0_37ffdc21-3¢95-4192-bcda-d3225b6590ce

Management Function
(SMF), Base Minimum

Entitlement Tags

Entitlement tag is a part of the software that identifies the features in an image that are being used. These tags
underlay the communication on usage and entitlements of software products that are installed on devices. The
entitlement tag maps to both the product IDs (PID) license and the software image. Every Smart-enabled PID

contains one or more entitlement tags.

The following entitlement tags identify licenses in use:

Product Type and Entitlement Tag
Description
Ultra Cloud Core - regid.2020-04.com.cisco.SMF_BASE,1.0 b49f5997-21aa-4d15-9606-0c{f88729f69

Session Management
Function (SMF), Base
Minimum

\}

Note The license information is retained during software upgrades and rollback.

Configuring Smart Licensing

You can configure Smart Licensing after the SMF deployment.

Users with Access to CSC

This section describes how to configure Smart Licensing if you have access to CSC portal from your
environment.

Setting Up the Product and Entitlement in CSC

Before you begin, you need to set up your product and entitlement in the CSC. To set up your product and
entitlement:

1. Logon to your CSC account.

2. Click Add Product and enter the following details:
* Product name—Specify the name of the deployed product. For example, SMF.

* Primary PM CEC ID-Specify the primary Project Manager's CEC ID for the deployed product.
» Dev Manager CEC ID-Specify the Development Manager's CEC ID for the deployed product.

. Ultra Cloud Core 5G Session Management Function, Release 2024.01 - Configuration and Administration Guide



| SmartLicensing
Users with Access to CSC .

* Description (Optional)—-Specify a brief description of the deployed product.
* Product Type—Specify the product type.

« Software ID Tag—Specify the software ID Tag provided by the Cisco Accounts team.

Click Create.
Select your product from the Product/Entitlement Setup grid.

From the Entitlement drop-down list, select Create New Entitlement.

o o M~ w

Select New Entitlement in Add Entitlement and enter the following details:
+ Entitlement Name—Specify the license entitlement name. For example, SMF_BASE.
* Description (Optional)-Enter a brief description about the license entitlement.
« Entitlement Tag—Specify the entitlement tag provided by the Cisco Accounts team.
+ Entitlement Type—Specify the type of license entitlement.

* \endor String—Specify the vendor name.

7. Click Entitlement Allocation.
8. Click Add Entitlement Allocation.

9.  In New License Allocation, enter the following details:
* Product — Select your product from the drop-down list.

« Entitlement — Select your entitlement from the drop-down list.

10.  Click Continue.

11. In New License Allocation window, enter the following details:
* Quantity—Specify the number of licenses.
» License Type—Specify the type of license.

» Expiring Date—Specify the date of expiry for the license purchased.

12.  Click Create.
13.  Verify the status of Smart Licensing by using the following command.
show license all

Example:

SMF# show license all

Smart Licensing Status

Smart Licensing is ENABLED
Registration:

Status: UNREGISTERED
Export-Controlled Functionality: Not Allowed
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License Authorization:

Status: EVAL MODE
Evaluation Period Remaining: 83 days, 0 hr, 15 min, 8 sec
Last Communication Attempt: NONE
License Conversion:
Automatic Conversion Enabled: true
Status: NOT STARTED
Utility:
Status: DISABLED
Transport:
Type: Smart Transport
Registration URL: null
Utility URL: null
Evaluation Period:
Evaluation Mode: In Use
Evaluation Period Remaining: 83 days, 0 hr, 15 min, 8 sec
License Usage
License Authorization Status: EVALUATION MODE
Evaluation Period Remaining: 83 days, 0 hr, 15 min, 8 sec
UCC 5G SMF BASE (SMF_BASE)
Description: Ultra Cloud Core - Session Management Function
Count: 1
Version: 1.0
Status: EVAL MODE

Export status: RESTRICTED NOTALLOWED

Feature Name: <empty>
Feature Description:

Product Information

UDI:

Agent Version

Smart Agent for Licensing:

Registering Smart Licensing

<empty>

PID:SMF, SN: 6GKJ20A-NMUWA7Y

3.0.13

Smart Licensing |

(SMF), Base Minimum

You must register the product entitled to the license with CSC. To register, you must generate an ID token

from CSC.

1. Log on to your CSC account.

2. Click General > New Token and enter the following details:

* Description—Provide a brief description about the ID token.

» Expires After—Specify the number of days for the token to expire.

» Max. Number Users—Specify the maximum number of users.

3. Click Create Token.

4. Select New ID token in Product Instance Registration Token.

5. Click Actions > Copy.
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Log on to SMF Ops Center CLI and paste the ID token by using the following command.
license smart register idtoken

Example:

SMF# license smart register

Value for 'idtoken' (<string>): MTI2Y2FINTAtOThkMiOOYTAXLWE4M2QtOTNhNzNjNjY4ZmFiLTE2MTCc4N
Tky$0AMTAS5MDh8ckljUHNwc3k1lZCOINWEFFCSNVEcUp4QULjTFoxOGxDTUS5kQ31pa25E%0Ab04wST0$3DS0A
SMF#

Verify the Smart Licensing status by using the following command.
show license all

Example:

SMF# show license all

Smart Licensing Status

Smart Licensing is ENABLED

Registration:
Status: REGISTERED
Smart Account: Cisco Systems, Inc.
Virtual Account: SMF-SMF
Export-Controlled Functionality: Allowed
Initial Registration: SUCCEEDED on Apr 15 05:45:07 2020 GMT
Last Renewal Attempt: SUCCEEDED on Apr 15 05:45:07 2020 GMT
Next Renewal Attempt: Oct 12 05:45:07 2020 GMT
Registration Expires: Apr 15 05:40:31 2021 GMT

License Authorization:
Status: AUTHORIZED on Apr 15 05:45:12 2020 GMT
Last Communication Attempt: SUCCEEDED on Apr 15 05:45:12 2020 GMT
Next Communication Attempt: May 15 05:45:12 2020 GMT
Communication Deadline: Jul 14 05:40:40 2020 GMT

License Conversion:
Automatic Conversion Enabled: true
Status: NOT STARTED

Utility:
Status: DISABLED

Transport:
Type: Smart Transport
Registration URL: null
Utility URL: null

Evaluation Period:
Evaluation Mode: Not In Use
Evaluation Period Remaining: 83 days, 0 hr, 10 min, 43 sec

License Usage

License Authorization Status: AUTHORIZED as of Apr 15 05:45:12 2020 GMT

UCC 5G SMF BASE (SMF_BASE)
Description: Ultra Cloud Core - Session Management Function (SMF), Base Minimum
Count: 1
Version: 1.0
Status: AUTHORIZED
Export status: RESTRICTED_ ALLOWED
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Feature Name: <empty>
Feature Description: <empty>

Product Information

UDI: PID:SMF, SN:6GKJ20A-NMUWATY

Agent Version

Smart Agent for Licensing: 3.0.13
NOTES:
« license smart register : Register Smart Licensing with CSC.

« idtoken : Specify the ID token generated from CSC.

Deregistering Smart Licensing

To deregister Smart Licensing:

1.

Log on to SMF Ops Center CLI and use the following command.
license smart deregister

Verify the Smart Licensing status by using the following command:
show license all

Example:

SMF# show license all

Smart Licensing Status

Smart Licensing is ENABLED

Registration:
Status: UNREGISTERED
Export-Controlled Functionality: Not Allowed

License Authorization:
Status: EVAL MODE
Evaluation Period Remaining: 83 days, 0 hr, 10 min, 43 sec
Last Communication Attempt: NONE

License Conversion:
Automatic Conversion Enabled: true
Status: NOT STARTED

Utility:
Status: DISABLED
Transport:
Type: Smart Transport
Registration URL: null
Utility URL: null

Evaluation Period:
Evaluation Mode: In Use
Evaluation Period Remaining: 83 days, 0 hr, 10 min, 43 sec

License Usage
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License Authorization Status: EVALUATION MODE
Evaluation Period Remaining: 83 days, 0 hr, 10 min, 43 sec

UCC 5G SMF BASE (SMF_BASE)
Description: Ultra Cloud Core - Session Management Function (SMF), Base Minimum
Count: 1
Version: 1.0
Status: EVAL MODE
Export status: RESTRICTED NOTALLOWED
Feature Name: <empty>
Feature Description: <empty>

Product Information

UDI: PID:SMF, SN:6GKJ20A-NMUWATY

Agent Version

Smart Agent for Licensing: 3.0.13
SMFE#
NOTES:

* license smart deregister : Deregisters Smart Licensing from CSC.

Users without Access to CSC

The Smart License Reservation feature — Perpetual Reservation — is reserved for customers without access to
CSC from their internal environments. With this feature, Cisco allows customers to reserve licenses from
their virtual account and tie them to their devices Unique Device Identifier (UDI). Smart License Reservation
enables customers to use their devices with reserved licenses in a disconnected mode.

The subsequent sections describe the procedure involved in reserving Smart License for users without access
to CSC from their internal environment.

Enabling Smart License Reservation
To enable Smart License reservation through SMF Ops Center CLI:
Log on to SMF Ops Center CLI and use the following configuration.

config
license smart reservation
commit
exit

NOTES:

license smart reservation : Enable license reservation.

Generating Smart License Reservation Request Code

\}

Note Before generating the Smart License reservation request code, complete the Enabling Smart License Reservation.

To generate the Smart License reservation request code, use the following command:
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license smart reservation request
Example:

SMF# license smart reservation request
reservation-request-code CJ-ZSMF:6GKJ20A-NMUWA7Y-Ai75GxtBs-3B

SMFE'#

Message from confd-api-manager at 2020-04-15 05:51:37...

Global license change NotifyReservationInProgress reason code Success - Successful.
SMFE'#

NOTES:

« license smart reservation : Enable license reservation request code.

« license smart reservation request : Generate the license reservation request code.

| A

Important  You must copy the generated license request code from the SMF Ops Center
CLL

Generating an Authorization Code from CSC

To generate an authorization code from CSC using the license reservation request code:
1. Log on to your CSC account.

2. Click License Reservation .

3. Copy the request code from the SMF Ops Center CLI and paste the request code in the Reservation
Request Code text-box.

4. Click Reserve a Specific License option and select UCC 5G SMF BASE.

N

Note In the Reserve text-box enter the value 1.

o

Review your selection.
6. Click Generate Authorization Code.

7. The authorization code is generated and displayed on-screen. Either click Copy to Clipboard or Download
as File to download the authorization code.

8. Click Close.

Reserving Smart Licensing
There are two methods available to reserve the Smart License:

» Key-based: Using the copied clipboard content of the authorization code directly from the CSC.

» URL-based: Using the downloaded file containing the authorization code from CSC, saved on the local
server.

To reserve Smart License for the deployed product:
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Log on to SMF Ops Center CLI and enter the following command.
Key-based:

license smart reservation install authorization code
Example:

SMF# license smart reservation install

Value for 'key' (<string>):
<specificPLR><authorizationCode><flag>A</flag><version>C</version>
<piid>35757dc6-2bdf-4fal-ba7e-4190f5b6ea22</piid><timestamp>1586929992297</timestamp>
<entitlements><entitlement><tag>regid.2020-04.com.cisco.SMF BASE, 1.0 60blda6f-3832-4687-90c9-8879dc815a27</tag>
<count>1</count><startDate>2020-Apr-08 UTC</startDate><endDate>2020-Oct-05 UTC</endDate>
<licenseType>TERM</licenseType><displayName>UCC 5G SMF BASE</displayName>
<tagDescription>Ultra Cloud Core - Session Management Function (SMF), Base
Minimum</tagDescription>
<subscriptionID></subscriptionID></entitlement></entitlements></authorizationCode>
<signature>MEYCIQC/9v5LpgFoEk214omIgjjk83g5WXjzs09kQns08D0jRgIhAMh+
D6DRuYmghlT1fJoZxNte0fPKw6fHEYS5CEF3+kPQj</signature>

<udi>P:SMF, S: 6GKIJ20A-NMUWA7Y</udi></specificPLR>

SMF#

URL-based:

license smart reservation install url { path httprath
[ username username | password password ] }

Example:

SMF# license smart reservation install url { username smf password **** path http://
209.165.202.155:8000/AuthorizationCode SN 60UP5ZY-LMXHB2A.txt }

Verify the smart licensing status by using the following command.
show license all
Example:

show license all
Smart Licensing Status

Smart Licensing is ENABLED
License Reservation is ENABLED

Registration:

Status: REGISTERED - SPECIFIC LICENSE RESERVATION
Export-Controlled Functionality: Allowed

Initial Registration: SUCCEEDED on Wed Apr 15 05:53:31 GMT 2020
Last Renewal Attempt: None

License Authorization:
Status: AUTHORIZED - RESERVED on Wed Apr 15 05:53:31 GMT 2020

Utility:
Status: DISABLED
Transport:
Type: Smart Transport
Registration URL: null
Utility URL: null

Evaluation Period:

Evaluation Mode: Not In Use
Evaluation Period Remaining: 83 days, 0 hr, 5 min, 15 sec
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License Usage

License Authorization Status:

Status: AUTHORIZED - RESERVED on Wed Apr 15 05:53:31 GMT 2020
Last Communication Attempt: SUCCEEDED on Apr 15 05:53:31 2020 GMT
Next Communication Attempt: NONE

Communication Deadline: NONE

UCC 5G SMF BASE (SMF_BASE)
Description: Ultra Cloud Core - Session Management Function (SMF),
Base Minimum
Count: 1
Version: 1.0
Status: AUTHORIZED
Export status: NOT RESTRICTED
Feature Name: <empty>
Feature Description: <empty>
Reservation:
Reservation Status: SPECIFIC INSTALLED
Total Reserved Count: 1
Term expiration: 2020-Oct-05 GMT

Product Information

UDI: PID:SMF, SN:6GKJ20A-NMUWATY

Agent Version

Smart Agent for Licensing: 3.0.13
NOTES:

« license smart reservation install key authorization_code : Installs a Smart License Authorization
code.

« license smart reservation install url path : Downloads the file containing the authorization code
from CSC, saved on the local server.

Returning the Reserved License

You can return the reserved license to CSC, if required. Use the following procedure to return the reserved
license:

1. When you install the license reservation authorization in the SMF Ops Center.
a. Log on to the SMF Ops Center CLI and use the following command.
license smart reservation return

Example:

SMF# license smart reservation return
reservation-return-code CJ6m3k-RAvubb-hMNmwf-mrdcko-NoSwKL-tF70orz-9aNtEu-yVjGAm-D6]j
SMF#

\}

Note If there is an issue with the return code generation, open a case with the Cisco Technical Assistance Center.
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b. Copy the license reservation return code generated in SMF Ops Center CLI.
c. Log on to your CSC account.

d. Select your product instance from the list in the Product Instances tab.

e. Click Actions > Remove.

f. Paste the license reservation return code in Return Code text-box.

g. Select Remove Product Instance.

NOTES:

« license smart reservation return : Return a reserved Smart License.

2. When the license reservation authorization code is not installed in the SMF Ops Center.
a. Logon to the SMF Ops Center CLI and use the following command to generate the return code.

license smart reservation return
authorization code

Paste the license reservation authorization code generated in CSC to generate the return code.
b. Log on to your CSC account
c. Select your product instance from the list in the Product Instances tab.
d. Click Actions > Remove.
e. Paste the license reservation return code in Return Code text-box.

f. Select Remove Product Instance.

3. Verify the smart licensing status by using the following command.
show license all
Example:

SMF# show license all

Smart Licensing Status

Smart Licensing is ENABLED
License Reservation is ENABLED

Registration:
Status: UNREGISTERED
Export-Controlled Functionality: Not Allowed

License Authorization:
Status: EVAL MODE
Evaluation Period Remaining: 83 days, 0 hr, 5 min, 15 sec
Last Communication Attempt: SUCCEEDED on Apr 15 05:53:31 2020 GMT
Next Communication Attempt: NONE
Communication Deadline: NONE

License Conversion:

Automatic Conversion Enabled: true
Status: NOT STARTED

Ultra Cloud Core 5G Session Management Function, Release 2024.01 - Configuration and Administration Guide .



Smart Licensing |
. Monitoring and Troubleshooting Smart Software Licensing

Utility:
Status: DISABLED

Transport:
Type: Smart Transport
Registration URL: null
Utility URL: null

Evaluation Period:
Evaluation Mode: In Use
Evaluation Period Remaining: 83 days, 0 hr, 5 min, 15 sec

License Usage

License Authorization Status: EVALUATION MODE
Evaluation Period Remaining: 83 days, 0 hr, 5 min, 15 sec

UCC 5G SMF BASE (SMF_BASE)
Description: Ultra Cloud Core - Session Management Function (SMF), Base Minimum
Count: 1
Version: 1.0
Status: EVAL MODE
Export status: RESTRICTED NOTALLOWED
Feature Name: <empty>
Feature Description: <empty>

Product Information

UDI: PID:SMF, SN:6GKJ20A-NMUWATY

Agent Version

Smart Agent for Licensing: 3.0.13

SMFE#

Canceling License Reservation Request
To cancel a license reservation request through the SMF Ops Center CLI:
Log on to the SMF Ops Center CLI and use the following command.

license smart reservation cancel

Monitoring and Troubleshooting Smart Software Licensing

To view Smart Licensing related information in the SMF Ops Center, use the following show commands.

show license [ all | UDI | displaylevel | reservation | smart | status |
summary | tech-support | usage ]

NOTES:

« all : Displays an overview of Smart Licensing information that includes license status, usage, product
information, and Smart Agent version.

» UDI: Displays Unique Device Identifiers (UDI) details.

« displaylevel: Depth to display information.
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* reservation: Displays Smart Licensing reservation information.
» smart: Displays Smart Licensing information.

« status: Displays the overall status of Smart Licensing.

» summary: Displays the summary of Smart Licensing.

* tech-support: Displays Smart Licensing debugging information.

» usage: Displays the license usage information for all the entitlements that are currently in use.
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CHAPTER 5

SMF Rolling Software Update

* Feature Summary and Revision History, on page 55
* Feature Description, on page 56
» Updating SMF, on page 56

Feature Summary and Revision History

Summary Data

Table 10: Summary Data

Applicable Product(s) or Functional Area SMF
Applicable Platform(s) SMI
Feature Default Setting Not Applicable
Related Changes in this Release Not Applicable
Related Documentation Not Applicable

Revision History

Table 11: Revision History

Revision Details Release

Added Support for Diameter Gx, Gy, and GZ( GTP-Prime) | 2023.02.0

First introduced. Pre-2020.02.0
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Feature Description

The Cisco SMF has a three-tier architecture consisting of Protocol, Service, and Session tiers. Each tier includes
a set of microservices (pods) for a specific functionality. Within these tiers, there exists a Kubernetes Cluster
comprising Kubernetes (K8s) master and worker nodes (including Operation and Management nodes).

For high availability and fault tolerance, a minimum of two K8s worker nodes are required for each tier. You
can have multiple replicas for each worker node. Kubernetes orchestrates the pods using the StatefulSets
controller. The pods require a minimum of two replicas for fault tolerance.

Figure 12: SMF Architecture
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An SMF K8s Cluster contains 12 nodes:

» Three Master nodes.

* Three Operations and Management (OAM) worker nodes.

OAM worker nodes host the Ops Center pods for configuration management and metrics pods for statistics
and Key Performance Indicators (KPIs).

» Two Protocol worker nodes.

Protocol worker nodes host the SMF protocol-related pods for service-based interfaces (N11, N7, N10,
N40, NRF), UDP-based protocol interfaces (N4, S5/S8, RADIUS) and TCP-based interfaces Diameter
(Gx/Gy), and GTPP (Gz).

» Two Service worker nodes.

Service worker nodes host the SMF application-related pods that perform session management processing.

» Two Session (data store) worker nodes.

Session worker nodes host the database-related pods that store subscriber session data.

Updating SMF

The following section describes the procedure involved in updating the SMF software.
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Rolling Software Update Using SMI Cluster Manager

Rolling software upgrade is a process of upgrading or migrating the build from older to newer version or
upgrading the patch for the prescribed deployment set of application pods.

\}

Note The 2021.02 release does not support rolling upgrade or in-service upgrade in a non-HA deployment. To
upgrade to release 2021.02 in a non-HA deployment, you must perform a fresh SMF deployment from the
Ops Center.

After the fresh deployment is complete, make sure that all the Geo Redundant (GR) instance-aware configuration
changes are available. Also, make sure to clean up the etcd entries if the etcd persistence is enabled through
k8s volume-claims true command. For the clean-up operation, use the kubectl exec -it
etcd-<namespace>-etcd-cluster-0 -n cn-cnl -- etedetl del --prefix " " command.

The SMF software update or in-service update procedure utilizes the K8s rolling strategy to update the pod
images. In K8s rolling update strategy, the pods of a StatefulSet are updated sequentially to ensure that the
ongoing process remains unaffected. Initially, a rolling update on a StatefulSet causes a single pod instance
to terminate. A pod with an updated image replaces the terminated pod. This process continues until all the
replicas of the StatefulSet are updated. The terminating pods exit gracefully after completing all the ongoing
processes. Other in-service pods continue to receive and process the traffic to provide a seamless software
update. You can control the software update process through the Ops Center CLI.

\)

Note Each pod needs a minimum of two pods for high availability. In the worst-case scenario, the processing
capacity of the pod may reduce to 50% while the software update is in progress.

The following figure illustrates an SMF rolling update for SMF REST Endpoint pods (two replicas) on Protocol
worker nodes along with SMF Service pods (three replicas) on Service worker nodes.
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Figure 13: SMF Rolling Update
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Important ETCD v3.5.x does not support in-service downgrade to 3.4.x. If you're downgrading from 2023.04.0 builds
to previous releases. perform system mode shutdown before downgrade.

Prerequisites
The prerequisites for upgrading SMF are:

* All the nodes including the pods are active.
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* A patch version of the SMF software.

Y

Note Major versions does not support rolling upgrade.

| A

Important  Trigger rolling update only when the CPU usage of the nodes is less than 50%.

SMF Health Check
Before you perform health check, ensure that all the services are running and the nodes are in ready state. To
perform health check, log on to master node and use the following configuration:
kubectl get pods -n smi
kubectl get nodes
kubectl get pod --all-namespaces -o wide
kubectl get pods -n smf-wsp -o wide
kubectl get pods -n cee-wsp -o wide
kubectl get pods -n smi-vips -o wide
helm list
kubectl get pods -A | wc -1
Preparing the Upgrade

This section describes the procedure for creating a backup configuration, logs, and deployment files. To
backup the files:

1. Log on to the SMI Cluster Manager Node as an ubuntu user.

2. Create a new directory for deployment.

Example:

test@smismf-cm0l:~$ mkdir -p "temp $(date +'%m%d%Y T$HSM')" && cd "$ "
3. Move all the working files into the newly created deployment directory.

4. Untar the smf deployment file.

Example:

test@smilsmfO0l-cm0l:~/temp 08072019 T1651$ tar -xzvf smf.2020.01.0-1.SPA.tgz
-/

./smf_REL KEY-CCO RELEASE.cer

./cisco _x509 verify release.py

./smf.2020.01.0-1.tar

./smf.2020.01.0-1.tar.signature.SPA

./smf.2020.01.0-1.tar.SPA.README

5. Verify the downloaded image.

Example:

test@smilsmfOl-cmOl:~/temp 08072019 T1651$ cat smf.2020.01.0-1.tar.SPA.README
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|

Important  Follow the procedure mentioned in the SPA.README file to verify the build before proceeding to the Back
Up Ops Center Configuration section.

Back Up Ops Center Configuration
This section describes the procedure for creating a backup of the Ops Center configurations.
To perform a backup of the Ops Center configurations, use the following steps:

1. Log on to SMI Cluster Manager node as an ubuntu user.

2. Run the following command to backup the SMI Ops Center configuration to
/home/ubuntu/smiops.backup file.

ssh -p port number admin@$ (kubectl get svec -n smi | grep
'.*netconf.*<port number>' | awk '{ print $4 }') "show run | nomore"
> smiops.backup_$(date +'%m%d%Y_ T%HIM')

3. Run the following command to backup the CEE Ops Center configuration to
/home/ubuntu/ceeops.backup file.

ssh admin@<cee-vip> "show run | nomore" > ceeops.backup_$ (date
+'sm%d%Y_TSHIM')

4. Run the following command to backup the SMF Ops Center configuration to
/home/ubuntu/smfops.backup file.

ssh admin@<smf-vip> "show run | nomore" > smfops.backup $(date
+'$m%dsY_TSHIM')

Back Up CEE and SMF Ops Center Configuration

This section describes the procedure to create a backup of CEE and Ops Center configuration from the master
node.

To perform a backup of CEE and Ops Center configuration, , use the following steps:
1. Log in to the master node as an ubuntu user.
2. Create a directory to backup the configuration files.
mkdir backups_$(date +'%m%d%Y_T%H%M') && cd "'$_ "
3. Backup the SMF Ops Center configuration and verify the line count of the backup files.

ssh -p port_number admin@$(kubectl get svc -n $(kubectl get namespaces | grep -oP 'smf-(\d+[\w+)")
| grepport_number | awk ‘{ print $3 }") "'show run | nomore" > smfops.backup_$(date
+'%m%d%Y_T%H%M') && wc -1 smfops.backup_$(date +'%m%d%Y_T%H%M")

Example:

ubuntu@posmf-mas0l:~/backups 09182019 T2141$ ssh -p 2024 admin@$ (kubectl get svc -n

$ (kubectl get namespaces | grep -oP 'smf- (\d+|\w+)') | grep <port number> | awk '{ print
$3 }') "show run | nomore" > smfops.backup $(date +'%m%d%Y T%HIM') && wc -1

smfops.backup $(date +'%m%d%Y T$HIM')
admin@<ipv4address>'s password: smf-OPS-PASSWORD
334 smfops.backup
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Backup the CEE Ops Center configuration and verify the line count of the backup files.

ssh -p port_number admin@$(kubectl get svc -n $(kubectl get namespaces | grep -oP 'cee-(\d+[\w+)")
| grep port_number | awk *{ print $3 }") "'show run | nomore"* > ceeops.backup_$(date
+'%m%d%Y_T%H%M") && wc - ceeops.backup_$(date +'%m%d%Y_T%H%M")

Example:

ubuntu@posmf-mas01l:~/backups 09182019 T2141$ ssh -p <port number> admin@$ (kubectl get
svc -n $(kubectl get namespaces | grep -oP 'cee-(\d+|\wt+)') | grep <port number> | awk
'{ print $3 }') "show run | nomore" > ceeops.backup_S(date +'%5msdsY_TSHIM') && wc -1

ceeops.backup S (date +'Sm%$d$Y TSHSM')
admin@<ipv4address>'s password: CEE-OPS-PASSWORD
233 ceeops.backup

Move the SMI Ops Center backup file from the SMI Cluster Manager to the backup directory.

scp $(grep cmO1 /etc/hosts | awk '{ print $1 }'):/home/ubuntu/smiops.backup_$(date
+'%m%d%Y _T%H%M') .

Example:

ubuntu@posmf-mas0l:~/backups 09182019 T2141$ scp $(grep cmOl /etc/hosts | awk '{ print

$1 }'):/home/ubuntu/smiops.backup $(date +'Sm%d%$Y TSHSM')

ubuntu@<ipv4address>'s password: SMI-CM-PASSWORD

smiops.backup 100% 9346 22.3MB/s
00:00

Verify the line count of the backup files.

Example:

ubuntu@posmf-mas01l:~/backups_09182019_T2141$ wc -1 *
233 ceeops.backup
334 smfops.backup
361 smiops.backup
928 total

Staging a New SMF Image

This section describes the procedure for staging a new SMF image before initiating the upgrade.

To stage the new SMF image:

1.
2.
3.

Download and verify the new SMF image.
Log in to the SMI Cluster Manager node as an ubuntu user.

Copy the images to Uploads directory.

sudo mv smf new image.tar /data/software/uploads

N

4,

Note The SMI uses the new image available in the Uploads directory to upgrade.

Verify whether the image is picked up by the SMI for processing from the Uploads directory.
sleep 30; 1ls /data/software/uploads

Example:
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ubuntu@posmf-cm0l:~/temp 08072019 T1651$ sleep 30; ls /data/software/uploads
ubuntu@posmf-cm0l:~/temp 08072019 T1651$

5. Verify whether the images were successfully picked up and processed.

Example:

auser@unknown:$ sudo du -sh /data/software/packages/*
1.6G /data/software/packages/cee.2019.07

5.3G /data/software/packages/smf.2019.08-04

16K /data/software/packages/sample

The SMI must extract the images into the packages directory to complete the staging.

Triggering the Rolling Software Upgrade

The SMF utilizes the SMI Cluster Manager to perform a rolling software update. To update SMF using SMI
Cluster Manager, use the following configurations:

| A

Important  Before you begin, ensure that SMF is up and running with the latest version of the software.

1. Login to SMI Cluster Manager Ops Center.
2. Download the latest TAR ball from the URL using the software-packages download url command.
NOTES:

software-packages download url: Specify the software packages to be downloaded through HTTP or
HTTPS.

3. Verify whether the TAR balls are loaded.

Example:

SMI Cluster Manager# software-packages list
[ smf-2019-08-21 ]
[ sample ]

NOTES:
software-packages list: Specify the list of available software packages.

4. Update the product repository URL with the latest version of the product chart.

N

Note If the repository URL contains multiple versions, the Ops Center automatically selects the latest version.

configure
cluster cluster name
ops-centers app name smf instance name
repository uri
exit
exit

Example:

SMI Cluster Manager# config
SMI Cluster Manager (config)# clusters test2
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SMI Cluster Manager (config-clusters-test2)# ops-centers smf data
SMI Cluster Manager (config-ops-centers-smf/data)# repository <url>
SMI Cluster Manager (config-ops-centers-smf/data)# exit

SMI Cluster Manager (config-clusters-test2)# exit

NOTES:

clusters cluster_name : Specify the information about the nodes to be deployed. cluster_name is the
name of the cluster.

5. Run the following command to update to the latest version of the product chart.
clusters cluster name actions sync run

Example:

SMI Cluster Manager# clusters test2 actions sync run

NOTES:

* ops-centers app_name instance_name : Specifies the product Ops Center and instance. app_name is the
application name. instance_name is the name of the instance.

* repository url: Specify the local registry URL for downloading the charts.
« actions : Specify the actions performed on the cluster.

* sync run : Trigger the cluster synchronization.

| A

Important * The cluster synchronization updates the SMF Ops Center, which in turn updates the application pods
(through helm sync command) one at a time automatically.

* When you trigger rolling upgrade on a specific pod, the SMF avoids routing new calls to that pod.

* The SMF honors in-progress call by waiting for 30 seconds before restarting the pod where rolling
upgrade is initiated. Also, the SMF establishes all the in-progress calls completely within 30 seconds
during the upgrade period (maximum call-setup time is 10 seconds).

Monitoring the Upgrade

Use the following sample configuration to monitor the status of the upgrade through SMI Cluster Manager
Ops Center:

config
clusters cluster name actions sync run debug true
clusters cluster name actions sync logs
monitor sync-logs cluster name
clusters cluster name actions sync status
exit

NOTES:

« clusters cluster_name: Specifies the information about the nodes to be deployed. cluster_name is the
name of the cluster.

« actions: Specifies the actions performed on the cluster.

Ultra Cloud Core 5G Session Management Function, Release 2024.01 - Configuration and Administration Guide .



SMF Rolling Software Update |
. Viewing the Pod Details

* sync run: Triggers the cluster synchronization.

« sync logs: Shows the current cluster synchronization logs.

* sync status: Shows the current status of the cluster synchronization. debug true: Enters the debug mode.
« monitor sync logs: Monitors the cluster synchronization process.

Example:

SMI Cluster Manager# clusters testl actions sync run

SMI Cluster Manager# clusters testl actions sync run debug true
SMI Cluster Manager# clusters testl actions sync logs

SMI Cluster Manager# monitor sync-logs testl

SMI Cluster Manager# clusters testl actions sync status

| o

Important  You can view the pod details after the upgrade through CEE Ops Center. For more information on pod details,
see Viewing the Pod Details section.

Viewing the Pod Details

Use the following sample configuration to view the details of the current pods through CEE Ops Center in
CEE Ops Center CLI:

cluster pods instance name pod name detail
NOTES:
» cluster pods — Specifies the current pods in the cluster.
» instance_name — Specifies the name of the instance.
* pod_name — Specifies the name of the pod.

« detail — Displays the details of the specified pod.

The following example displays the details of the pod named alertmanager-0 in the smf-data instance.

Example:

cee# cluster pods smf-data alertmanager-0 detail
details apiVersion: "v1"
kind: "Pod"
metadata:
annotations:
alermanager.io/scrape: "true"
cni.projectcalico.org/podIP: "<ipv4address/subnet>"
config-hash: "5532425ef5£fd02add051cb759730047390blbce51da862d13597dbb38dfbde86"
creationTimestamp: "2020-02-26T06:09:132"
generateName: "alertmanager-"
labels:
component: "alertmanager"
controller-revision-hash: "alertmanager-67cdb95£8b"
statefulset.kubernetes.io/pod-name: "alertmanager-0"
name: "alertmanager-0"
namespace: "smf"
ownerReferences:
- apiVersion: "apps/v1l"
kind: "StatefulSet"
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blockOwnerDeletion: true

controller: true

name: "alertmanager"

uid: "82allda4-585e-1lea-bc06-0050569ca70e"

resourceVersion: "1654031"
selfLink: "/api/vl/namespaces/smf/pods/alertmanager-0"
uid: "82aee5d0-585e-1lea-bc06-0050569ca70e"
spec:
containers:
- args:

- "/alertmanager/alertmanager"
- "--config.file=/etc/alertmanager/alertmanager.yml"
- "--storage.path=/alertmanager/data"
- "--cluster.advertise-address=$ (POD IP):6783"
env:
- name: "POD_IP"
valueFrom:
fieldRef:
apiversion: "v1"
fieldPath: "status.podIP"
image: "<path to docker image>"
imagePullPolicy: "IfNotPresent"
name: "alertmanager"
ports:
- containerPort: 9093
name: "web"
protocol: "TCP"
resources: {}
terminationMessagePath: "/dev/termination-log"
terminationMessagePolicy: "File"
volumeMounts:
- mountPath: "/etc/alertmanager/"
name: "alertmanager-config"
- mountPath: "/alertmanager/data/"
name: "alertmanager-store"

- mountPath: "/var/run/secrets/kubernetes.io/serviceaccount"

name: "default-token-kbjnx"
readOnly: true

dnsPolicy: "ClusterFirst"
enableServicelinks: true

hostname: "alertmanager-0"

nodeName: "for-smi-cdl-1lb-worker94d84de255"
priority: 0

restartPolicy: "Always"

schedulerName: "default-scheduler"
securityContext:

fsGroup: 0
runAsUser: 0

serviceAccount: "default"

serviceAccountName: "default"
subdomain: "alertmanager-service"
terminationGracePeriodSeconds: 30
tolerations:

- effect: "NoExecute"

key: "node-role.kubernetes.io/oam"
operator: "Equal"

value: "true"

effect: "NoExecute"

key: "node.kubernetes.io/not-ready"
operator: "Exists"

tolerationSeconds: 300

effect: "NoExecute"

key: "node.kubernetes.io/unreachable"
operator: "Exists"

Viewing the Pod Details .
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- configMap:
defaultMode: 420
name: "alertmanager"
name: "alertmanager-config"
- emptyDir: {}
name: "alertmanager-store"
- name: "default-token-kbjnx"
secret:
defaultMode: 420
secretName: "default-token-kbjnx"
status:
conditions:

tolerationSeconds: 300
volumes:

- lastTransitionTime: "2020-02-26T06:

status: "True"
type: "Initialized"

- lastTransitionTime: "2020-02-26T06:

status: "True"
type: "Ready"

- lastTransitionTime: "2020-02-26T06:

status: "True"
type: "ContainersReady"

- lastTransitionTime: "2020-02-26T06:

status: "True"
type: "PodScheduled"
containerStatuses:

09:

09:

09:

09:

0z2z"

06z"

06z"

13z"

SMF Rolling Software Update |

- containerID: "docker://821ledla272d37e3b4c4c9clec69b671a3c3feb6ebdb42108edf4470909c698ccd"”

imageID: "docker-pullable://<path to docker image>"

image: "<path to docker image>"
lastState: {}
name: "alertmanager"

ready: true
restartCount: 0
state:

running:

startedAt: "2020-02-26T06:09:05Z"

hostIP: "<host ipv4address>"

phase: "Running"
podIP: "<pod ipvé4address>"
gosClass: "BestEffort"

startTime: "2020-02-26T06:09:02Z"

cee#
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AN-initiated Session Modification and Release

* Feature Summary and Revision History, on page 67
* Feature Description, on page 67
* How it Works, on page 68

Feature Summary and Revision History

Summary Data

Table 12: Summary Data

Applicable Product(s) or FunctionalArea SMF

Applicable Platform(s) SMI

Feature Default Setting Enabled — Always-on
Related Changes in this Release Not Applicable
Related Documentation Not Applicable

Revision History

Table 13: Revision History

Revision Details Release

First introduced. 2020.02.0

Feature Description

The NG-AP signaling connection can be lost due to RAN or AMF failure. In this scenario, the RAN or AMF
initiates the AN release procedure without relying on the signaling between RAN and AMF.
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The AN-initiated PDU session release procedure involves releasing the logical NG-AP signaling connection
for the UE between the RAN and the AMF and the associated N3 User Plane connections, and RAN signaling
connection between the UE and the RAN and the associated RAN resources.

The initiation of AN release may be due to:

* RAN-initiated with cause, for example, O&M Intervention, Unspecified Failure, RAN (for example,
Radio) Link Failure, User Inactivity, Inter-System Redirection, request for establishment of QoS Flow
for IMS voice, Release due to UE-generated signaling connection release, mobility restriction, Release
Assistance Information (RAI) from the UE, and so on, or

» AMF-initiated with cause like Unspecified Failure, and so on

N

Note

For AN-initiated modification, SMF does not send policy update message towards PCF as mentioned in step

2 of section 4.3.3.2-1: UE or network requested PDU Session Modification in 3GPP TS 23.502.

How it Works

This section describes how the NG-AP signaling connection, UP connections, and AN resources associated
with the PDU session are released.

RAN-initiated PDU Session Release Call Flow

The following call flow diagram represents the messages that are exchanged between UE and SMF when
PDU session release is initiated by RAN or AMF. The RAN session release is as defined in 3GPP 23.502.

For this procedure, the impacted SMF and UPF are all under control of the PLMN serving the UE, for example,
in Home-Routed roaming case, the SMF and UPF in HPLMN are not involved.
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Figure 14: RAN-initiated PDU Session Release Call Flow
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Table 14: RAN-initiated PDU Session Release Call Flow Description

Step | Description

1 In cases, such as Radio Link Failure or RAN internal failure, the RAN decides to initiate the UE
context release and sends an N2 UE Context Release Request message to the AMF.

If the reason for the release is the NG-RAN received an AS Release Assistance Indicator (RAI),
NG-RAN does not release the RRC connection but sends an N2 UE Context Release Request
message to the AMF. If the AS RAI indicates that only a single downlink transmission is expected,
then NG-RAN sends only the N2 UE Context Release Request after a single downlink NAS PDU
or N3 data PDU has been transferred.

If N2 Context Release Request cause indicates the release, then release is requested due to user
inactivity or AS RAI Then, the AMF continues with the AN Release procedure unless the AMF is
aware of pending MT traffic or signaling.
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Step

Description

Upon receiving Release Request message from RAN, AMF sends N2 UE Context Release Command
to RAN.

If the AMF receives Service Request or Registration Request to establish another NAS signaling
connection through RAN, after successfully authenticating the UE, the AMF releases the existing
NAS signaling connection. Then, the AMF continues the Service Request or Registration Request
procedure.

The Cause indicates either the cause from (R)AN or the cause due to an AMF event.

If the UE connection is not released in Step 1, the RAN performs one of the following operations:

* the RAN deletes the context of UE upon receiving RAN connection release confirmation

* the RAN locally releases the RRC connection if the Cause in the Context Release Command
indicates that the UE has locally released the RRC connection

Note When the UE does not acknowledge the RRC Connection Release, perform this step after
Step 2.

The RAN releases the N2 signaling connection with the AMF for the UE and sends an N2 UE
Context Release Complete message to the AMF. This message includes the following information:

* list of PDU session IDs that RAN serves with active N3 user plane
* user location information

« age of location information

The AMF receives the UE Radio Capability information or NB-IoT specific UE Radio Access
Capability Information from the NG-RAN node. The NG-RAN sends paging assistance data for
CE-capable UE, if available, to AMF through the N2 UE Context Release Complete message. The
AMF stores the received Paging Assistance Data for CE-capable UE in the UE context for subsequent
paging procedure.

Note Ifthe PLMN has configured secondary RAT usage reporting, the NG-RAN node provides
RAN usage data report.
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Step | Description

5 For each of the PDU sessions in the N2 UE Context Release Complete, the AMF sends Nsmf PDU
Session Update SM Context Request to SMF. This request message includes the following
information:

* PDU Session ID

* PDU Session Deactivation

* Cause (same as Step 2)

* Operation Type

* User Location Information

+ Age of Location Information

* N2 SM Information (Secondary RAT usage data)
If the Release Request message includes list of PDU session IDs with active N3 user plane as in
Step 1, SMF and AMF perform Step 5 through Step 7 before Step 2.

The Operation Type is set to "UP deactivate" to indicate deactivation of user plane resources for
the PDU session.

If the PDU sessions use Control Plane CIoT 5GS Optimization and if the UE negotiates the use of
extended idle mode DRX, the AMF communicates that the UE is unreachable for downlink data to
the SMF.

If the PDU sessions use Control Plane CIoT 5GS Optimization and if the UE negotiates the use of
MICO mode with active time, the AMF communicates that the UE is unreachable for downlink
data to the SMF after the expiry of active time.

6 For PDU sessions not using Control Plane CIoT 5GS Optimization, the SMF sends an N4 Session
Modification Request to the UPF. This request message includes the following details to indicate:

» whether or not to remove the tunnel information of AN or UPF terminating N3.

» whether or not to buffer the incoming DL PDU.

If the AMF indicates that the UE is unreachable for downlink data, the SMF initiates an N4 Session
Modification procedure to activate buffering in the UPF.

If a PDU session uses multiple UPFs, the SMF sends the Modification Request to the specific UPF
that terminates N3, and then releases the N4 session associated with that UPF.

If the AN Release is due to user inactivity or UE redirection, the SMF preserves the GBR QoS
Flows. Otherwise, the SMF triggers the PDU Session Modification procedure for the GBR QoS
Flows of the UE after the AN Release procedure is completed.

If the Ultra Reliable Low Latency Communication (URLLC) uses redundant I-UPFs, the SMF sends
N4 Session Modification Request to each I-UPF. The SMF uses the buffering instructions to select
the redundant I-UPFs for buffering, dropping, or forwarding the DL packets.

If the URLLC uses redundant N3 tunnels, the SMF sends the modification request to the UPF of
N3 termination point to remove the dual AN Tunnel Info for N3 tunnel of the corresponding PDU
session.
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Step | Description

6b The UPF sends N4 Session Modification Response to the SMF.

7 The SMF sends Nsmf PDU Session Update SM Context Response to the AMF. Then, the AMF
enters CM-IDLE state after releasing the N2 and N3 connection and sends an acknowledgment to
the SMF.

RAN-initiated QoS Flow Mobility for Dual Connectivity

The RAN-initiated QoS flow mobility procedure involves transferring QoS flows to and from Secondary
RAN Node without reallocation of SMF and UPF. It is assumed that the IP connectivity exists between the
UPF and the primary RAN node, and between the UPF and the secondary RAN node.

The following call flow diagram represents the QoS flow exchange between Primary and Secondary RAN
Nodes.

Figure 15: NG-RAN initiated QoS Flow Mobility Procedure
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Table 15: NG-RAN initiated QoS Flow Mobility Call Flow Description

Step | Description

1. The primary RAN node sends a N2 QoS Flow mobility indication message to the AMF. The QoS
flow pertains to the Master Cell Group (MCG) and Secondary Cell Group (SCG). The indication
message includes PDU session ID, QFIs, and AN tunnel information. The tunnel information
includes the new RAN tunnel endpoint for the QFIs.

2. AMF sends Nsmf PDU Session Update SM Context request to SMF. This request message includes
N2 QoS flow mobility indication message and PDU session ID.

3. The SMF sends an N4 Session Modification Request message to the UPF. This Modification Request
includes PDU session IDs, QFIs, and AN tunnel information for downlink user plane.

4. The UPF switches the requested QFIs, and then sends an N4 Session Modification Response message
to the SMF. The response message includes CN tunnel information for uplink traffic.

Important Step 7 can occur anytime after receipt of N4 Session Modification Response at the SMF.

5. SMF sends Nsmf PDU Session Update SM Context response to AMF for QFIs of the PDU session
which have been switched successfully. If none of the requested QFIs are switched successfully,
the SMF sends an N2 QoS flow mobility failure message.

6. To assist the reordering function in the Primary RAN node and/or Secondary RAN node, for each
affected N3 tunnel, the UPF sends one or more "end marker" packets on the old tunnel immediately
after switching the tunnel for the QFI. The UPF starts sending downlink packets to the target
NG-RAN.

7. The AMF sends an acknowledgement message to the primary RAN node. This message indicates
the completion of QoS flow mobility procedure.

Ultra Cloud Core 5G Session Management Function, Release 2024.01 - Configuration and Administration Guide .



AN-initiated Session Modification and Release |
. How it Works

. Ultra Cloud Core 5G Session Management Function, Release 2024.01 - Configuration and Administration Guide



CHAPTER 7

Cisco Common Data Layer

* Feature Summary and Revision History, on page 75

* Feature Description, on page 76

* How it Works, on page 77

* Call Flows, on page 77

* Configuring the CDL Through SMF Ops Center, on page 79
* Configuring Event Trace Data, on page 81

Feature Summary and Revision History

Summary Data

Table 16: Summary Data

Applicable Product(s) or Functional Area SMF

Applicable Platform(s) SMI

Feature Default Setting Disabled — Configuration Required
Related Changes in this Release Not Applicable

Related Documentation Not Applicable

Revision History

Table 17: Revision History

Revision Details Release

Added the failure handling support. 2023.03.0

Added the procedures for configuration and verification |2021.02.0
of the event trace data in the CDL database record.
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Revision Details Release

First introduced. Pre-2020.02.0

Feature Description

The SMF extends support to the Geo Redundant (GR) version of the Cisco Common Data Layer (CDL).
When the primary CDL endpoint fails, the SMF attempts the same operation on the next highly rated secondary
endpoint thus providing a non-disrupted N7 or Diameter message handling. If the next rated endpoint is
unavailable, then the SMF reattempts the operation on the subsequent endpoint that has the highest rating and
SO on.

In case of specific errors or failures from CDL to SMF, the retry mechanism is used for the Create, Find, and
Delete requests as well along with the earlier supported Update requests. The number of retries are as per the
SLA.

When the SMF receives the successful response during the retries, then the retries are stopped and the response
is sent to the application.

Architecture

The following figure depicts the failover that happens when the SMF service is unable to access the CDL
datastore endpoint.

Figure 16: CDL Datastore Architecture
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With relevance to this architecture, you can configure CDL through SMF Ops Center. When the SMF connects
to the CDL, it uses the local endpoints.

. Ultra Cloud Core 5G Session Management Function, Release 2024.01 - Configuration and Administration Guide



| Cisco Common Data Layer

How it Works

When CDL is configured in SMF through the SMF Ops Center, SMF gets enabled to support multiple CDL
datastore endpoints. You can configure the endpoints by specifying the IP addresses, ports, and assigning
ratings to each endpoint. By default, SMF considers the local endpoint as the primary endpoint, which has
the maximum rating. SMF performs CDL API operations on the primary endpoint. If this endpoint is
unavailable, then SMF routes the operations to the next maximum rated endpoint. SMF keeps failing over to
the accessible secondary endpoint or until all the configured secondaries are exhausted. It does not reattempt
a query on the next rated endpoint if the endpoint is reachable but responds with error or timeout.

Call Flows

How it Works .

If SMF is unable to access any of the endpoints in the cluster, then CDL operation fails with the "Datastore

Unavailable" error.

The following table lists the scenarios, expected behavior, and the related error responses from CDL.

Table 18: Scenarios, Expected Behavior, and Error Responses from CDL

Scenario

Expected Behavior

Error Response from CDL

All pods are active and healthy and
trigger the CDL operations.

CDL Create, Read, Update, Delete
(CRUD) operations are not retried.

Not applicable

CDL endpoint pod restarts and
triggers CDL operations.

CDL CRUD operations are retried.

CDL sends the following error
responses with the error code:

« ERROR_FROM INDEXING
[501]

« ERROR_FROM_SLOT [502]

« DATASTORE EP QUEUE FULL
[503]

« MAX_CAPACITY REACHED
[507

This section describes the call flow that is associated with this feature.

* CDL Endpoint Failure Call Flow, on page 77

CDL Endpoint Failure Call Flow

This section describes the SMF local data store endpoint failure call flow.
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Limitations

Figure 17: CDL Endpoint Failure Call Flow
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Table 19: CDL Endpoint Failure Call Flow Description

4423%

Cisco Common Data Layer |

Step |Description

1 The AMF sends a Create Request to SMF REST endpoint over the N11 interface.

2 After receiving the request, the SMF REST endpoint forwards the Create Request to the SMF service.

3 The SMF service attempts to reach the CDL endpoint to send the session creation request. However,
the CDL endpoint is unreachable.

4 The Create Request is evaluated in the stored session and the SMF service forwards the request to
the CDL endpoint.

5 After the call request is successful, the SMF service notifies the Success Message to the SMF REST
endpoint.

6 The SMF REST endpoint forwards the Success Message to the AMF.

The CDL configuration in SMF has the following limitations:

» The SMF service attempts to reroute the calls only when it encounters gRPC errors, such as
UNAVAILABLE. It does not acknowledge errors that the datastore endpoint returns and actual gRPC

timeouts, such as DEADLINE EXCEEDED gRPC status code.

» The SMF service does not resolve failures occurring with the datastore such as indexing and slot failures.
The CDL layer must resolve these failures and if necessary, send an API call on the remote.

* By default, the maximum retry limit for a request is three. After reaching this limit, the retry is stopped
and the response is sent to the application.
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* On receiving the response message as success during the retries, the further retry is stopped and the
response is sent to the application.

Configuring the CDL Through SMF Ops Center

The configuration of the CDL using SMF Ops Center involves the following steps:
1. Configuring the CDL Session Database and Defining the Base Configuration, on page 79

2. Configuring the Zookeeper in CDL, on page 80

Configuring the CDL Session Database and Defining the Base Configuration

Use the following sample configuration to configure the CDL session database and define the base configuration
in SMF:

config
cdl system-id system id
cdl node-type node type
cdl zookeeper replica zookeeper replica id
exit
cdl logging default-log-level debug level
cdl datastore session
cluster-id cluster id
endpoint replica !
endpoint replica num replica
index map map value
slot replica num replica
slot map num map/shards
slot write-factor write factor
slot notification host host
slot notification port port
slot notification limit tps
index replica num replica
index map num map/shards
index write-factor  write factor
slice-names cdl slice name
end

NOTES:

« cdl system-id system_id: This is an optional command. Specifies the system or Kubernetes cluster
identity. The default value is 1.

« cdl node-type node_type: This is an optional command. Specifies the Kubernetes node label to configure
the node affinity. The default value is “session.” Accepted length of the value is 0—64 alphabets.

« cdl zookeeper replica zookeeper_replica_id: Specifies the zookeeper replica server's ID.

« endpoint replica num_replica: This is an optional command. Specifies the number of replicas to be
created. The default value is 1. Must be an integer in the range of 1-16.
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» slot replica num_replica: This is an optional command. Specifies the number of replicas to be created.
The default value is 1. num_replica must be an integer in the range of 1-16.

« slot map num_map/shards: This is an optional command. Specifies the number of partitions in a slot.
The default value is 1. num_map/shards must be an integer in the range of 1-1024.

« slot write-factor write_factor: This is an optional command. Specifies the number of copies to be written
before successful response. The default value is 1. write factor must be an integer in the range of 0—16.
Make sure that the value is lower than or equal to the number of replicas.

« slot notification host host: This is an optional command. Specifies the notification server hostname or
IP address. The default value is datastore-notification-ep.

« slot notification port port: This is an optional command. Specifies the notification server Port number.
The default value is 8890.

« slot notification limit tps: This is an optional command. Specifies the notification limit per second. The
default value is 2000.

» index replica num_replica: This is an optional command. Specifies the number of replicas to be created.
The default value is 2. num_replica must be an integer in the range of 1-16.

« index map num_map/shards: This is an optional command. Specifies the number of partitions in a slot.
The default value is 1. num_map/shards must be an integer in the range of 1-1024. Avoid modifying
this value after deploying the CDL.

« index write-factor write_factor: This is an optional command. Specifies the number of copies to be
written before successful response. The default value is 1. write_factor must be an integer in the range
of 0-16.

« slice-names cdl_slice_name: Specify the CDL slice names. cdl_slice_name must be an alphanumeric
string from 1 to 16 characters in length.

Configuring the Zookeeper in CDL

Use the following sample configuration to define the Zookeeper in CDL:

config
cdl zookeeper data-storage-size data storage size in gb
log-storage-size log storage size in gb
replica number of replicas
enable-JMX-metrics boolean value
enable-persistence boolean value
end

NOTES:
All the following parameters are optional.

» cdl zookeeper data-storage-size data_storage_size_in_gb: Specifies the size of the Zookeeper data
storage in gigabyte. The default value is 20 GB. Accepted value is an integer in the range of 1-64.

» log-storage-size log_storage_size_in_gb: Specifies the size of the Zookeeper data log's storage in
gigabyte. The default value is 20 GB. Accepted value is an integer in the range of 1-64.
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» replica num_replicas: Specifies the number of replicas that must be created. The default value is 3.
Accepted value is an integer in the range of one to 16.

* enable-JMX-metrics boolean_value: Specifies the status of the IMX metrics. The default value is true.

« enable-persistence boolean_value: Specifies the status of the persistent storage for Zookeeper data. The
default value is false.

Sample Configuration

This section shows a sample configuration of CDL in a HA environment.

config
cdl system-id system id
cdl zookeeper replica num_zk replica
cdl datastore session
endpoint replica ep replica
index map index shard count
slot replica slot_replica
slot map slot_ shard count
slice-names cdl_slice name
exit

Configuring Event Trace Data

This section describes how to configure the SMF to store event trace data in CDL database record. With this
configuration, the SMF allows to enable or disable the storage of event trace data in the CDL database record.
The event trace data shows the call flow event for the subscribers.

\}

Note Configuring the event trace to disabled saves approximately 1 KB of database storage for each SMF database
record.

To enable or disable the storage of event trace data in the CDL database record, use the following sample
configuration:

config

system-diagnostics event-trace [ enable | disable ]
end

NOTES:

« system-diagnostics event-trace [ enable | disable ]: Enable or disable the storage of event trace data in
the CDL database record for system diagnostics.

Verifying Event Trace Data

This section describes how to verify the event trace data in SMF.

Use the show running-config command system-diagnostics event-trace CLI command to view if the event
trace data is enabled or disabled.

The following is a sample output of the show running-config system-diagnostics event-trace CLI command.
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show running-config system-diagnostics event-trace

system-diagnostics event-trace enabled
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CHAPTER 8

Content Filtering and X-Header Enrichment

* Feature Summary and Revision History, on page 83
* Feature Description, on page 83

* Content Filtering, on page 84

» X-Header Insertion, on page 85

Feature Summary and Revision History

Summary Data

Table 20: Summary Data

Applicable Product(s) or Functional Area | SMF

Applicable Platform(s) SMI

Feature Default Setting Disabled - Configuration Required
Related Changes in this Release Not Applicable

Related Documentation Not Applicable

Revision History

Table 21: Revision History

Revision Details Release

First introduced. Pre-2020.02.0

Feature Description

The SMF supports the following functionality:
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* Content Filtering

» X-header Enrichment

Content Filtering

Feature Description

The Content Filtering (CF) service prevents subscribers from inadvertently getting exposed to universally
unacceptable content, or content that is inappropriate as per subscriber preferences. Based on the URLs in the
subscriber requests, the CF service filters HTTP and WAP requests from mobile subscribers. Operators can
filter and control the content for an individual subscriber to access.

Configuring Content Filtering

This section describes how to configure CF support.

\}

Note  Apart from the following configurations, all other configurations are used only in the UPF, and SMF sends
it to the UPF. The SMF doesn't use these configurations. For more information on how to enable the feature
on UPF, see the UCC 5G UPF Configuration and Administration Guide.

Configuring Content Filtering under Active Charging Service

To configure CF under the active charging service, use the following sample configuration:

config
active-charging service service name
content-filtering category policy-id cf policy id
end

NOTES:

« content-filtering category policy-id cf_policy_id: Specify the CF policy number. cf_policy_id must be
an integer in the range of 1-4294967295.

Configuring Content Filtering under Rulebase

To configure CF under the rulebase, use the following sample configuration:

config
active-charging service service name
rulebase rulebase name
content-filtering category policy-id cf policy id
end

NOTES:

. Ultra Cloud Core 5G Session Management Function, Release 2024.01 - Configuration and Administration Guide



| Content Filtering and X-Header Enrichment
Configuring Content Filtering under APN .

« content-filtering category policy-id cf_policy_id: Specify the CF policy number. cf_policy_id must be
an integer in the range of 1-4294967295.

Configuring Content Filtering under APN

To configure CF under the APN, use the following sample configuration:

config
apn apn name
content-filtering category policy-id cf policy id
end

NOTES:

- content-filtering category policy-id cf_policy_id: Specify the CF policy number. cf_policy_id must be
an integer in the range of 1-4294967295.

Content Filtering Policy ID on N7 Interface

The CF categories are configured under the active charging service under specific policy IDs. The rulebase
and APN also have an associated policy ID. For any session, one policy ID can be associated with the session
at anytime. The categories configured under that CF policy ID are applicable for the session on the UPF.

The PCF can override the CF policy ID by sending this value on the N7 interface. For this purpose, a proprietary
IE is available in the YAML definition for the N7 interface. The hierarchy for the CF policy ID is as follows:

smPolicyDecision
ciscoAvpSet:
cfPolicyId: uint32 value

When the PCF does not send a CF policy ID, the existing CF policy ID in the rulebase configuration or the
policy ID configured in the APN configuration is selected, in the order of precedence. This CF policy ID
value is sent to the UPF in PFCP Session Establishment Request message in the "Subscriber Parameters”
attribute. During PDU Session Modification, if the PCF changes the CF policy ID, the ID is sent to the UPF
in PFCP Session Modification Request message.

X-Header Insertion

With the X-Header Insertion and X-Header Encryption features, collectively known as Header Enrichment,
you can append headers to HTTP or WSP GET and POST request packets, and HTTP response packets for
use by end applications. For example, mobile advertisement insertion (MSISDN, IMSI, IP address,
user-customizable, and so on).

Supported X-Header Information

Out of all the configurable X-header information, some information requires SMF to send the corresponding
values to the UPF. The following table lists the information that is sent from the SMF to the UPF for X-header
insertion.
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Table 22: X-header Information

Content Filtering and X-Header Enrichment |

Xheader Field Description Present in Session Modified in Session
Establishment Modification

String Constant Inserts the configured string in xheader | — —

Charging ID Per Flow or Bearer Charging Id Yes —

IMEI IMEI for the call Yes —

IMSI IMSI for the call Yes —

Rat-Type RAT type for the UE session Yes Yes
s-mcc-mnc MCC or MNC of the SGW or AMF | Yes —
Sgsn-address AMF or SGW address Yes Yes

ULI User Location Info Yes Yes
GGSN-Address N4 or or S5 endpoint of SMF Yes Yes
Radius-station-ID | MSISDN of the UE — —
Sn-rulebase Rulebase for a call Yes Yes
Subscriber-ip-address | IP address allocated to UE — —
Msisdn-no-cc Obtained from MSISDN Yes No

The subscriber-specific fields—IMSI, MSIDN, and IMEI—are encoded in the "User ID" standard IE. For
more details, see 3GPP 29.244, Section 8.2.101.

Rest of the fields are sent in the "Subscriber Parameters" proprietary AVP. Some fields, such as the "Rulebase"
and "UE IP address", are sent as a part of the created PDRs.

\}

Note

is immediately applied on the UPF.

* All the parameters are always sent from the SMF to the UPF irrespective of whether X-header
configuration is available. These parameters ensure that any change in configuration after session creation

» The SMF supports X-header insertion-related configurations. The SMF does not require these
configurations for its functionality. These configurations are sent to the UPF.

. Ultra Cloud Core 5G Session Management Function, Release 2024.01 - Configuration and Administration Guide



CHAPTER 9

Diameter Endpoint

* Feature Summary and Revision History, on page 87

* Feature Description, on page 88

* How it Works, on page 93

* Configuring Diameter Endpoint, on page 93

* Dynamic Configuration Change, on page 104

* Destination Host AVP for CCR and Retried Messages, on page 105
* Peer Management, on page 106

* Failure Handling, on page 113

* OAM Support, on page 118

* Troubleshooting Information, on page 127

Feature Summary and Revision History

Summary Data

Table 23: Summary Data

Applicable Products or Functional Area SMF

Applicable Platform(s) SMI

Feature Default Setting Enabled — Always-on
Related Documentation Not Applicable
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Revision History

Table 24: Revision History

Revision Details Release

Added the following support: 2023.04.0

* Gx and Gy custom dictionary support for RAR
messages

* DWR and DWA handling

* Bounded peer

First introduced. 2023.03.0

Feature Description

The Diameter Endpoint is an App-infra-based service that enables the Diameter functionality for the SMF
service. In SMF, Diameter Endpoint implements the Gx and Gy clients. The Diameter endpoint leverages the
Ops Center for configuration, operational, and action CLI commands and App-infra features, such as interpod
communications, RPCs, Monitor Subscriber, Monitor Protocol, logging, and statistics.

The Diameter Endpoint provides the following support:

 Diameter peer and connection management for both the Gx and Gy interfaces.

» Failure handling templates for the configuration of failure handling and retry behavior for the Diameter
messages.

* Ability to peer to multiple Diameter routing agents (DRA) and route the Diameter messages to remote
Diameter endpoints through the DRAs.

\}

Note The Diameter stack doesn't implement the ability to act as a DRA.

* Monitor Protocol and Monitor Subscriber (SUPI and IMSI subscriber key) for Diameter messages.

*» Logging and statistics.

To use a Diameter endpoint, deploy a pair of Diameter pods with an Active or Standby configuration for each
interface, which is Gx and Gy. Deploy these pods in the host networking configuration with a pair of internal
and external VIPs.

For online charging, the Diameter Credit Control application is used. The online client, Charging Transfer
Function (CTF), requests resource allocation and reports credit control information to the Online Charging
System (OCS). To support Credit Control through Diameter, the CCR (Credit Control Request) and the CCA
(Credit Control Answer) messages are used.

Service pod sends the gRPC messages to the Diameter endpoint for Credit Control messages. The Diameter
endpoint converts the Diameter CCR messages and sends them to Gx and Gy servers, which are PCRF or
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OCS. After receiving the CCA, the CCA message is converted to the gRPC message and sent to the SMF as
a response.

Supported Interfaces

SMF supports the following interfaces:

» Gx interface

* Gy interface

For the features related to the Gx and Gy interfaces, see the Interfaces Support chapter.

|

Important [t should not be assumed that the Diameter interface features available on the SMF have full feature parity
and functionality with StarOS or CUPS product. Furthermore, it should not be assumed that any constructs
(including, but not limited to, commands, statistics, attributes, MIB objects, alarms, logs, services) referenced
in this document imply functional parity with StarOS legacy or CUPS products.

Please contact your Cisco Account or Support representative for any questions about parity between this
product and any StarOS legacy or CUPS products.

Diameter Endpoint Instance

A Diameter endpoint instance is used to configure the Diameter endpoints for different interfaces, such as Gx
and Gy. This configuration determines the number of Diameter endpoint pods to be deployed. Configuring a
Diameter endpoint instance is mandatory.

Diameter Client Profile

A Diameter client is a Diameter node that supports Diameter client applications and the base protocol. A
Diameter client is implemented in the devices that are placed at the edge of a network and provides access
control services for that network.

A Diameter profile provides network access information for the Diameter application. Each Diameter client
profile is associated with an existing endpoint profile and with a failure handling template by its name. SMF
uses the client profile name to allow the Diameter endpoint fetch the associated endpoint profile. SMF uses
this profile to evaluate the matching endpoint to send the messages.

For encoding Credit Control Requests (CCR) and decoding of the corresponding responses, Credit Control
Answer (CCA) messages, you have to configure a dictionary in the Diameter client profile. A dictionary
includes the list of AVPs with their descriptions that are used in the CCR and CCA messages, with the standard
AVPs or vendor-specific AVPs.

Diameter Endpoint Profile

A Diameter endpoint profile provides the following information:

* Origin configuration, such as the origin realm, origin host name, origin state ID, and origin address.
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For the origin state ID, the SMF provides the Diameter endpoint-originated OSI support for the Credit
Control Request (CCR) or Device Watchdog Request (DWR) messages. You can enable or disable the
dynamic OSI value through Ops Center using the dynamic-origin-state-id CLI command. The Nodemgr
updates the OSI value in the cache pod. Then, the Diameter endpoint uses this value to send the Capability
Exchange Request (CER), CCR, and DWR messages.

* Peer configuration, such as the peer realm, destination host name, peer IP, and peer port.
* Global parameters, such as destination host AVP, VSA support, and maximum outstanding messages.

 Timeout duration.

You can configure the Diameter endpoint profiles for each interface. These profiles are provisioned to the
Diameter endpoint pods corresponding to the interface. Then, these profiles are associated with a specific
Diameter client profile.

A\

Note Configure the Diameter endpoint profile for the Diameter pods deployment.

Disconnect Peer Request Management

This section describes about the Disconnect Peer Request (DPR), Disconnect Peer Answer (DPA), and its
related CLI commands to configure the DPR and DPA in the Diameter endpoint.

Feature Description

The SMF supports the DPR and it handles the received DPR from server. The DPR is sent to a peer to inform
its intentions to shut down the transport connection. When the peer node sends the DPR to another node, the
node validates the DPR for all required AVPs. If the validation isn’t successful, the node sends the DPA with
the error to the peer node.

If the validation is successful:

» The SMF node waits till the drain time before it sends any DPA to the peer node. DrainTime is the time
interval between receiving a DPR by diameter endpoint and sending a DPA response. No new requests
are initiated by the diameter-ep to the peer during this interval. However any messages received from
the peer are processed during this interval. Drain time is a configurable parameter. It’s recommended to
configure the drain time value less than the timeout value for inbound messages. It’s advised that no new
request to be sent to that peer during this time, but in case any requests comes from the peer, it must be
responded.

* Regardless of whether any messages have previously been forwarded to the client and are waiting for a
response, transmit DPA successfully. The peer node sends the DPA with success.
If a server wants to disconnect itself from a peer SMF node, it sends DPR with disconnect cause AVP.

* [f disconnect cause is REBOOTING, defer connecting back based on Tc Timer. Tc timer is a configurable
parameter.

* The Reboot time is the time duration after which connection is reattempted to peer from which DPR
is received with disconnect cause “REBOOTING”. This interval starts after sending the DPA
response and connection teardown.
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* If the disconnect cause is BUSY or DO NOT_WANT TO TALK TO_ YOU, defer connecting back
for longer duration. Duration is a configurable parameter. As it’s recommended not to connect back in
case of BUSY or DO_NOT WANT TO TALK TO YOU. So, you can configure negative or zero as
value to never connect back.

* DoNotTalkTime is the time duration after which connection is reattempted to peer from which DPR
is received with disconnect cause “DO_NOT WANT TO TALK TO_YOU?”. This interval starts
after sending the DPA response and connection teardown.

* BusyTime is the time duration after which the connection is reattempted to peer from which DPR
is received with disconnect cause “BUSY™. This interval starts after sending the DPA response and
connection teardown.

* The time duration for reconnecting back is applicable across all pod restarts or pod failover but doesn't
apply to site failover.

DWR and DWA Handling

Feature Description

Diameter endpoint handles the incoming Device Watchdog Request (DWR) from a peer and responds with
a Device Watchdog Answer (DWA) with the success result code. The Diameter endpoint also supports
detection of the peer having an issue or transport failure on an idle connection by sending the DWR messages.

How it Works

To send a DWR to a peer, the Diameter endpoint uses the app-infra provided host monitoring to check if
DWR needs to be generated.

On each host monitoring check, the Diameter endpoint checks for any message exchanges happened between
the last check and now. When there's both a request and response for a message, then Diameter endpoint
considers it a message exchange. A message exchange isn’t considered in the following scenarios:

« If the Diameter endpoint sends a request but receives no response from a peer.

* If the Diameter endpoint received the request but failed to send the response to the peer.
If no message exchange happens between the Diameter endpoint and peer, then Diameter endpoint generates
a DWR toward peer. The Diameter endpoint considers the following scenarios as the DWR failure:

* If sending the DWR fails.

* If no DWA is received in the time configured in the basemsg retransmission-timeout parameter.

» If there’s a response but with a failure result code.
In the case of DWR failure, a retry occurs if the basemsg retransmissions parameter value is configured to
a nonzero value. The retry is performed in the next host monitoring check. During retries, if the Diameter

endpoints received a DWA for any of the earlier sent DWR, then the Diameter endpoint ignores it and doesn't
consider it toward the successful DWR.

Even after the configured retries, if the DWR isn’t successful then the status is reported as a failure, and the
connection is reset. After the connection is reset only during the next host monitoring check, the connection
is reestablished. Then, the Capability Exchange Request (CER) and DWR are sent. However, the Diameter
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endpoint sends no messages to the peer if DWR or DWA isn't successful. In the case of DWR or DWA failure,
the connection is reset.

\)

Note  While the host monitoring for all hosts is performed in parallel, the monitoring completes after it's completed
for all the hosts. Delay in monitoring for one host leads to delay in next monitoring for all the hosts.

Architecture

Diameter common stack, which is the Diameter endpoint, is an interface between the NFs and both client and
server modes for a supported application.

The following diagram shows the architecture of the common Diameter stack.

Figure 18: Common Diameter stack

Network Function (PCRF, OCS)

Diameter Endpoint

n

SMF

Gx Client
Gy Client

Z9L0LF

The common Diameter stack includes the following components:
* Network Functions—Policy and Charging Rules Function (PCRF) and Online Charging System (OCS)
* Diameter Endpoint

* Diameter interfaces on SMF—Gx and Gy clients

For more information on the supported Diameter interfaces and their related features, see the Interfaces Support
chapter.
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How it Works

The Diameter endpoint uses the App-infra framework for sending or receiving the Diameter messages to the
Diameter peers and internal IPC messages to other pods. For example, P-GW service, cnBNG service. In
SMF, the Diameter endpoint implements the Gx and Gy clients.

To support Credit Control through the Diameter, the two Diameter messages—Credit Control Request (CCR)
and the Credit Control Answer (CCA) are used. A service pod sends the gRPC messages to the Diameter
endpoint for conversion of the gRPC messages to the Credit Control messages. Then, the Diameter endpoint
sends the CCR messages to the Gx or Gy servers, which are PCRF or OCS. After the Gx or Gy server sends
the CCA message, the Diameter endpoint converts the CCA message to the gRPC message and sends it to
the P-GW service as a response.

The Diameter supports the standard AVPs, as per the 3GPP 29.212 version 15.3.0 and 3GPP 32.299 version
12.9.0 specifications for the Gx and Gy interfaces.

Standards Compliance
The Diameter endpoint complies with the following standards:
» 3GPP 29.212 version 15.3.0
* 3GPP 32.299 version 12.9.0

Limitations

The Diameter endpoint has the following limitation:

* The Diameter endpoint supports only one pair of pods for each interface.

Configuring Diameter Endpoint

The configuration of the Diameter endpoint includes the following steps:
1. Configuring Diameter Endpoint Instances, on page 93
2. Configuring Diameter Client Profile, on page 95

3. Configuring Diameter Profile Endpoint on the Gx and Gy Interfaces, on page 96

Configuring Diameter Endpoint Instances

To configure the Diameter endpoint instances, use the following sample configuration:

config
instance instance-id instance-id
endpoint diameter
interface interface name
internal-vip ip address
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vip-ip ip address
mode mode value
exit

NOTES:

« instance instance-id instance-id endpoint diameter : Specify the number of Diameter endpoint pods
to be deployed.

« interface interface_name: Specify the interface, such as Gx and Gy, for the Diameter endpoints.

« internal-vip ip_address: Specify the internal VIP IP address for the Diameter endpoint to listen for
requests from the service. internal-vip is a mandatory parameter.

* vip-ip ip_address: Specify the VIP IPv4 address for the corresponding to the Diameter clients. Vip-ip
is a mandatory parameter.

» mode mode_value: Specify the Diameter endpoints with a specific mode. mode is a mandatory parameter.

\}

Note SMF supports only the client as mode_value.

Configuration Example

The following is an example configuration of Diameter endpoint instances.

instance instance-id 1
endpoint diameter
interface gy
internal-vip 209.165.200.234
vip-ip 209.165.200.234
mode client
exit
exit
interface gx
internal-vip 209.165.200.234
vip-ip 209.165.200.234
mode client
exit

Configuration Verification

To verify if the Diameter endpoint instances are configured, use the following show running-config instance
instance-id instance_id endpoint diameter command.

smf# show running-config instance instance-id 1 endpoint diameter
instance instance-id 1
endpoint diameter
interface gy
internal-vip 209.165.200.234
vip-ip 209.165.200.234
mode client
exit
exit
interface gx
internal-vip 209.165.200.234
vip-ip 209.165.200.234
mode client
exit
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Configuring Diameter Client Profile

Table 25: Feature History

Feature Name Release Information Description
Same dictionary support extended | 2023.04 In the previous releases, for CCR-I,
to RAR messages. CCA-U, and CCA-T messages, the

dictionary specified under the
client, which is a custom dictionary,
was applied. For RAR message, a
common dictionary was being used.
With this release, RAR messages
also use the same dictionary that
CCR-I, CCA-U, and CCA-T
messages use.

To configure the Diameter client profile, use the following sample configuration:

config
profile diameter-client diameter client name
endpoint endpoint profile name
failure-handling-profile profile name
dictionary-name { dcca-custom8 | default | r8-gx-standard }
end

NOTES:

» profile diameter-client diameter_client_name: Specify a Diameter client profile name.

« endpoint endpoint_profile_name: Specify an existing endpoint profile name to associate it with a Diameter
client profile. You can define a maximum of 100 client profiles.

» failure-handling-profile profile_name: Specify an existing failure handling profile to associate it with
a Diameter client profile.

« dictionary-name { dcca-custom8 | default | r8-gx-standard }: Specify one of the following dictionaries:

+ dcca-custom8: This dictionary is the standard Gy dictionary.
« default: This dictionary is the default dictionary.

* r8-gx-standard: This dictionary is the standard Gx dictionary.

\}

Note The specified dictionary is used for Credit Control - Initial (CCR-I), Credit Control
- Update (CCR-U), Credit Control - Terminate (CCR-T), and Re-Authorization
Request (RAR) messages.

Configuration Example

The following is an example configuration of the Diameter client profile.
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profile diameter-client gydcOl
endpoint gxProfl
failure-handling-profile fhl
exit

Configuration Verification

To verify if the Diameter client profile is configured, use the following show running-config profile
diameter-client command:

[smf] smf# show running-config profile diameter-client

profile diameter-client gydc0l endpoint gxProfl failure-handling-profile fhl dictionary-name
kt-gy

exit

profile diameter-client gydcll endpoint gyProfl failure-handling-profile fh2

exit

profile diameter-client gydcl2 endpoint gyProf2 failure-handling-profile fh3

exit

profile diameter-client gxdc02 endpoint gxProfl failure-handling-profile fh4

exit

Configuring Diameter Profile Endpoint on the Gx and Gy Interfaces

Table 26: Feature History

Feature Name Release Information Description
VREF support for the Diameter Gx |2023.04 SMF supports the client-side VRF
and Gy interfaces for the Diameter Gx and Gy

interfaces. The profile Diameter
endpoint refers to the VRF name
and interface name that you
configure from the Diameter
endpoint. The Diameter endpoint
uses the VRF name to create a TCP
connection from the Diameter
client.

To configure the Diameter profile endpoint on the Gx and Gy interfaces, use the following sample configuration:

config
profile diameter-endpoint interface name
name profile name
internal-vip ip address
destination-host-avp message type
vsa-support vendorId-source
max-outstanding number of messages
response-timeout response timeout value
connection-timeout connection-timeout value
basemsg retransmission-timeout retransmission timeout value
basemsg retransmissions max retry value
basemsg watchdog-interval interval value
dscp [ dscp value | afll | afl2 | afl3 | af2l1l | af22 | af23 | af3l
| af32 | af33 | afd4l | af42 | af43 | be | csl | cs2 | cs3 | csd4 | cs5 |
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cs6 | cs7 | ef ]

Origin realm realm name

origin host host name address ipv4 ip address

Origin peer origin peer name

realm realm name

address ipv4 ip address

address vrf vrf name

port peer port

destination-host-name destination host name
load-balancing-algorithm highest-weight

route-entry host [ host-name | * ] realm [ realm-name | * ] peer

peer name Wweight weight value

route-failure deadtime deadtime value result-code result code value
threshold number

route-failure result-code result codes value

route-failure threshold threshold number

route-failure recovery-threshold percent recovery threshold percentage

dynamic-route expiry-timeout expiry timeout value
dynamic-origin-state-id boolean value
exit
NOTES:
« profile diameter-endpoint interface_name: Specify a Diameter profile for the Gx or Gy interface.
* name profile_name: Specify the profile name of the Diameter profile interface. Each profile configures

the Diameter source information and the peer information for the Diameter messages that go toward
those peers.

\}

Note  You can define a maximum of 100 profiles per interface.

« internal-vip ip_address: Specify an internal VIP IP address for communication with service pods.
internal-vip is a mandatory parameter.

« destination-host-avp message_type: Specify the type of message in which the destination host AVP is
to be encoded.

)

Note SMF supports only the always value for the message_type.

« vsa-support vendorld-source: Specify the source of vendor IDs DIABASE to be used for negotiation
of Diameter peer capabilities.

)

Note SMF supports only the all-from-dictionary value for the vendorld-source.
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» max-outstanding number_of_messages: Specify the maximum number of Diameter messages to be sent
to any peer in the profile, while awaiting the responses. The default value is 256. number_of _messages
must be in the range of 1-4096.

* response-timeout response_timeout_value: Specify the maximum allowed response time for request
messages that the Diameter applications send to the Diameter server. The default value is 60.
response_timeout_value must be in the range of 1-300.

« connection-timeout connection-timeout_value: Specify the maximum allowed time for establishing the
transport layer connectivity, such as the TCP connection, toward the Diameter server. The default value
is 30. connection-timeout_value must be in the range of 1-300.

* basemsg retransmission-timeout retransmission_timeout_value: Specify the timeout value between
retransmissions of the base messages, such as Device Watchdog Request (DWR) and Capability Exchange
Request (CER), toward the Diameter server. The default value is 30. retransmission_timeout_value must
be in the range of 1-120.

* basemsg retransmissions max-retries: Specify the maximum number of times the base messages must
be retransmitted. The default value is 1. max-retries must be in the range of 1-10.

» basemsg watchdog-interval interval_value: Specify the minimum time interval between the two DWR
messages that are sent toward the Diameter server. The default value is 5. interval_value must be in the
range of 5-30.

« dscp [ dscp_value | af1l | afl2 | af13 | af21 | af22 | af23 | af31 | af32 | af33 | af41l | af42 | af43 | be | csl
| cs2 | cs3 | cs4 | cs5|cs6 | cs7 | ef ] : Specify the Differential Services Code Point (DSCP) value in the
IP header of the Diameter messages that are sent toward the Diameter server. The default value is be.
dscp_value must be in the range of 0-63. Choose in the following other DSCP values, as required:

« afxx: Specify this value for the use of an assured forwarding xx per hop behavior (PHB).
* be: Specify this value for the use of the best effort forwarding PHB. be is the default value.
* csx: Specify this value for the use of class selector x per PHB.
« ef: Specify this value for the use of expedited forwarding PHB.
« origin realm realm_name: Specify the name of the realm for the Diameter endpoint. This parameter is
mandatory.

« origin host host_name address ipv4 ip_address : Specify the host name, which is the FQDN of the
Diameter endpoint. Specify the IPv4 address, which is the Diameter endpoint Bind IP address for the
Diameter client connections.

* origin peer origin_peer_name : Specify the identifier for a Diameter peer. This parameter is mandatory.

)

Note  You can configure a maximum of 5000 peers.

* realm realm_name: Specify the name of the realm for a peer with the name of the peer. This parameter
is mandatory.

+ address ipv4 ip_address: Specify the IP address of the Diameter peer.

« address vrf vrf_name: Specify the VRF name that is to be referenced from the Diameter endpoint.
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* port peer_port: Specify the port of the Diameter peer. This parameter is mandatory.

« destination-host-name destination_host_name: Specify the custom destination host name to be used in
destination host AVP. This parameter is optional.

« load-balancing-algorithm highest-weight : Choose an idle server with the highest weight in failure
scenarios. If multiple servers have the same high weight, then the load balancing happens among those
servers.

« route-entry host [ host-name | * ] realm [ realm-name | * ] peer peer_name weight weight_value :
Use this command to configure two static entries, such as a peer in the route table. If you configure an
entry with the existing same flag, host, realm, then only the weight is updated with the higher of the two
of them. The host and realm parameters allow wildcard character values. The weight is an optional
parameter with the default value as 10. The peer is a mandatory parameter.

N

Note  You can configure multiple route entries with the same host and realm but a
different peer without being overridden.

« route-failure deadtime deadtime_value result-code result_code_value threshold number: Specify the
duration in seconds for which the system keeps the route in the FAILED status. After the configured
duration expires, the system changes the status to AVAILABLE. deadtime_value must be an integer in
the range of 1-86400. The default value is 60.

» route-failure recovery-threshold percent recovery_threshold_percentage: Specify the percentage value
at which the failure counter is reset when provisionally changing the status from FAILED to
AVAILABLE. For example, a failure counter of 16 caused the AVAILABLE status to change to
FAILED status. After the configured deadtime expires, the status changes to AVAILABLE. If you
configured recovery_threshold_percentage with 75 percent, the failure counter resets to 12, which is 75
percent of 16. The default value is 90.

« dynamic-route expiry-timeout expiry_timeout_value: Specify the expiration time for dynamic routes
that you created after reaching the Diameter destination host. The default value is 86400 secs, which
equals one day.

+ dynamic-origin-state-id boolean_value : Specify whether you want to enable or disable the dynamic
origin state ID. The default value is true.

\}

Note  After the configuration changes from dynamic to static, if the peer is started with
either the dynamic origin state ID or the static origin state ID, the peer sends the
default static value. Similarly, for a configuration change from the dynamic to
static, the peer sends the dynamic value that the Diameter endpoint fetches from
the cache pod. In this case, there’s a reconnection.

Configuration Example

The following is an example configuration of the Diameter endpoint on the Gy interface.

profile diameter-endpoint gy
internal-vip 209.165.200.234
name gyProfl
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destination-host-avp always

vsa-support all-from-dictionary

max-outstanding 128
response-timeout 80
connection-timeout 20
dscp afll

basemsg retransmission-timeout 20

basemsg retransmissions 2
basemsg watchdog-interval 25
origin realm gy-cisco
origin host gy.cisco.com
address ipv4 209.165.200.229
exit
peer gyPeerl
realm GyServerl.com

destination-host-name dest.host2.com

address ipv4 209.165.200.230
port 3900
exit
peer gyPeer2

realm GyServer2.com

address ipv4 209.165.200.231
port 3901

exit

exit

Diameter Endpoint |

The following is an example configuration of the Diameter endpoint that is associated with the VRF.

profile diameter-endpoint gx
instance instance-id 1

name gxProfl
destination-host-avp always

vsa-support all-from-dictionary

max-outstanding 128
response-timeout 20
connection-timeout 5
dscp be

basemsg retransmission-timeout 2

basemsg retransmissions 10

basemsg watchdog-interval 6
origin realm gx-cisco

origin host gx.cisco.com
address ipv4 209.165.200.230
address vrf vrf signaling
exit

peer gxPeerl
realm dummyDestRealm.com
address ipv4 209.165.200.231
port 3868

exit

peer gxTest
realm xyznetworks.com
address ipv4 209.165.200.232
port 4868

exit

exit

exit
exit

Configuration Verification

To verify if the Diameter endpoint on the Gx or Gy interface is configured, use the following show

running-config profile diameter-endpoint command:
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[smf] smf# show running-config profile diameter-endpoint
profile diameter-endpoint gx
internal-vip 209.165.200.234
name gxProfl
destination-host-avp always
vsa-support all-from-dictionary
origin realm gx-cisco
origin host gx.cisco.com
address ipv4 209.165.200.235
exit
peer gxPeerl
realm GxServerl.com
destination-host-name dest.hostl.com
address ipv4 ipv4 209.165.200.230
port 3870
exit
peer gxPeer?2
realm GxServer2.com
address ipv4 10.84.27.161
exit
exit

profile diameter-endpoint gy
internal-vip 209.165.200.234
name gyProfl
destination-host-avp always
vsa-support all-from-dictionary
max-outstanding 128
response-timeout 80
connection-timeout 20
dscp afll
basemsg retransmission-timeout 20
basemsg retransmissions 2
basemsg watchdog-interval 25
origin realm gy-cisco
origin host gy.cisco.com
address ipv4 209.165.200.229
exit
peer gyPeerl
realm GyServerl.com
destination-host-name dest.host2.com
address ipv4 209.165.200.230
port 3900
exit
peer gyPeer2
realm GyServer2.com
address ipv4 209.165.200.231
port 3901
exit
exit

To verify if the Diameter endpoint is associated with a VRF, use the following show running-config profile
diameter-endpoint gx command:

profile diameter-endpoint gx
instance instance-id 1
name gxProfl
destination-host-avp always
vsa-support all-from-dictionary
max-outstanding 128
response-timeout 20
connection-timeout 5
dscp be
basemsg retransmission-timeout 2
basemsg retransmissions 10
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basemsg watchdog-interval 6
origin realm gx-cisco
origin host gx.cisco.com
address ipv4 209.165.200.230
address vrf vrf_signaling
exit
peer gxPeerl
realm dummyDestRealm.com
address ipv4 209.165.200.231
port 3868
exit
peer gxTest
realm xyznetworks.com
address ipv4 209.165.200.232
port 4868
exit
exit
exit
exit

Configuring Busy Time for DPR

To configure the busy time for DPR in diameter ep, use the following configuration:

config
profile diameter-client diameter client name
endpoint endpoint-profile-name
peer peer name
disconnect peer request
busy time time duration
end

NOTES:
« profile diameter-client diameter_client_name: Specify a Diameter client profile name.

« endpoint endpoint-profile-name: Specify an existing endpoint profile name to associate it with a Diameter
client profile.

* peer peer_name: Specify the name of the peer node.

* busy time time_duration: Specify the time duration after which the connection is reattempted to peer.
The time duration value must be an integer in the range of 1-300 seconds. The default value is 3 seconds.

Configuring Do Not Talk Time for DPR

To configure the do not talk time for DPR in diameter ep, use the following configuration:

config
profile diameter-client diameter client name
endpoint endpoint-profile-name
peer peer name
disconnect peer request
do not talk time time interval
end

NOTES:
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» profile diameter-client diameter_client_name: Specify a Diameter client profile name.

« endpoint endpoint-profile-name: Specify an existing endpoint profile name to associate it with a Diameter
client profile.

* peer peer_name: Specify the name of the peer node.

« do not talk time time_interval: Specify the time interval between receiving of DPR by diameter endpoint
and sending of DPA response. The time interval value must be the integer in the range of 1-300 seconds.
The default value is 3 seconds.

Configuring Drain Time for DPR

To configure the drain time for DPR in diameter ep, use the following configuration:

config
profile diameter-client diameter client name
endpoint endpoint-profile-name
peer peer name
disconnect peer request
drain time time interval
end

NOTES:

» profile diameter-client diameter_client_name: Specify a Diameter client profile name.

« endpoint endpoint-profile-name: Specify an existing endpoint profile name to associate it with a Diameter
client profile.

* peer peer_name: Specify the name of the peer node.

« drain time time_interval: Specify the time interval between receiving of DPR by diameter endpoint and
sending of DPA response. The time interval value must be an integer in the range of 1 to 10 seconds.
The default value is 3 seconds.

Configuring Reboot Time for DPR

To configure the reboot time for DPR in diameter ep, use the following configuration:

config
profile diameter-client diameter client name
endpoint endpoint-profile-name
peer peer name
disconnect peer request
reboot time time duration
end

NOTES:

» profile diameter-client diameter_client_name: Specify a Diameter client profile name.

« endpoint endpoint-profile-name: Specify an existing endpoint profile name to associate it with a Diameter
client profile.
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* peer peer_name: Specify the name of the peer node.

» reboot time time_duration: Specify the time duration after which the connection is reattempted to peer.
The time duration value must be an integer in the range of 1-300 seconds. The default value is 3 seconds.

Dynamic Configuration Change

Feature Description

The SMF allows you to change the Diameter endpoint configuration dynamically without impacting the
existing calls.

How it Works

The following table lists the impact of dynamic update to the various Diameter endpoint configurations:

Table 27: Dynamic Update of Diameter Endpoint Configuration

Configuration Dynamic Change Impact on Existing Sessions

Connection attributes: Allowed Change in connection attributes has

* BaseMsg attributes, such as the following impact:

retransmissionTimeout, * RPC is deregistered and
retransmissions registered with new values for
all peers in the endpoint

. -
connectionTimeout profile.

* responseTimeout » All the messages initiated on

* originStateld the peer fail when the

connection is down.
* Origin attributes, such as Host

Address, Host Name, and * All the requests in transit on
Realm the peer are dropped. Server
can’t send request messages

* Peer attributes, such as (RAR) and response messages
address, port, and realm (CCA) on these connections

for existing calls.

DisconnectPeerRequest Properties: | Not allowed When the DisconnectPeerRequest
Properties are updated for a peer,
the new values are effective only
« rebootTime after the pod restart or after the
connection is reset.

e drainTime

* doNotTalkTime

* busyTime
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Configuration Dynamic Change Impact on Existing Sessions

Route-entry update or addition Allowed An update or addition to route entry
has the following impact:

* Route entries are recreated
after change.

+ After a peer is deregistered, all
route entries for the peer are
deleted.

Diameter-endpoint profile removal | Allowed The removal of an endpoint profile
has the following impact:

* All the peers of the endpoint
profile are deregistered.

+ Existing calls using these
peers or routes fail.

* No new calls are initiated on
those peers.

Destination Host AVP for CCR and Retried Messages

Feature Description

The destination-host AVP is used for forwarding or routing a Diameter request message. The destination host
name that an application, such as Gx and Gy, uses is identified from the incoming application-level messages.
The absence of the destination-host AVP causes a message to be sent to any Diameter server that supports
the application within the realm specified in destination-realm AVP.

Based on the end user configuration, you can include the destination-host AVP for the CCR and the retried
messages.

Configuring Destination Host AVP

To configure the destination host AVP, use the following sample configuration:

config
profile diameter-endpoint interface name
instance instance-id instance-id
name profile name
destination-host-avp [ always | session-binding ]
exit

NOTES:

- profile diameter-endpoint interface_name: Specify a Diameter endpoint profile, which is either Gx or
Gy interface.
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« instance instance-id instance-id : Specify the GR instance.

» name profile_name: Specify the Diameter endpoint profile name.

\}

Note  You can define a maximum of 100 profiles per interface.

« destination-host-avp [ always | session-binding ]: Specify one of the following types of message in
which the destination host AVP is to be encoded:

« always—If destination-host-avp is configured to this message type, include the destination-host-avp
in both the CCR-I, CCR-U, or CCR-T messages and the retried messages. always is the default
message type.

+ session-binding—If destination-host-avp is configured to this message type, encode the
destination-host-avp in CCR-U and CCR-T messages, and not CCR-I and retried messages.

Configuration Example

The following is an example configuration of the destination host AVP.

profile diameter-endpoint gx
instance instance-id 1
name gxProfl
destination-host-avp session-binding
exit

Peer Management

Feature Description

The SMF supports peer management in routing. It allows to choose an appropriate peer for a transaction to
occur.

The peer selection logic depends on the Diameter Endpoint and Host Selection configuration.

The Diameter servers connect to the gateway in direct and indirect ways through DRA. The entities involved
in the peer management are as follows:

1. Destination-Host: A Diameter entity servicing the request or the final destination for the Diameter message

2. Peer: Connects with the Diameter entity that establishes transport (TCP) connection directly. It can be
either a DS or DRA.

3. Route Entry: Defines a path for reaching a Diameter entity from the gateway, essentially the next immediate
peer to contact to reach a particular Diameter entity.

4. Routing Table: The diabase library maintains the table of route-entries. The construction of a routing table
is through the configuration under the Diameter Endpoint (peer and route-entry CLI) and also dynamically
learned from the response messages.
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5. Multipath Routes: Multipath Routes are when there are more than one route entry to reach a particular

Diameter entity.

Following are the route flags in Diameter Endpoint:

Table 28: Route Flags

Flag Name

Description

Static (S)

Static routes are the route entries based on the
configuration under the Diameter Endpoint.

Path-Cache (P)

Every Diameter session has a reference to the route
entry in the routing table. When you select a static
route for a session, a copy of that static route or a
path-cache route is created. It is as same as the static
route except for the flag value.

Dynamic (D)

Dynamic routes are the route entries learned from the
response messages from the peer.

The route statuses for peers in Diameter Endpoint are as follows:

Table 29: Route Status

Route Status Description

Pending All the static routes start with this status and confirms
the registration of an RPC host.

Active After a successful Ping method, the Pending status
moves to Active status.

Inactive If the Ping method fails, it marks all the routes with
that peer as Inactive. This status remains until the peer
becomes reachable.

Failed An Active route moves to a Failed status when it
meets the route failure criteria.

Deleted None of the routes are hard deleted but they remain
soft deleted with a Deleted status.

Expired Dynamic routes, after expiration, are set to Expired

status.
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Route Status Description

Cloned When the Path-Cache route is created from the Static

route, the status of the original static route changes to
Cloned. Cloned is an internal state and not borrowed
from legacy implementation.

Considerations for Peer Management

Following are the considerations for peer management in Diameter Endpoint:

» The DRA creates a route table for every endpoint profile. Peers configured within the endpoint are a
primary source of route entries in the route table.

* Peers have an optional CLI to set the Destination-Host-Name that is different from the peer name. If the
destination host name is not set, it copies the peer name into the Destination-Host-Name.

* Each peer creates a direct and a realm-based route entry. It adds one more route entry when the
Destination-Host-Name is different from the peer name.

* The default weight of the static route is 10. You cannot configure the weight of routes formed from the
peer entries. However, you can override them with a higher value using a route entry with the same host
and realm combination.

* The route table gets populated on the endpoint profile update notification, with each entry status as
‘Pending’.

* You can add the dynamic route in the response path only if the session is referring a realm-based route
entry. For a direct route entry, you cannot add the dynamic route in the response path.

* The weight of a new dynamic route is the same as the route selected in the request path.

» Dynamic routes have the expiration time configured. The active time of the dynamic routes enables
during the selection of routes.

Route Selection

The route selection process and its usage in retries are as follows:

1.

While providing a response for a CCR-I or CCR-U message, the Diameter endpoint sends the details of
the primary host, secondary host, realm, and bounded peer as part of the route data. The same details are
provided by the service as part of subsequent requests.

In the absence of a route data field in the request from the service, the Diameter endpoint determines
primary host, secondary host, and realm from the host selection profile, which is associated with the client
profile, specified in the request.

Host selection profile has a mandatory primary and an optional secondary host-realm pair. While realm
is an optional CLI, it sets to a default value.

The host and realm serve as an input to the route search algorithm to find possible multiple matching
routes. The order depends on the status, flag and weight.

In the absence of host selection profile configuration, the peer management module selects and sorts all
the active routes in the route table.
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\)

Note Routes selection happens through the round robin method from the ordered routes list of the primary host or
secondary host. This method avoids trying all the routes of the primary host and then trying all the routes of
the secondary host.

Route Sort Order

The route sort orders for entries in the Diameter peer are as follows:

* The routes with the active status take the highest precedence.

» Among the routes with the same status, if a route matches the bounded peer, then that route takes the
highest precedence. Then, the next precedence is for the dynamic routes followed by the Path-Cache
routes.

* The peer arranges multiple routes of the same flags among themselves based on their weight, where the
higher value takes precedence.

» Weight always outweighs routes with the exact match of host and realm entries.

* Exact match entries have the priority only if there are two routes with equal weights.

Host Selection

This section describes about the host selection, its implementation, and the sample configuration for host
selection on the Diameter endpoint.

Feature Description

The Diameter endpoint keeps the data of an individual profile name with algorithm and list of primary and
secondary host details. The local data structure can keep a maximum of 64 host details in the indexed form.
The host details include the primary host-realm, and secondary host-realm.

How it Works

The peer management module sends the request to the host selection module with the profile name, MSISDN,
and IPv4 address. The host selection module checks the profile name in the local data structure that is populated
from the configuration map. If the profile name matches, then it derives the host details with following
algorithms.

* MSISDN modules—The MSISDN is converted into numeric value. Then, the index is calculated by the
available number of MSIDN mod host entries.

* IP address modules—IP address is converted into numeric value. Then the index is calculated by the
available number of numeric IP address value mod host entries.

* Round robin—The default algorithm is the round robin of available entries per profile name.

\)

Note A host selection profile is bound with the Diameter client. You can bind one host selection profile for the
multiple Diameter clients.
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Configuring Host Selection through Diameter Endpoint

Diameter host selection configuration is available in the Diameter profile. You can configure multiple Diameter
hosts and then bind these hosts to a different Diameter client.

To configure the host selection through the Diameter endpoint, use the following sample configuration:

config
profile diameter-host-selection host selection name

algorithm algorithm-name

hosts hosts number
primary host host ip address
primary realm realm name
secondary host host ip address
secondary realm realm name

end

NOTES:
» profile diameter-host-selection host_selection_name: Specify the Diameter host selection profile name.

» algorithmalgorithm-name: Choose the algorithm to select the host. algorithm-name has the
ipaddr-modulus, msisdn-modulus, and round-robin values.

* hosts hosts_number: Specify the precedence of the host in the form of index from 1-64.
« primary host host_ip_address: Specify the primary host name.

« primary realm realm_name: Specify the primary host realm.

« secondary host host_ip_address: Specify the secondary host name.

« secondary realm realm_name: Specify the secondary host realm.

Configuration Example

The following is an example configuration of the host selection.

profile diameter-host-selection hsl
algorithm ipaddr-modulus
hosts 1
primary host 209.165.200.239
primary realm cisco.com
secondary host gl92.168.2.1
secondary realm google.com
exit
hosts 2
primary host 209.165.200.240
primary realm facebook.com
secondary host 209.165.200.241
secondary realm conflunt.com
exit
exit

profile diameter-client dcl
endpoint gxProfl
host-selection hsl

exit

profile diameter-client dc2
endpoint gyProfl
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host-selection hsl
exit

Route Failure

Feature Description
A route failure counter starts at zero. This counter is incremented in the following scenarios:
» When the transaction is attempted using that route times out.

» When a response is received with the result code matching the configured failure result codes.

The count is decremented each time that a successful response is received. When the failure count exceeds
the threshold, the route is marked as failed. Periodically, the route failure count is reduced by a recovery
threshold value to allow the failed route to become available.

Configuring Route Failure
To configure the route failure, use the following sample configuration:

config
profile diameter-endpoint interface name
name profile name
internal-vip ip address
route-failure deadtime deadtime valueresult-code result code value
threshold number
route-failure result-code result codes value
route-failure threshold threshold number
route-failure recovery-threshold percent recovery threshold percentage
exit

NOTES:

« route-failure deadtime deadtime_valueresult-code result_code_value threshold number: Specify the
duration in seconds for which the system keeps the route in the FAILED status. After the configured
duration expires, the system changes the status to AVAILABLE. deadtime_value must be an integer in
the range of 1-86400. The default value is 60.

« route-failure result-code result_codes_value: Specify the answer messages that are to be considered
as failures, in addition to the requests that time out.

)

Note  You can specify up to 16 result codes.

« route-failure threshold threshold_number: Specify the number of errors that cause the FAILED status.
The default value is 16.

N

Note The error counter begins at zero. In a case of a good response, the error counter
decrements or increments. This counter does not decrement below zero or
increment above the configured threshold number.
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« route-failure recovery-threshold percent recovery_threshold_percentage: Specify the percentage value
at which the failure counter is reset when provisionally changing the status from FAILED to
AVAILABLE. For example, a failure counter of 16 caused the AVAILABLE status to change to
FAILED status. After the configured deadtime expires, the status changes to AVAILABLE. If
recovery_threshold_percentage is configured with 75 percent, the failure counter resets to 12, which is
75 percent of 16. The default value is 90.

Configuration Example
The following is an example configuration of route failure.

profile diameter-endpoint gydc01l
name gyProfl
internal-vip ip address
route-failure deadtime 600
recovery-threshold 16
percent 90
result-code rcl
exit

Configuration Verification

To verify if the Diameter endpoint on the Gx or Gy interface is configured, use the following show
running-config profile diameter-endpoint command:

[smf] smf# show running-config profile diameter-endpoint
profile diameter-endpoint gx
internal-vip 209.165.200.234
name gxProfl
internal-vip ip address
route-failure deadtime 600
recovery-threshold 16
percent 90
result-code rcl
exit

Bounded Peer

Feature Description

A peer with which the last Credit Control Request - Initial (CCR-I) or Credit Control Request - Update
(CCR-U) interaction happened is considered as the bounded peer. Based on current request processing, the
Diameter endpoint communicates to the service for the primary host or secondary host and the bounded peer.
Then, the service communicates to the Diameter endpoint for the primary host or secondary host and the
bounded peer that is to be used for the request processing.

Matching of route for the bounded peer takes the highest precedence for sending the subsequent CCR-U or
Credit Control Request - Terminate (CCR-T) message. If the route list of a host has an active entry and the
peer matches with the bounded peer, then the route entry takes the highest precedence for the request processing.

How it Works

This section describes how the bounded peer works.

* The details on the primary and secondary host and the bounded peer are included in the request from the
service. Similarly, these details are included in the response to the service.
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« If the route list of a host has one or more active entries and the peer matches with the bounded peer, then
the route entries take priority for request processing.

* The bounded peer, which is specified in the request or response, is always associated with the primary
host and realm.

Failure Handling

Feature Description

Failure handling is managed by configuring the failure handling profiles for the Diameter messages and
failures. With this configuration, the behavior of a Diameter pod is determined in failure scenarios. You can
configure any number of failure handling profiles.

After configuring the failure handling profiles, associate them with a specific Diameter client profile. If you
don't associate a configured failure handling profile with a Diameter client profile, then a default failure profile
is considered.

How it Works

Failure handling works in the following way:
» If there is a failure, the Diameter endpoint fetches the applicable failure handling profile.

* [f the failure handling profiles are not defined or if a profile is defined with no message and failure type
that should match the failed request, then the default failure handling is applied. The default failure
handling is no retry with the action terminate and subaction as with-term-req, which implies with no
termination request.

» Diameter endpoint reattempts request with the alternate peers or routes until the request is successful or
the reattempt the reaches the configured retry count as specified by applicable failure handling profile.

* Routes are selected in the round robin method from the ordered routes list of each host. For example, on
failure for route of host1, the next route in the list of routes of host2 is used for retrying. During retries,
if the route list of one of the hosts exhausts, then the remaining route of other hosts is used for retries.

* During retries if an already tried route is found, then the route is skipped.

« If the applicable peer or route count is lower than the retry count, then remaining retries are discarded
after all the applicable peers or routes are attempted.

* Retry count, which is determined during the first failure after the request is sent out, is used. If there is
a failure during retries and that failure corresponds to a different failure handling profile with a different
retry count, then also Diameter endpoint continues with the retry count that is determined during the first
failure.

* Retry counting starts only after a minimum of one request is sent. Failure before the retry count is not
considered.

* Even after all the reattempts or all peers or routes reattempts, if the request is not successful, then the
Diameter endpoint send the action and subaction as part of response to the service.
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* Action and subaction applicable for the most recent failure is used in the response.

* No additional handling is done on the Diameter endpoint for any action or subaction because action for
those are taken on the service side as follows:

Action

« continue: Continue with the session

» terminate: Terminate the session. This action is the default action.

Subaction

« discard-traffic: Block or discard the data traffic. This subaction is associated with action with the
continue . action and is applicable only for the Gy interface.

+ local-fallback: Apply local policies. This subaction is associated with the continue action.

* none: No action. This subaction is associated with the Associated with continue action and is
applicable only for the Gy interface. none is the default option for the Gy calls for the continue
action.

* retry-server-on-event: Reconnect to server on credit control update requests. This subaction is
associated with the continue action and is applicable only for the Gx interface.

« send-ccrt-on-call-termination: Send CCR-T request to PCRF for credit control update request
failure. This subaction is associated with the continue action and is applicable only for the Gx
interface. send-ccrt-on-call-termination is the default option for Gx calls for continue action.

* with-term-req: Terminate the session by sending the termination request (CCR-T). This subaction
is associated with the terminate action and is applicable only for the Gx interface. with-term-req
is the default option for the Gx calls for terminate action.

Configuring Failure Handling

Configuration of failure handling includes the following steps:
1. Configuring Failure Handling Profile, on page 114

2. Associating the failure handling profile to the Diameter client profile. To configure the Diameter client
profile, see the Configuring Diameter Client Profile, on page 95 procedure.

Configuring Failure Handling Profile
To configure a failure handling profile, use the following sample configuration:

config
profile failure-handling failure handling profile name
interface diameter
message [ any | credit-control-initial | credit-control-terminate
| credit-control-update ]
failure-type [ any | local-error | result-code {result-code-value
| result-code-range-start-value | result-code-range-end-value |
comma-separated-result-code-value-or-range } | experimental-result-code
experimental-result-code-value | experimental-result-code-start-value |
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experimental-result-code-end-value |
comma-separated-experimental-result-code-value-or-range

}experimental-result-code-value | experimental-result-code-start-value |
experimental-result-code-end-value | comma-separated-experimental-result-code-value-or-range

1
retry count
action [ continue discard-traffic | local-fallback | retry-server-on-event
| send-ccrt-on-call-termination | terminate with-term-request | without-term-request ]
exit
NOTES:

« profile failure-handling failure_handling_profile_name: Specify a name for the failure handling profile.
« interface diameter: Specify the failure handling profile for the Diameter interface.

» message [ any | credit-control-initial | credit-control-terminate | credit-control-update ]: Choose a
message value from the available options. This is a mandatory parameter.

« failure-type [ any | local-error | result-code {result-code-value | result-code-range-start-value |
result-code-range-end-value | comma-separated-result-code-value-or-range | experimental-result-code
experimental-result-code-value | experimental-result-code-start-value |
experimental-result-code-end-value | comma-separated-experimental-result-code-value-or-range
}experimental-result-code-value | experimental-result-code-start-value |
experimental-result-code-end-value | comma-separated-experimental-result-code-value-or-range ]:
Specify a Diameter failure type for which an action must be taken. Choose a failure type value from the
available options. This is a mandatory parameter.

\)

Note  You can configure multiple failure types.

* retry count: Specify the number of alternate peers or routes to retry on receiving a failure response. The
default value is zero.

« action [ continue discard-traffic | local-fallback | retry-server-on-event | send-ccrt-on-call-termination
| terminate with-term-request | without-term-request ]: Choose an action value as continue or terminate
. Choose subactions of the selected action from the available options, as required.
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\}

Note To clear a subaction or reset a subaction of continue or terminate action to
default, perform the following steps before saving the configuration:

1. no profile failure—handling failure-handling-profile-name

interface diameter messagediameter-message
failure-typerailure name result-code result code
actionaction name sub action
exit

2. profile failure—handling failure-handling-profile-name
interface diameter messagediameter message
failure-typerailure name result-code result code
actionaction name
exit

Configuration Example

The following is an example configuration of the failure handling.

profile failure-handling fhl
interface diameter
message credit-control-initial
failure-type any
retry 2
action terminate with-term-req
exit
failure-type local-error
retry 3
action continue local-fallback
exit
failure-type result-code 3000
retry 2
action continue discard-traffic
exit
exit
failure-type result-code 4000
action continue retry-server-on-event
exit
exit
failure-type result-code 4001-4010
action continue send-ccrt-on-call-termination
exit
exit
failure-type result-code 4011-4020,4025,4030-4040
action terminate without-term-req
exit
exit
failure-type exp-result-code 5000
action terminate with-term-req
exit
exit
failure-type exp-result-code 5010-5015
action terminate
exit
exit
exit

. Ultra Cloud Core 5G Session Management Function, Release 2024.01 - Configuration and Administration Guide

Diameter Endpoint |



| Diameter Endpoint
Configuration Verification .

message credit-control-terminate
failure-type any
retry 2
action terminate
failure-type local-error
action continue retry-server-on-event
exit
exit

message credit-control-update
failure-type any
action continue send-ccrt-on-call-termination
exit
failure-type local-error
action continue discard-traffic
exit
exit

message any
failure-type any
action continue discard-traffic
exit
failure-type local-error
action continue
exit
exit
exit
exit

profile failure-handling fh2
interface diameter
message credit-control-update
failure-type any
retry 2
action continue
exit
failure-type local-error
action terminate without-term-req
exit
exit
exit
exit

Configuration Verification

To verify if the failure handling is configured, use the following show running-config profile diameter-client
command:

show running-config profile diameter-client
profile diameter-client dc2
endpoint gyProfl
failure-handling-profile FH1
exit
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Bulk Statistics Support

The SMF maintains the following metrics as part of the Diameter endpoint.

diameter_request_message_total

Description: Indicate the count of diameter requests processed by diameter endpoint.

)

Note * The peer_address counter is empty for inbound requests and depending on the point of failure, this counter
can be empty for the outbound requests.

* The retry counter is always logged as zero for IPC timeout.
* The transaction_type counter is hard-coded to "origin".

* The endpoint_name counter is empty for inbound requests and depending on the point of failure, this
counter can empty for outbound requests.

Metrics Type: Counter
Default Level: MetricsVerboseLevelProduction
Label Details:
* interface: gx, gy
* message_name: ccri, ccru, ccrt, rar, asr peer_address
» status: attempted, peer_down, err_cfg, err_maxout, timeout_ipc, err_ipc, err_unmarshal
* retry: retry count gr_instance transcation_type
« endpoint_name: name of endpoint profile used during processing

» message_direction: inbound, outbound

Label Production:

* interface
* message _name

* peer_address status

Label Debug:
* retry

* gr_instance

* transaction_type
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Label Trace:
* endpoint_name

» message direction

diameter_response_message_total

Description: Indicate the count of diameter responses that the Diameter endpoint processes.

\}

Note * The peer address counter is empty for inbound requests and depending on the point of failure, this counter
can be empty for the outbound requests.

* The result_code counter is logged as " " for outbound responses, local failure, response timeout, and IPC
timeout.

* The action or subaction counter is empty for outbound responses and "success" responses.

* The endpoint_name counter is empty for inbound requests and depending on the point of failure, this
counter can empty for outbound requests.

Metrics Type: Counter
Default Level: MetricsVerboseLevelProduction
Label Details:
* interface: gx, gy
* message_name: ccai, ccau, ccat, raa, asa
* peer_address

» status: success, err_cfg, err_maxout, err_send, timeout_res, timeout_ipc, err_ipc, err_unmarshal, err_rc,
err_exp_rc

* result_code: result-code or experimental-result-code that the Diameter node encountered during the
response processing

« action: continue, terminate

* subaction: discard-traffic, local-fallback, retry-server-on-event, send-ccrt-on-call-termination,
with-term-req, without-term-req

« endpoint_name: name of endpoint profile used during processing
* gr_instance

» message_direction: inbound, outbound

Label Production:

* interface
* message name

* peer_address status
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* status

* result code

Label Debug:

* action

* subaction

* gr _instance
Label Trace:

* endpoint_name

» message _direction

diameter_response_message_seconds_total

Description: Indicate the cumulative response time in seconds of diameter requests that the Diameter endpoint

processes.
)
Note * The peer_address counter is empty for inbound requests and depending on the point of failure, this counter

can be empty for the outbound requests.

* The result_code counter is logged as " for outbound responses, local failure, response timeout, and IPC
timeout.

* The action or subaction counter is empty for outbound responses and "success" responses.

* The endpoint_name counter is empty for inbound requests and depending on the point of failure, this
counter can empty for outbound requests.

« This counter is not incremented for local failure or IPC timeout.

Default Level: MetricsVerboseLevelProduction
Label Details:
* interface: gx, gy
* message_name: ccai, ccau, ccat, raa, asa
* peer_address

» status: success, err_cfg, err_maxout, err_send, timeout_res, timeout_ipc, err_ipc, err_unmarshal, err_rc,
err_exp_rc

* result_code: result-code or experimental-result-code that the Diameter node encountered during the
response processing

« action: continue, terminate

* subaction: discard-traffic, local-fallback, retry-server-on-event, send-ccrt-on-call-termination,
with-term-req, without-term-req
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e gr_instance
* endpoint_name: name of endpoint profile used during processing

» message_direction: inbound, outbound

Label Production:
* message name
* origin_host
* origin_realm
* disconnect_cause

* result_code

Label Debug:

* action

* subaction

* gr_instance
Label Trace:

* endpoint_name

» message_direction

diam_base_msg_total

Description: Indicate the count of diameter base message requests that the Diameter endpoint processes.

)

Note * The DPR counter is supported only for the DPR that is received from a peer.

* The result_code counter is logged as 5012 if the DPR received has the mandatory AVP missing or if
origin-host and origin-realm in DPR does not match with destination-host and destination-realm in
connection details.

Metrics Type: Counter
Default Level: MetricsVerboseLevelProduction
Label Details:

* message_name: DPR

* origin_host

* origin_realm

« disconnect_cause: REBOOTING, BUSY, DO NOT WANT TO TALK TO YOU
* result_code: 2001, 5012
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e gr_instance

Label Production:
* message name
* origin_host
* origin_realm
* disconnect_cause

* result_code

Label Debug:

* gr_instance
Label Trace:
* endpoint_name

» message_direction

diam_base_msg_seconds_total

Description: Indicate the cumulative response time in seconds of diameter base message requests that the
Diameter endpoint processes.

\)

Note * The DPR counter is supported only for the DPR that is received from a peer.

* The result_code counter is logged as 5012 if the DPR received has the mandatory AVP missing or if
origin-host and origin-realm in DPR does not match with destination-host and destination-realm in
connection details.

Default Level: MetricsVerboseLevelProduction
Label Details:
* message_name: DPR
* origin_host
* origin_realm
» disconnect_cause: REBOOTING, BUSY, DO NOT WANT TO TALK TO YOU
* result_code: 2001, 5012

e gr_instance

Label Production:

* interface

* message nhame
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* diameter_dictionary_type
* status

» unknown_avp

Label Debug:

* gr_instance

diameter_encode_message_total

Bulk Statistics Support .

Description: Indicate the count of diameter base message requests that the Diameter endpoint processes.

\)

Note * The DPR counter is supported only for the DPR that is received from a peer.

* The result_code counter is logged as 5012 if the DPR received has the mandatory AVP missing or if
origin-host and origin-realm in DPR does not match with destination-host and destination-realm in

connection details.

Metrics Type: Counter

Default Level: MetricsVerboseLevelProduction

Label Details:

* interface: gx, gy, ""

* message_name: ccri, ccru, ccrt, raa, asa

* endpoint_name: name of endpoint profile used during processing

« dict_name
» status: success, failure, partial
 unknown_avp: 0, 1

* gr_instance

Label Production:

* interface

* message name

* diameter_dictionary_type
* status

» unknown_avp

Label Debug:

* status_code

* gr_instance
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diameter_decode_message_total

Description: Indicate the count of decoding that the Diameter endpoint performed.

\)

Note * The interface is empty for unsupported interface or command code.

» The message name counter is empty for the unsupported interface or command code

* The dict_name counter is empty when default dictionary is used. Else, this counter indicates the name
of dictionary that is used for an operation.

* The status counter is logged as failure only for the unsupported interface or command code. This counter
is logged as partial if an issue that is seen during the encoding is ignored. For example, an unknown
AVP.

* The unknown_avp counter indicates if any unknown AVPs are found during encoding, where zero
indicates not found and 1 indicates found.

Metrics Type: Counter
Default Level: MetricsVerboseLevelProduction
Label Details:
« interface: gx, gy, ""
* message_name: ccai, ccau, ccat, rar, asr
« endpoint_name: name of endpoint profile used during processing
« dict_name
* status: success, failure, partial
* unknown_avp: 0, 1
e gr_instance
Label Production:
* interface
* message name
* diameter_dictionary_type
* status

* unknown_avp

Label Debug:

* status_code
* result_code

* gr_instance
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Label Trace:

* endpoint_name

diameter_pod_status

Description: Indicate the pod status as active or standby.

)

Note * Value 1 indicates the status as active and zero indicates the status as standby.

* The VIP counter is not used to determine the pod status when a Diameter pod is running in server mode.
In this case, VIP is empty in the server mode.

Metrics Type: Gauge
Default Level: MetricsVerboseLevelProduction
Label Details:

* vip: VIP used for determining pod status

Label Production:

* vip

Label Debug:

* gr_instance

Label Trace:

* endpoint_name

dispatch_error_total
Description: Indicate the count of inbound requests that had error or timeout during dispatch to service.
Metrics Type: Counter
Default Level: Metrics VerboseLevelProduction
Label Details:
» application
« command_code
e error_code

e gr_instance

Label Production:
* application

* command_code
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* error_code

Label Debug:

* gr_instance

dispatch_error_seconds_total

Description: Indicate the cumulative time in seconds spent during dispatching of inbound requests to service
that had error or timeout.

Default Level: MetricsVerboseLevelProduction
Label Details:

« application

« command_code

* error_code

e gr_instance

Label Production:
* application
» command_code

* error_code

Label Debug:

* gr_instance

policy_engine_message_total
Description: Indicate the count of messages that are sent to service for which response is received.
Metrics Type: Counter
Default Level: MetricsVerboseLevelProduction
Label Details:
- application
« command_code

e gr_instance

Label Production:
* application
» command_code

Label Debug:

* gr_instance
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policy_engine_message_seconds_total
Description: Indicate the cumulative time in seconds spent during processing of a message sent to service.
Default Level: MetricsVerboseLevelProduction
Label Details:
« application
» command_code
* gr_instance
Label Production:
* application
» command_code

Label Debug:

* gr_instance

Troubleshooting Information

Monitor Protocol and Monitor Subscriber

Feature Description

SMEF supports the SUPI and IMSI subscriber key for the Monitor Protocol and Monitor Subscriber functionality
for the Diameter messages. Use the Monitor Protocol to add the interface type as Diameter.

Monitor Subscriber

Using the CLI commands, you can view the messages for a specific subscriber or a set of subscribers. For
interworking, use the NF service as SMF.

Monitor Protocol

For the Diameter interface, SMF uses the Monitor Protocol for packets.

)

Note For the Diameter client, the monitor protocol doesn’t work until you connect a minimum of one peer to the
leader pod.

How it Works

You can configure the Monitor Subscriber and Monitor Protocol feature through the CLI commands in the
Ops Center.
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Configuring the Monitor Subscriber and Monitor Protocol Support

This section describes how to configure the Monitor Subscriber and Monitor Protocol support.

Monitoring the Subscriber Session
To monitor the subscriber in the SMF, use the following CLI command:

monitor subscriber [ capture-duration duration | dump filename file name |
gr-instance gr instance id | imei imei id | imsi imsi value | internal-messages

[ yes ] | list file 1ist | nf-service [ sgw | smf ] | supi supi id |
transaction-logs [ yes | no ] ]
NOTES:

» capture-duration duration: Specify the duration in seconds during which a monitor subscriber is enabled.
The default value is 300 seconds (5 minutes). This is an optional parameter.

 dump filename file_name: Specify the file name to view the sorted file on the SMF Ops Center.

» gr-instance gr_instance_id: Specify the GR instance ID. The instance ID 1 denotes the local instance
ID.

« imei imei_id: Specify the subscriber IMEI. For example: 123456789012345, *
« imsi imsi_value: Specify the subscriber IMSI. For example: 123456789, *

« internal-messages [ yes | no ]: Enable or disable viewing the internal messages. By default, yes option
is disabled. This is an optional parameter.

* nf-service [ sgw | smf ] : Enable the specified NF service. By default, nf-service is set to none. This is
a mandatory parameter.

|

Important  The nf-service keyword replaces the namespace keyword in Release 2021.02
and beyond.

* supi supi_id: Specify the subscriber identifier. For example: imsi-123456789, imsi-123*

* transaction-logs [ yes | no ]: Enable transaction logs when set to yes. By default, this parameter is
disabled. This is an optional parameter.

To view the transaction history logs, use the dump transactionhistory command.

N

Note The most recent transaction logs are stored in a circular queue of size 1024
transaction logs.

Monitoring the Diameter Interface Protocol
To monitor the Diameter interface protocol on the SMF, use the following CLI command:

monitor protocol interface diameter [ capture-duration duration | gr-instance
gr_instance id | pcap yes gr-instance gr instance id ]
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NOTES:
« interface diameter : Specify the interface name as Diameter.

» capture-duration duration: Specify the duration in seconds during which pcap is captured. The default
is 300 seconds (5 minutes).

« gr-instance gr_instance_id: Specify the GR instance ID. The instance ID 1 denotes the local instance
ID.

* pcap yes gr-instance gr_instance_id: Configure this option to enable PCAP file generation. By default,
this option is disabled.

Debugging Data Collection

While debugging issues with the Diameter, use the output of the following commands through the Ops Center:
» kubectl get pods -n namespace
« kubectl get statefulsets -n namespace
* kubectl get cm -n namespace
« kubectl get service -n namespace
* helm list

« show full-configuration or show running-configuration
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DSCP Marking

* Feature Summary and Revision History, on page 131

* Feature Description, on page 131

* DSCP Marking for Data Packets, on page 132

* DSCP Marking for Control Plane Signaling, on page 134

Feature Summary and Revision History

Summary Data

Applicable Product(s) or Functional Area SMF

Applicable Platform(s) SMI

Feature Default Setting Disabled — Configuration Required
Related Changes in this Release Not Applicable

Related Documentation Not Applicable

Revision History

Revision Details Release

Provided support for DSCP marking of control plane | 2021.01.0
signaling messages

First introduced. Pre-2020.02.0

Feature Description

The SMF supports a mechanism for Differentiated Services Code Point (DSCP) marking of user plane data
packets and control plane signaling messages.
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The DSCP Marking feature enables the SMF to perform traffic classification and prioritization to provide the
appropriate quality of service (QoS) treatment. DSCP is a significant bit in the DiffServ field.

This feature uses CLI commands to configure DSCP parameters for both signaling messages and data packets.
For configuration details, see the Configuring SQI-QoS Mapping, on page 132 and Configuring DSCP Marking
for Control Plane Signaling, on page 136 sections in this chapter.

\)

Note This feature is also applicable on 4G calls with legacy interfaces.

DSCP Marking for Data Packets

Feature Description

DSCP Marking supports granular configuration. For Interactive Traffic Class (ITC), the SMF supports per-APN
configurable DSCP marking for Uplink and Downlink direction that is based on 5QI and ARP-Priority level.
This support allows the users to assign different DSCP values for flows with the same 5QI but different ARP
priority values. For example, the ability to assign DSCP values that are based on SQI+ARP can be used to
meet compliance on priority and emergency calling via VOLTE.

DSCP Marking is a CLI-controlled feature, which enables to create and map 5QI and ARP values to enforceable
QoS parameters.

The SMF sends the configured DSCP value to the UPF. Then, the UPF applies the DSCP marking on the
uplink and downlink packets based on the 5QI and ARP.

How the DSCP Marking Works for Data Packets

This section describes how the DSCP marking can be performed for the data packets.
Allocation of different DSCP values for flows with the same 5QI, but different ARP values, works as follows:
* Allows DSCP marking of packets based on 5QI and ARP combination.

* 5QI and ARP configuration overrides any pre-entry of DSCP marking of packets that was based on 5QI
and ARP combination.

* 5QI-only DSCP entry overrides all the existing 5QI and ARP configuration.
* Allows implementation of associated DSCP marking for 5QI and ARP for uplink and downlink traffic.

Configuring 5Q1-QoS Mapping
Use the following sample configuration to create and map 5QI values to enforceable QoS parameters.
config
profile gos gos profile name

dscp-map gi5 gos id
arp-priority-level arp value uplink user-datagram dscp-marking
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dscp marking value
arp-priority-level arp value downlink { encsp-header { copy-inner |
dscp-marking dscp marking value } | user-datagram dscp-marking dscp marking value

b}

commit
NOTES:

* dscp-map qi5 qos_id: Specify the ID for the authorized QoS parameters. qos_id must be an integer in
the range of 1-255.

)

Note If the DSCP configuration is unavailable at the QoS flow level but available at
the QoS profile level, then DSCP configuration is used from the QoS profile
level.

« arp-priority-level arp_value uplink user-datagram dscp-marking dscp_marking_value: Configure
the ARP priority level and then set the DSCP value in the inner IP header in uplink direction. This DSCP
value is applied to the packets with the configured 5QI value.

arp_value must be an integer in the range of 1-255.

dscp_marking_value must be a hexadecimal number from 0x00 through 0x3F.

* arp-priority-level arp_value downlink { encsp-header { copy-inner | dscp-marking
dscp_marking_value } | user-datagram dscp-marking dscp_marking_value } }: Configure the ARP
priority level and then set the DSCP value to be applied to encapsulation header or user datagram.

If encsp-header is configured, set the DSCP in the outer-ip header in downlink direction or copy the
DSCP value from inner IP header to the outer IP header.

If user-datagram is configured, set the DSCP in the inner IP header in downlink direction.
arp_value must be an integer in the range of 1-255.

dscp_marking_value must be a hexadecimal number from 0x00 through 0x3F.

The following is an example configuration.

profile gos test
dscp-map gi5 1 downlink encaps-header copy-inner
dscp-map gi5 1 downlink encaps-header dscp-marking 0x3b
dscp-map gi5 2 downlink user-datagram dscp-marking 0x3b
dscp-map gi5 3 downlink user-datagram dscp-marking Ox3b encaps-header copy-inner
dscp-map gi5 4 downlink user-datagram dscp-marking Ox3b encaps-header dscp-marking 0x3f
dscp-map gi5 2 uplink user-datagram dscp-marking 0x3b

dscp-map gi5 1 arp-priority-level 1 downlink encaps-header copy-inner

dscp-map gi5 2 arp-priority-level 2 downlink encaps-header dscp-marking 0x3b

dscp-map gi5 4 arp-priority-level 3 downlink user-datagram dscp-marking 0x3b

dscp-map gib5 2 arp-priority-level 4 downlink user-datagram dscp-marking 0x3b encaps-header
copy-inner

dscp-map gib5 4 arp-priority-level 5 downlink user-datagram dscp-marking 0x3b encaps-header
dscp-marking 0x3f

dscp-map gi5 4 arp-priority-level 5 uplink user-datagram dscp-marking 0x3b
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Verifying DSCP Configuration for UP Packets

This section describes how to verify the DSCP Marking feature configuration for the UP packets.
Use the show running-config profile gos command to verify the DSCP configuration for UP packets.

The following is an example output of the show running-config profile qos command.

smf# show running-config profile gos
profile gos abc

ambr ul "250 Kbps"

ambr dl "500 Kbps"

gib 7

arp priority-level 14

arp preempt-cap NOT_PREEMPT

arp preempt-vuln PREEMPTABLE

priority 120

max data-burst 2000
exit
profile gos gos_ 1

dscp-map gi5 1 arp-priority-level 5 uplink user-datagram dscp-marking Oxle

dscp-map gi5 1 arp-priority-level 5 downlink user-datagram dscp-marking 0x22 encsp-header
copy-inner

dscp-map 9i5 2 arp-priority-level 6 uplink user-datagram dscp-marking O0x3e

dscp-map 9i5 2 arp-priority-level 6 downlink user-datagram dscp-marking 0x23 encsp-header
copy-inner

dscp-map 9i5 3 arp-priority-level 12 uplink user-datagram dscp-marking 0x2f

dscp-map gib5 3 arp-priority-level 12 downlink user-datagram dscp-marking 0x14 encsp-header
copy-inner

dscp-map gi5 6 downlink encsp-header copy-inner

dscp-map gi5 7 downlink encsp-header dscp-marking 0x01

exit

DSCP Marking for Control Plane Signaling

Feature Description

The SMF supports marking of DSCP values to control packets as per the configuration at the interface.

)

Note The current implementation of DSCP marking supports only per interface and protocol endpoint. Also, the
customers should be aware of the DSCP code value range and its denoted priority.

How the DSCP Marking Works for Control Signaling

The SMF marks the ingress and egress packets after the QoS classification. The protocol endpoints provide
the DSCP values at the time of registering the endpoint and interface.

The SMF uses the dscp command in the endpoint and interface configuration to define the DSCP values.

The following table lists the commonly used DSCP values as described in RFC 2475.
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Limitations

Limitations [

Table 30: Commonly Used DSCP Values

DSCP Value Decimal Value Meaning Drop Probability Equivalent IP

Precedence Value
101 110 46 High Priority — 101 - Critical
Expedited
Forwarding (EF)

000 000 0 Best Effort — 000 - Routine

001 010 10 AF11 Low 001 - Priority

001 100 12 AF12 Medium 001 - Priority

001 110 14 AF13 High 001 - Priority
010010 18 AF21 Low 010 - Immediate
010 100 20 AF22 Medium 010 - Immediate
010 110 22 AF23 High 010 - Immediate
011 010 26 AF31 Low 011 - Flash

011 100 28 AF32 Medium 011 - Flash

011 110 30 AF33 High 011 - Flash

100010 34 AF41 Low 100 - Flash Override
100 100 36 AF42 Medium 100 - Flash Override
100 110 38 AF43 High 100 - Flash Override
001 000 8 CS1 1

010 000 16 CS2 2

011 000 24 CS3 3

100 000 32 CS4 4

101 000 40 CS5 5

110 000 48 CS6 6

111 000 56 CS7 7

000 000 0 Default

101 110 46 EF

The DSCP Marking feature has the following limitation:
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» The DSCP Marking is per interface basis and not per peer or session.

Configuring DSCP Marking for Control Plane Signaling

This section describes how to configure the DSCP Marking feature for CP signaling messages.
Configuring the DSCP Marking feature involves the following steps:

* Configuring DSCP Marking per Endpoint, on page 136

* Configuring DSCP Marking per Interface, on page 136

Configuring DSCP Marking per Endpoint

Use the following sample configuration to configure the DSCP values at the endpoint level.

config
instance instance-id gr instance id
endpoint { gtp | 1i | protocol | radius | sbi }
dscp dscp value
commit

NOTES:

» The DSCP Marking configuration is applicable only to the following endpoints:
* protocol
* sbi
* gtp
* radius
o li

« dscp dscp_value: Specify the DSCP value for the control plane signaling messages. dscp_value must be

a hexadecimal number from 0x00 through 0x3F or a decimal value ranging from 0 through 63.

» The DSCP Marking feature supports dynamic change of the configuration.

Configuring DSCP Marking per Interface

Use the following sample configuration to configure the DSCP values at the interface level.

config
instance instance-id gr instance id
endpoint { gtp | 1i | protocol | radius | sbi }
interface { coa-nas | gtpu | n4 | n7 | nl10 | nll | nl6 | n40 |
nrf | radius-client | s2b | s5 | s8 | upf-rcm-conn | upf-rcm-reg }
dscp dscp value
commit

NOTES:
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* The DSCP marking configuration is applicable to all the interfaces defined within the configured endpoints.

» dscp dscp_value: Configures the DSCP value for the control plane signaling messages. dscp_value must
be a hexadecimal number from 0x00 through 0x3F or a decimal value ranging from 0 through 63.

» The DSCP Marking feature supports dynamic change of the configuration.

* The Service-based Interface (SBI) configuration applies to all the interfaces. If a specific interface
configuration is present, it overrides the DSCP values.

* For the interfaces to work properly, it is mandatory to configure vip-ip, vip-port, and loopbackPort at
each interface level.

Verifying DSCP Configuration for CP Signaling Messages
This section describes how to verify the DSCP Marking feature configuration for the CP signaling messages.

Use the show running-config instance instance-id gr_instance_id endpoint command to verify the DSCP
configuration for control packets.

The following is an example output of the show running-config instance instance-id 1 endpoint command.

smf# show running-config instance instance-id 1 endpoint
instance instance-id 1
endpoint sbi
replicas 2
nodes 1
dscp 24
vip-ip 209.165.200.230
interface nrf
loopbackPort 9050
vip-ip 209.165.200.236 vip-port 8090
dscp 24
exit
exit
exit

OAM Support for DSCP Marking

Monitoring Support

The SMF uses the monitor protocol and monitor subscriber commands to view the configured DSCP value.
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Dynamic Routing by Using BGP

* Feature Summary and Revision History, on page 139

* Feature Description, on page 140

* How it Works, on page 140

* Configuring Dynamic Routing Using BGP, on page 147
* Monitoring and Troubleshooting, on page 150

Feature Summary and Revision History

Summary Data

Table 31: Summary Data

Applicable Product(s) or Functional Area SMF

Applicable Platform(s) SMI

Default Setting Disabled — Configuration required to enable
Related Changes in this Release Not Applicable

Related Documentation Not Applicable

Revision History

Table 32: Revision History

Revision Details Release

First introduced. 2021.02.0
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