afran]n
CISCO.

]
g
z
g
-
=
N
g
(-1
]
%

Cisco Ultra Cloud Serving Gateway Control Plane Function, Release
2023.03 - Configuration and Administration Guide

First Published: 2023-07-28
Last Modified: 2023-07-25

Americas Headquarters
Cisco Systems, Inc.
170 West Tasman Drive
San Jose, CA 95134-1706
USA
http://www.cisco.com
Tel: 408 526-4000
800 553-NETS (6387)
Fax: 408 527-0883



THE SPECIFICATIONS AND INFORMATION REGARDING THE PRODUCTS IN THIS MANUAL ARE SUBJECT TO CHANGE WITHOUT NOTICE. ALL STATEMENTS,
INFORMATION, AND RECOMMENDATIONS IN THIS MANUAL ARE BELIEVED TO BE ACCURATE BUT ARE PRESENTED WITHOUT WARRANTY OF ANY KIND,
EXPRESS OR IMPLIED. USERS MUST TAKE FULL RESPONSIBILITY FOR THEIR APPLICATION OF ANY PRODUCTS.

THE SOFTWARE LICENSE AND LIMITED WARRANTY FOR THE ACCOMPANYING PRODUCT ARE SET FORTH IN THE INFORMATION PACKET THAT SHIPPED WITH
THE PRODUCT AND ARE INCORPORATED HEREIN BY THIS REFERENCE. IF YOU ARE UNABLE TO LOCATE THE SOFTWARE LICENSE OR LIMITED WARRANTY,
CONTACT YOUR CISCO REPRESENTATIVE FOR A COPY.

The Cisco implementation of TCP header compression is an adaptation of a program developed by the University of California, Berkeley (UCB) as part of UCB's public domain version of
the UNIX operating system. All rights reserved. Copyright © 1981, Regents of the University of California.

NOTWITHSTANDING ANY OTHER WARRANTY HEREIN, ALL DOCUMENT FILES AND SOFTWARE OF THESE SUPPLIERS ARE PROVIDED “AS IS" WITH ALL FAULTS.
CISCO AND THE ABOVE-NAMED SUPPLIERS DISCLAIM ALL WARRANTIES, EXPRESSED OR IMPLIED, INCLUDING, WITHOUT LIMITATION, THOSE OF
MERCHANTABILITY, FITNESS FOR A PARTICULAR PURPOSE AND NONINFRINGEMENT OR ARISING FROM A COURSE OF DEALING, USAGE, OR TRADE PRACTICE.

IN' NO EVENT SHALL CISCO OR ITS SUPPLIERS BE LIABLE FOR ANY INDIRECT, SPECIAL, CONSEQUENTIAL, OR INCIDENTAL DAMAGES, INCLUDING, WITHOUT
LIMITATION, LOST PROFITS OR LOSS OR DAMAGE TO DATA ARISING OUT OF THE USE OR INABILITY TO USE THIS MANUAL, EVEN IF CISCO OR ITS SUPPLIERS
HAVE BEEN ADVISED OF THE POSSIBILITY OF SUCH DAMAGES.

Any Internet Protocol (IP) addresses and phone numbers used in this document are not intended to be actual addresses and phone numbers. Any examples, command display output, network
topology diagrams, and other figures included in the document are shown for illustrative purposes only. Any use of actual IP addresses or phone numbers in illustrative content is unintentional
and coincidental.

All printed copies and duplicate soft copies of this document are considered uncontrolled. See the current online version for the latest version.
Cisco has more than 200 offices worldwide. Addresses and phone numbers are listed on the Cisco website at www.cisco.com/go/offices.

The documentation set for this product strives to use bias-free language. For purposes of this documentation set, bias-free is defined as language that does not imply discrimination based on
age, disability, gender, racial identity, ethnic identity, sexual orientation, socioeconomic status, and intersectionality. Exceptions may be present in the documentation due to language that
is hardcoded in the user interfaces of the product software, language used based on standards documentation, or language that is used by a referenced third-party product.

Cisco and the Cisco logo are trademarks or registered trademarks of Cisco and/or its affiliates in the U.S. and other countries. To view a list of Cisco trademarks, go to this URL:
https://www.cisco.com/c/en/us/about/legal/trademarks.html. Third-party trademarks mentioned are the property of their respective owners. The use of the word partner does not imply a
partnership relationship between Cisco and any other company. (1721R)

©2023 Cisco Systems, Inc. All rights reserved.


https://www.cisco.com/c/en/us/about/legal/trademarks.html

CONTENTS

PREFACE About this Guide xxxiii

Conventions Used  xxxiii

Contacting Customer Support — xxxiv

CHAPTER 1 5G Architecture 1
Overview 1
Control Plane Network Functions 1
User Plane Network Function 2
Subscriber Microservices Infrastructure Architecture 2

Control Plane Network Function Architecture 4

CHAPTER 2 cnSGW-C Overview 7

Product Description 7

Converged Core Overview 7

Use Cases 8

Deployment Architecture and Interfaces 12
cnSGW-C Architecture 12
cnSGW-C Deployment 13
Converged Core Architecture 14
Converged Core Deployment 15
Supported Interfaces 16

Life Cycle of Data Packet 16

License Information 17

Standards Compliance 17

CHAPTER 3 Deploying and Configuring cnSGW-C through Operations Center 19

Cisco Ultra Cloud Serving Gateway Control Plane Function, Release 2023.03 - Configuration and Administration Guide .



. Contents

Feature Summary and Revision History 19
Summary Data 19
Revision History 19
Feature Description 20
cnSGW-C Ops Center 20
Prerequisites 20
cnSGW-C Service Configuration 21
Mapping Pods with Node Labels 21
Deploying and Accessing cnSGW-C 22
Deploying cnSGW-C 22
Accessing the cnSGW-C Ops Center 22
Day 0 Configuration 22
Loading Day 1 Configuration 25
Daylconfig.cli 25

CHAPTER 4 Smart Licensing Support 43
Feature Summary and Revision History 43
Summary Data 43
Revision History 43
Smart Software Licensing 44
Cisco Software Central 44
Smart Accounts and Virtual Accounts 44
Requesting a Cisco Smart Account 44
cnSGW-C Smart Licensing 45
Software Tags and Entitlement Tags 45
Multiple Entitlement Tags 46
Feature Description 46
How it Works 46
Sample Configuration 47
Configuration Checks 48
Troubleshooting 49
Configuring Smart Licensing 49
Users with Access to Cisco Software Central 49

Users without Access to Cisco Software Central 53

. Cisco Ultra Cloud Serving Gateway Control Plane Function, Release 2023.03 - Configuration and Administration Guide



Contents .

Viewing the Smart Licensing information 57

CHAPTER 5 cnSGW-C Rolling Software Update 59
Feature Summary and Revision History 59
Summary Data 59
Revision History 59
Introduction 59
Updating cnSGW-C 60
Rolling Software Update Using the SMI Cluster Manager 61
Prerequisites 62
Triggering the Rolling Software Upgrade 66
Monitoring the Update Procedure 67
Viewing the Pod Details 68
Rolling Software Update on Non-SMI Cluster 70

CHAPTER 6 Pods and Services Reference 73
Feature Summary and Revision History 73
Summary Data 73
Revision History 73
Feature Description 73
Pods 74
UDP Proxy Pod 176
Feature Description 76
Services 78
Open Ports and Services 79
Associating Pods to the Nodes 81
Viewing the Pod Details and Status 82
Pod Details 82

States 82

CHAPTER 7 3GPP RAN/NAS Cause Codes Support 85
Feature Summary and Revision History 85
Summary Data 85
Revision History 85

Cisco Ultra Cloud Serving Gateway Control Plane Function, Release 2023.03 - Configuration and Administration Guide .



. Contents

Feature Description 85
How it Works 87
Call Flows 87
Create Bearer Procedure Call Flow 87
Update Bearer Procedure Call Flow 88
Delete Bearer Command Procedure Call Flow 89

Delete Session Procedure Call Flow 90

CHAPTER 8 Access Bearer Release Support 93
Feature Summary and Revision History 93
Summary Data 93
Revision History 93
Feature Description 93
How it Works 94
Call Flows 94

Release Access Bearer (Active to IDLE Transaction) Call Flow 94

CHAPTER 9 APN Profile Support 97

Feature Summary and Revision History 97
Summary Data 97
Revision History 97

Feature Description 98

Feature Configuration 98
Configuring DNN Profile 98
Configuring Network Element Profile 98
Configuration Modification Impact 99

Troubleshooting Information 100

Configuration Errors 100

CHAPTER 10 Change Notification Request Handling 101
Feature Summary and Revision History 101
Summary Data 101
Revision History 101

Feature Description 101

. Cisco Ultra Cloud Serving Gateway Control Plane Function, Release 2023.03 - Configuration and Administration Guide



Standards Compliance 102
How it Works 102
Call Flows 102
Change Notification Request Call Flow 102
OAM Support 104
Bulk Statistics Support 104

CHAPTER 11 Clear Subscriber Request 107

Feature Summary and Revision History 107
Summary Data 107
Revision History 107

Feature Description 107
Standards Compliance 108

How it Works 108
Supported Clear Command 109
Call Flows 109

Clear PDN Call Flow 109

CHAPTER 12 Context Replacement Support 113
Feature Summary and Revision History 113
Summary Data 113
Revision History 113
Feature Description 114
How it Works 114
Call Flows 114
Full Context Replacement Call Flow 114
Partial Context Replacement Call Flow 115
OAM Support 119
Bulk Statistics 119

CHAPTER 13 Dedicated Bearer Support 121
Feature Summary and Revision History 121
Summary Data 121
Revision History 121

Contents .

Cisco Ultra Cloud Serving Gateway Control Plane Function, Release 2023.03 - Configuration and Administration Guide .



. Contents

Feature Description 121
Setup and Update Dedicated Bearers 122
Feature Description 122
How it Works 122
Call Flows 122
Delete Dedicated Bearers 129
Feature Description 129
How it Works 129
Call Flows 129

CHAPTER 14 Delete Bearer and Delete Session Request 133
Feature Summary and Revision History 133
Summary Data 133
Revision History 133
Feature Description 133
Delete from MME 134
Delete from PGW 134
Standard Compliance 134
How it Works 134
Call Flows 134

CHAPTER 15 Downlink Data Notification 139
Feature Summary and Revision History 139
Summary Data 139
Revision History 139
Feature Description 140
DDN Message Handling 140
Feature Description 140
How it Works 140
Call Flows 140
Feature Configuration 146
Configuring the DDN Failure Timer 147
Configuring DDN No User Connect Retry Timer 147

Configuration Example 148

. Cisco Ultra Cloud Serving Gateway Control Plane Function, Release 2023.03 - Configuration and Administration Guide



Contents .

Configuration Verification 148
Control Messages Triggered DDN Support 148
Feature Description 148
How it Works 148
Call Flows 148
Feature Configuration 150
Configuration Example 150
Configuration Verification 150
Disabling the DDN Control Procedure 150
DDN Advance Features 150
Feature Description 150
How it Works 151
Call Flows 151
Standards Compliance 157
Feature Configuration 157
Configuration Example 158
OAM Support 158
Bulk Statistics 158

CHAPTER 16 DSCP Marking Support 161

Feature Summary and Revision History 161
Summary Data 161
Revision History 161

Feature Description 162

DSCP Marking for Data Packets 162
Feature Description 162
How it Works 162
Feature Configuration 162
Configuration Example 164
Configuration Verification 164

DSCP Marking for CP Signaling Messages 164
Feature Description 164
Feature Configuration 164

Configuring DSCP under S11 Interface for GTP Endpoint 165

Cisco Ultra Cloud Serving Gateway Control Plane Function, Release 2023.03 - Configuration and Administration Guide .



. Contents

Configuring DSCP under S5e Interface for GTP Endpoint 165

Configuring DSCP under Sxa Interface for Protocol Endpoint 166

Removing DSCP Configuration 166

CHAPTER 17 Dynamic Routing by Using BGP 169

Feature Summary and Revision History 169

Summary Data 169

Revision History 169

Feature Description 170

How it Works 170

External Network Failure 172

Geo Switchover 172

Internal Network Failure 173

Local Switchover 173

Recovery and Failback 173

Call Flows 174

Publish Route for Incoming Traffic in an Active-Standby Mode 174

Single Protocol Pod Failure Call Flow 175

Learn Route for Outgoing Traffic Call Flow
Configuring Dynamic Routing by Using BGP

Monitoring and Troubleshooting

CHAPTER 18

Feature Summary and Revision History

Summary Data

Revision History
Feature Description

Limitations 186
How it Works 186

Call Flows 186

Create Emergency Session Call Flow

OAM Support

Bulk Statistics Support

. Cisco Ultra Cloud Serving Gateway Control Plane Function, Release 2023.03 - Configuration and Administration Guide

Emergency Call Support

188

176
177
180

185
185

185

185
185

186

188



CHAPTER 19 Extended and Non-Standard QCI Values Support and Validation
Feature Summary and Revision History 189
Summary Data 189
Revision History 189
Feature Description 189

Validation for Extended and Non-Standard QCI Values 190

189

Contents .

Support and Validation for Extended and Non-Standard QCI Values for VOLTE Marking 190

CHAPTER 20 eMPS/WPS Support 191

Feature Summary and Revision History 191
Summary Data 191
Revision History 191

Feature Description 191

eMPS/WPS Support 192
Feature Description 192
Feature Configuration 192

Configuring WPS Profile 192

Configuring WPS-Profile and SGW-Profile Association 193
Configuring WPS-Profile and DNN-Profile Association 193

OAM Support 194
Bulk Statistics Support 194
eMPS GTPv2 Load/Overload Self Protection Exclusion Support
Feature Description 195
Feature Configuration 195

Configuring Overload Exclude Profile 195

Configuring the Overload-Profile and the SGW-Profile Association

CHAPTER 21 Failureand Error Handling Support 199
Feature Summary and Revision History 199
Summary Data 199
Revision History 199
Overview 200

Attach and Detach Failure and Error Handling 200

195

Cisco Ultra Cloud Serving Gateway Control Plane Function, Release 2023.03 - Configuration and Administration Guide .



. Contents

Create Session Request Failure Handling 200
Delete Default Bearer Procedure Failure Handling 201
Delete Session Procedure Failure Handling 202
Session Setup Timer during Attach Procedure 202
Create-Update-Delete Bearer Request and Response Failure and Error Handling 203
Create Bearer Procedure Failure Handling 203
Delete Dedicated Bearer Procedure Failure Handling 204
Update Bearer Procedure Failure Handling 205
Radio Access Bearer/Modify Bearer Request Failure and Error Handling 208
Support for Failure Cause Code, Cause Source, and Bearer Context Error 210
Failure Cause Code 210
Cause Source 210

Bearer Context Error 210

CHAPTER 22 GTPC and Sx Path Management 211
Feature Summary and Revision History 211
Summary Data 211
Revision History 212
Feature Description 212
GTPC and Sx Path Management 212
Feature Description 212
Feature Configuration 212
Configuring the Echo Parameters 213
Configuring Heartbeat 213
Viewing the Peer Configuration 214
Configuration Example 215
OAM Support 215
Alerts 215
Bulk Statistics Support 215
GTPC Path Failure 217
Feature Description 217
How it Works 218
GTPC Path Failure Detection 218
Path Failure Handling 218

. Cisco Ultra Cloud Serving Gateway Control Plane Function, Release 2023.03 - Configuration and Administration Guide



Contents .

Feature Configuration 219
Configuring Action on Path Failure Detection 219
Configuring Notification to Update the Peer Node 219
Configuration Example 219

OAM Support 219
Bulk Statistics Support 219

Sx Path Failure 220

Feature Description 220

How it Works 220
Sx Path Failure Detection 221
Path Failure Handling 221
Heartbeat Handling 221

OAM Support 221
Bulk Statistics Support 221

Customization of Path Failure Detection 222

Feature Description 222

Feature Configuration 222
Configuring Sx Path Failure Customization 223
Configuring GTPC Path Failure Customization 223

OAM Support 224
Bulk Statistics Support 224

CHAPTER 23 GTPU Error Indication 227
Feature Summary and Revision History 227
Summary Data 227
Revision History 227
Feature Description 228
How it Works 228
Error Indication Support 228
Default Bearer with slu as local-purge Call Flow 229
Dedicated Bearer with slu as local-purge Call Flow 231
Dedicated Bearer (IDFT) with slu as local-purge Call Flow 232
Default/Dedicated Bearer with slu as page-ue Call Flow 234

Default Bearer with s5u as local-purge/signal-peer Call Flow 235

Cisco Ultra Cloud Serving Gateway Control Plane Function, Release 2023.03 - Configuration and Administration Guide .



. Contents

Dedicated Bearer with s5u as local-purge/signal-peer Call Flow 237
Graceful Termination 239
Graceful Termination Call Flow 239
Session Replacement 241
Session Replacement for Default Bearer Call Flow 241
Session Replacement for Dedicated Bearer Call Flow 243
Feature Configuration 245
Configuration Example 245
Conifguration Verification 246
OAM Support 246
Bulk Statistics 246

CHAPTER 24 GTPU Path Failure 249
Feature Summary and Revision History 249
Summary Data 249
Revision History 249
Feature Description 250
How it Works 250
Call Flows 251
Path Failure for Default Bearer Call Flow 251
Path Failure for Dedicated Bearer Call Flow 252
Feature Configuration 254
Configuration Example 254
Configuration Verification 255
GTPU Path Failure OAM Support 255
Bulk Statistics 255

CHAPTER 25 GTPv2 and Sx M essages Retransmission and Timeout Handling 257
Feature Summary and Revision History 257
Summary Data 257
Revision History 257
Feature Description 258
How it Works 258

Configuring the Retransmission and Timeout Values 259

. Cisco Ultra Cloud Serving Gateway Control Plane Function, Release 2023.03 - Configuration and Administration Guide



Contents .

Configuration Verification 260

CHAPTER 26 GTPv2 Load/Overload Support 263
Feature Summary and Revision History 263
Summary Data 263
Revision History 263
Feature Description 263
Configuring the GTPv2 Load and Overload Feature 265
Configuring the Load Profile 265
Configuration Example 266
Configuring the Exclude Profile 266
Configuration Example 267
Configuring the Overload Condition Profile 267
Configuring the Maximum Session Count 268
Configuration Example 268
Configuring the Overload-Profile and the SGW-Profile Association 269
Configuration Example 270
Configuration Verification 271
GTPv2 Load and Overload OAM Support 271
Bulk Statistics 27

CHAPTER 27 GTPv2 Message Validation 273
Feature Summary and Revision History 273
Summary Data 273
Revision History 273
Feature Description 273
How it Works 274
Call Flows 274
Basic and Advance Validation on SGW-Ingress (S11) Call Flow 274
Basic and Advance Validation on SGW-Egress (S5) Call Flow 276

CHAPTER 28 IDFT Support 279
Feature Summary and Revision History 279

Summary Data 279

Cisco Ultra Cloud Serving Gateway Control Plane Function, Release 2023.03 - Configuration and Administration Guide .



. Contents

Revision History 279
Feature Description 279
Standards Compliance 280
How it Works 280
Call Flows 280
IDFT Support without SGW Relocation Call Flow 280
IDFT Support with SGW Relocation Call Flow 282
5G to 4G Handover Flow for Pure-S Call Flow 283
4G to 5G Handover Flow for Pure-S Call Flow 285
Create IDFT (System-level) Call Flow 287
Delete IDFT (System-level) Call Flow 289
OAM Support 290
Viewing IDFT Configuration 290
Failure Handling 292
Bulk Statistics Support 294

CHAPTER 29 Idle Session Timeout Settings 295
Feature Summary and Revision History 295
Summary Data 295
Revision History 295
Feature Description 295
How it Works 296
Call Flows 296
Inactivity Report Call Flow 296
Idle Timer Handling on UPF Call Flow 298
Reactivity Report Call Flow 300
Clear Call Handling Call Flow 301
Feature Configuration 302
Configuration Example 302

Configuration Verification 302

CHAPTER 30 Initial Attach Support 303
Feature Summary and Revision History 303

Summary Data 303

. Cisco Ultra Cloud Serving Gateway Control Plane Function, Release 2023.03 - Configuration and Administration Guide



Contents .

Revision History 303
Feature Description 304
How it Works 304
Call Flows 304
Initial Attach Call Flow 304
Standards Compliance 307
Support for Backoff Timer, Origination TimeStamp, and MaxWait Time 307
Backoff Timer 307
Origination Time Stamp 307
MaxWaitTime 308

CHAPTER 31 Inter System RAT Handover 309
Feature Summary and Revision History 309
Summary Data 309
Revision History 309
Feature Description 309
How it Works 310
Call Flows 310
Wi-Fi to LTE Success Call Flow 310
GnGp to LTE Handover with OI Indicator Set Call Flow 312
GnGp to LTE Handover with OI Indicator Unset Call Flow 313
Standards Compliance 315

CHAPTER 32 Intra-MME and Inter-MME Handover Procedures 317
Feature Summary and Revision History 317
Summary Data 317
Revision History 317
Feature Description 317
How it Works 318
Call Flows 318
Inter-MME Handover Active-Active Transition Call Flow 318
Intra-MME Handover Active-Active Transition Call Flow 319
Inter/Intra-MME Handover Idle-Idle Transition Call Flow 320
Inter/Intra-MME Handover Active-Idle Transition Call Flow 321

Cisco Ultra Cloud Serving Gateway Control Plane Function, Release 2023.03 - Configuration and Administration Guide .



. Contents

Inter-MME Handover and Multi-PDN Handling Active-Idle Transition with ULI Change Call
Flow 322

Inter-MME Handover with Bearer Context Marked for Removal Call Flow 323
Intra-MME and Inter-MME Handover Procedures OAM Support 325
Bulk Statistics 325

CHAPTER 33 MCC/MNC Configuration in the SGW Service 327
Feature Summary and Revision History 327
Summary Data 327
Revision History 327
Feature Description 327
How it Works 328
Call Flows 328
PLMN-type Detection Call Flow 328
Configuring the MCC or the MNC in the SGW Service 329
Configuration Example 329
OAM Support 330
Bulk Statistics Support 330

CHAPTER 34 M essage I nteractions Support 333
Feature Summary and Revision History 333
Summary Data 333
Revision History 333
Feature Description 334
How it Works 335
Call Flows 335
CBR Multi-PDN Call Flow 335
Graceful Stop the Existing PDN Procedure Call Flow 338
Inter MME Handover with Multi-PDN Handling (With PGW Interaction) Call Flow 341
Multi PDN Call X2 Handover SGW Relocation to cnSGW-C Call Flow 342
Multi-PDN S1 Handover SGW Relocation to Service-Pod (SGW) Call Fow 344
Multiple CBR for Same PDN Call Flow 347
Collision Resolver Discard Handling Call Flow 350
Suspend Handling Call Flow 351

. Cisco Ultra Cloud Serving Gateway Control Plane Function, Release 2023.03 - Configuration and Administration Guide



Abort Handling of Low-Priority Procedure Call Flow 354
Double Delete Optimization Call Flow 355

CHAPTER 35 Modify and Delete Bearer Command Support 359
Feature Summary and Revision History 359
Summary Data 359
Revision History 359
Feature Description 359
How it Works 360
Call Flows 360
MBC Failure Handling Call Flow 360
MBC Success Handling Call Flow 361
DBC Failure Handling Call Flow 363
DBC Success Handling Call Flow 364

CHAPTER 36 Modify Bearer Request Support 367
Feature Summary and Revision History 367
Summary Data 367
Revision History 367
Feature Description 367
How it Works 368
Call Flows 368

UE-Triggered Service Request without PGW Interaction Call Flow 368
UE-Triggered Service Request with PGW Interaction Call Flow 369

CHAPTER 37 Monitor Subscriber and Protocol Support 373

Feature Summary and Revision History 373
Summary Data 373
Revision History 373

Feature Description 373

Feature Configuration 374
Configuring the Monitor Subscriber 374

Configuration Example 375

Configuring the Monitor Protocol 397

Contents .

Cisco Ultra Cloud Serving Gateway Control Plane Function, Release 2023.03 - Configuration and Administration Guide .



. Contents

Configuration Example 398
Configuring the Transaction Messages 409
Configuration Example 409
Accessing the Logs 413

CHAPTER 38 Multiple PDN Attach or Detach Procedures 415
Feature Summary and Revision History 415
Summary Data 415
Revision History 415
Feature Description 415
How it Works 416
Call Flows 416
UE-requested PDN Connection Call Flow 416
UE-requested or the MME-requested PDN Disconnection Call Flow 419
PGW-requested Disconnection Call Flow 421

CHAPTER 39 Per formance Optimization Support 425

Feature Summary and Revision History 425
Summary Data 425
Revision History 427

Feature Description 428

Async BG-IPC from GTPC-EP towards SGW-Service 429
Feature Description 429

Batch ID Allocation, Release, and Reconciliation Support 429
Feature Description 429
How it Works 429
Feature Configuration 430
OAM Support 430

Bulk Statistics 430

Cache Pod Optimization 432
Feature Description 432

CDL Flush Interval and Session Expiration Tuning Configuration 432
Feature Description 432

Feature Configuration 432

. Cisco Ultra Cloud Serving Gateway Control Plane Function, Release 2023.03 - Configuration and Administration Guide



Contents .

Configuration Example 433
DDN Call Flow Optimization 433
Feature Description 433
How it Works 433
Call Flows 433
Feature Configuration 437
Configuration Example 438
OAM Support 438
Bulk Statistics 438
DDN Timeout Configuration 438
Feature Description 438
Feature Configuration 438
Domain-based User Authorization Using Ops Center 439
Feature Description 439
How it Works 439
Feature Configuration 440
Configuration Example 441
Configuration Verification 441
Edge Echo Implementation 441
Feature Description 441
How it Works 442
OAM Support 442
Bulk Statistics Support 442
ETCD Peer Optimization Support 443
Feature Description 443
How it Works 443
Optimized GTPv2 Encoder and Decoder 444
Feature Description 444
Feature Configuration 444
Configuration Example 445
OAM Support 445
Bulk Statistics Support 446
GTPC Endpoint with GR Split 446

Feature Description 446

Cisco Ultra Cloud Serving Gateway Control Plane Function, Release 2023.03 - Configuration and Administration Guide .



. Contents

How it Works 446
GTPC Endpoint Interface Split with S11 and S5 447
Feature Description 447
How it Works 447
Feature Configuration 448
Configuration Example 449
GTPC IPC Cross-rack Support 449
Feature Description 449
How it Works 451
Call Flows 451
Feature Configuration 455
Configuration Example 456
OAM Support 456
KPI Support 456
Interservice Pod Communication 457
Feature Description 457
How it Works 458
Call Flows 458
OAM Support 460
Statistics Support 460
MBR Call Flow Optimization 460
Feature Description 460
How it Works 460
Call Flows 461
Feature Configuration 467
Configuration Example 468
Configuration Verification 468
OAM Support 468
Bulk Statistics Support 468
Maintenance Mode 469
Feature Description 469
How it Works 469
Limitations 470

Enabling or Disabling Maintenance Mode 470

. Cisco Ultra Cloud Serving Gateway Control Plane Function, Release 2023.03 - Configuration and Administration Guide



Contents .

Enabling or Disabling Maintenance Mode Example 470
Verifying the Maintenance Mode State 470
Partial CDL Update for Idle-Active Call Flow 471
Feature Description 471
How it Works 41
Limitations 472
Feature Configuration 472
Configuration Example 472
OAM Support 473
Bulk Statistics Support 473
PFCP Session Report with DLDR Throttling Support 473
Feature Description 473
How it Works 473
Feature Configuration 474
Configuration Example 474
Configuration Verification 474
OAM Support 475
Bulk Statistics Support 475
Resiliency Handling 476
Feature Description 476
How it Works 476
Feature Configuration 477
Configuration Example 478
Configuration Verification 478
OAM Support 479
Bulk Statistics Support 479
Roaming Peer Path Management Optimization 479
Feature Description 479
How it Works 480
Feature Configuration 480
Configuring the Operator Policy and Subscriber Policy 480
Configuration Example 481
Configuring the Default Gateway 482
Configuration Example 482

Cisco Ultra Cloud Serving Gateway Control Plane Function, Release 2023.03 - Configuration and Administration Guide .



. Contents

Configuration Verification 483
OAM Support 483
Bulk Statistics Support 483
Flag DB Database Updates 483
Feature Description 483
OAM Support 484
Bulk Statistics Support 484
UDP Proxy Functionality Merged into Protocol Microservices 485
Feature Description 485
PFCP Protocol Endpoint with UDP Proxy Bypass 485
GTPC Protocol Endpoint with UDP Proxy Bypass 485

CHAPTER 40 Presence Reporting Area 491
Feature Summary and Revision History 491
Summary Data 491
Revision History 491
Feature Description 491

How it Works 492

CHAPTER 41 Redundancy Support 495
Feature Summary and Revision History 495
Summary Data 495
Revision History 495
High Availability Support 496
Feature Description 496
High Availability of UDP Proxy 496
Architecture 496
cnSGW-C Pod and VM Deployment Layout 496
How it Works 497
Configuring Pod-level Labelling and Replicas 498
Configuration Example 498
Configuration Verification 498
Inter-Rack Redundancy Support 499

Feature Description 499

. Cisco Ultra Cloud Serving Gateway Control Plane Function, Release 2023.03 - Configuration and Administration Guide



Contents .

How it Works 499
Overview 499
GR Triggers 501
Site Roles 501
General Guidelines 502
Instance Awareness 503
Configuring GR Instance 503
Configuring Endpoint Instance Awareness 504
Configuring Profile cnSGW-CSMF Instance Awareness 505
Configuring cnSGW-C Endpoint 505
Dynamic Routing 507
Configuring Dynamic Routing by Using BGP 509
Configuring BGP Speaker 512
IPAM 513
Configuring IPAM 514
Geo Replication 515
Configuring ETCD/Cachepod Replication 516
Geo Monitoring 517
Pod Monitoring 517
Remote Cluster Monitoring 517
Traffic Monitoring 518
BFD Monitoring 519
CDL GR Deployment 521
Prerequisites for CDL GR 521
CDL Instance Awareness and Replication 522
Lawful Intercept 526
RADIUS Configuration 527
Software Upgrade on GR Pairs 528
GR CLI 532
Geo Switch Role 532
Geo Reset Role 532
Troubleshooting 533
show/clear Commands 533

Monitor Subscriber 544

Cisco Ultra Cloud Serving Gateway Control Plane Function, Release 2023.03 - Configuration and Administration Guide .



. Contents

Monitor Protocol 545

Geographic Redundancy OAM Support 546
Prerequisites for RMA Process 546
Health Check 547
Recovery Procedure 551
Key Performance Indicators (KPIs) 552
Bulk Statistics 557
Alerts 560
Maintenance Mode 566

CHAPTER 42 Service Configuration Enhancements 567
Feature Summary and Revision History 567
Summary Data 567
Revision History 567
Feature Description 567
Feature Configuration 568
Configuring the SGW Profile 568
Configuration Example 568
Configuration Verification 568
Configuring the Subscriber Policy 569
Configuration Example 570
Configuring the Operator Policy 570
Configuration Example 570
Configuring the Policy DNN 570
Configuration Example 571
Configuration Modification Impact 572
Troubleshooting Information 573

Configuration Errors 573

CHAPTER 43 SGW Charging Support 575
Feature Summary and Revision History 575
Summary Data 575
Revision History 575

Feature Description 575

. Cisco Ultra Cloud Serving Gateway Control Plane Function, Release 2023.03 - Configuration and Administration Guide



Contents .

Architecture 576
Roaming Support 577
How it Works 577
Call Flows 577
URR Installation on Initial Attach Call Flow 577
SGW CDR Call Flow 579
URR Removal and CDR Reporting on Detach Call Flow 581
Usage Report on Hitting Threshold Call Flow 583
URR Installation for Dedicated Bearer Call Flow 585
URR Removal and CDR Generation on Deletion of Dedicated Bearer Call Flow 586
Volume Reporting on S11 Trigger Call Flow 588
Volume Reporting on S5 Trigger Call Flow 590
Standards Compliance 592
Limitations 592
Feature Configuration 593
CLI Configuration 593
Configuring the cnSGW-C Charging Profile or GTP Prime 594
Configuring the Charging Mode 599
Configuring the cnSGW-C Charging Threshold 599
Configuring cnSGW-C Charging Threshold and cnSGW-C Charging Profile Association 601
Configuring Call Control Profile 602
Configuring Charging Characteristics Under Call Control Profile 603
Show CLI 604
GTPP-EP SFTP Push CLI 604
CDR Fields Supported in cnSGW-CDRs 604
custom24 Dictionary 604
ASN.1 Definition for Fields in custom24 611
SGW Charging OAM Support 619
Bulk Statistics 619

CHAPTER 44 SGW Relocation Support 623
Feature Summary and Revision History 623
Summary Data 623
Revision History 623

Cisco Ultra Cloud Serving Gateway Control Plane Function, Release 2023.03 - Configuration and Administration Guide .



. Contents

Feature Description 623
How it Works 624
Call Flows 624
X2 Handover SGW Relocation to cnSGW-C Call Flow 624
S1 Handover SGW Relocation to cnSGW-C Call Flow 626
TAU X2 Handover SGW Relocation to cnSGW-C Call Flow 627
X2 Handover SGW Relocation to CN-SGW (Multi PDN) Call Flow 629
S1 Handover SGW Relocation to CN-SGW (Multi PDN) Call Flow 631
X2 Handover SGW Relocation with Bearer Context Marked for Removal Call Flow 633
S1 Handover SGW Relocation with Bearer Context Marked for Removal Call Flow 636

Inter and Intra MME Handover and S1 SGW Relocation with Less Number of Bearer Context
Call Flow 639

SGW Relocation OAM Support 640

CHAPTER 45 Sx Load/Overload Control Handling 641
Feature Summary and Revision History 641
Summary Data 641
Revision History 641
Feature Description 642
How it Works 642
Node Feature Support 642
UP Selection 642
Throttling Support for Sx Establishment 643
Session Termination Trigger From User-Plane in Self-Protection 643
Failure-handling Profile Support for Congestion Cause 643
Configuring the Sx Load/Overload Feature 643
Configuring Failure Handling Profile 644
Sx Load/Overload Control OAM Support 646
Bulk Statistics 646

CHAPTER 46 Stale Session Handling and Clearing 647
Feature Summary and Revision History 647
Summary Data 647

Revision History 647

. Cisco Ultra Cloud Serving Gateway Control Plane Function, Release 2023.03 - Configuration and Administration Guide



Feature Description 648
How it Works 648
Call Flows 648
Timer Expiry Handling Call Flow 648
Feature Configuration 650
Configuration Example 651
Configuration Verification 651
OAM Support 651
Bulk Statistics 651

CHAPTER 47 Support for CSFB Procedures Suspend and Resume 653
Feature Summary and Revision History 653
Summary Data 653
Revision History 653
Feature Description 653
How it Works 654
Call Flows 654
Suspend Notification Call Flow 654
Resume Notification Call Flow 656

Empty Modify Bearer Request for Resume Call Flow

CHAPTER 48 Update Bearer Request and Response 661
Feature Summary and Revision History 661
Summary Data 661
Revision History 661
Feature Description 661
Standards Compliance 662
How it Works 662
Call Flows 662

CHAPTER 49 UPF Selection Support 667
Feature Summary and Revision History 667
Summary Data 667
Revision History 668

657

Contents .

Cisco Ultra Cloud Serving Gateway Control Plane Function, Release 2023.03 - Configuration and Administration Guide .



. Contents

Feature Description 668
UPF Selection using DNN and DCNR Support 668
Feature Description 668
How it Works 668
UPF Selection Methods 669
Configuring UPF Selection Methods 670
Configuring UPF Group Profile-based UPF Selection 670
Configuring Network-based UPF Selection 670
Configuring Policy based UPF Selection 671
Troubleshooting Information 672
Configuration Errors 672
UPF Selection using Location Support 672
Feature Description 672
Configuring the UPF Selection Feature 672
Configuring ECGI for EPS 672
Configuring TAI-Group 674
Configuring Location-area-group 675
Configuring UPF Group and UPF Selection Policy Enhancement 675
Combined UPF Selection for cnSGW-C and SMF 676
Feature Description 676
Standards Compliance 676
How it Works 677
System Architecture 678
Call Flows 679
Configuring the Combined UPF Selection for cnSGW-C and SMF 686
Configuring Converged-Core Profile 686
Configuring Node-ID 687
UPF Selection OAM Support 688
Bulk Statistics 688

CHAPTER 50 VOLTE Call Prioritization 691
Feature Summary and Revision History 691
Summary Data 691
Revision History 691

. Cisco Ultra Cloud Serving Gateway Control Plane Function, Release 2023.03 - Configuration and Administration Guide



Contents .

Feature Description 692
How it Works 692
Feature Configuration 692
Configuring the Priority 692
Configuration Example 693
Configuration Verification 693
Sx Message Priority 695
OAM Support 695
Bulk Statistics 695

CHAPTER 51 cnSGW-C Troubleshooting 697

show subscriber and cdl show Commands 697

CHAPTER 52 Sample cnSGW-C Configuration 701

Sample Configuration 701

Cisco Ultra Cloud Serving Gateway Control Plane Function, Release 2023.03 - Configuration and Administration Guide .



. Contents

. Cisco Ultra Cloud Serving Gateway Control Plane Function, Release 2023.03 - Configuration and Administration Guide



About this

\}

Guide

Note The documentation set for this product strives to use bias-free language. For purposes of this documentation
set, bias-free is defined as language that does not imply discrimination based on age, disability, gender, racial
identity, ethnic identity, sexual orientation, socioeconomic status, and intersectionality. While any existing
biased terms are being substituted, exceptions may be present in the documentation due to language that is
hardcoded in the user interfaces of the product software, language used based on RFP documentation, or

language that is used by a referenced third-party product.

This preface describes the Ultra Cloud Core Serving Gateway Control Plane Function - Configuration and

Administration Guide, the document conventions, and the customer support details.

* Conventions Used, on page xxxiii

* Contacting Customer Support, on page Xxxiv

Conventions Used

The following tables describe the conventions used throughout this documentation.

Notice Type

Description

Information Note

Provides information about important features
or instructions.

Caution

Alerts you of potential damage to a program,
device, or system.

Warning

Alerts you of potential personal injury or
fatality. May also alert you of potential
electrical hazards.

Typeface Conventions

Description

display

Text represented as a screen This typeface represents displays that appear on your

terminal screen, for example:

Login:
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Typeface Conventions Description
Text represented as commands This typeface represents commands that you enter, for
example:

show ip access-list

This document always gives the full form of a command
in lowercase letters. Commands are not case sensitive.

Text represented as a command This typeface represents a variable that is part of a
variable command, for example:

show card slot_number

slot_number is a variable representing the applicable
chassis slot number.

Text represented as menu or This typeface represents menus and sub-menus that you
sub-menu names access within a software application, for example:

Click the File menu, then click New

Contacting Customer Support

Use the information in this section to contact customer support.

Refer to the support area of http://www.cisco.com for up-to-date product documentation or to submit a service
request. A valid username and password are required to access this site. Please contact your Cisco sales or
service representative for additional information.
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CHAPTER 1

5G Architecture

* Overview, on page 1
* Subscriber Microservices Infrastructure Architecture, on page 2
* Control Plane Network Function Architecture, on page 4

Overview

The Ultra Cloud Core is Cisco's solution supporting 3GPP's standards for 5G new radio (NR) standalone (SA)
mode. These standards define various network functions (NFs) based on the separation of control plane (CP)
and user plane (UP) (for example CUPS) functionality for increased network performance and capabilities.

Control Plane Network Functions

The CP-related NFs that comprise the Ultra Cloud Core are based on a common architecture that is designed
around the following tenants:

* Cloud-scale—Fully virtualized for simplicity, speed, and flexibility.
» Automation and orchestration—Optimized operations, service creation, and infrastructure.

* Security—Multiple layers of security across the deployment stack from the infrastructure through the
NF applications.

* API exposure—Open and extensive for greater visibility, control, and service enablement.

* Access agnostic—Support for heterogeneous network types (for example 5G, 4G, 3G, Wi-Fi, and so on).

These control plane NFs are each designed as containerized applications (for example microservices) for
deployment through the Subscriber Microservices Infrastructure (SMI).

The SMI defines the common application layers for functional aspects of the NF such as life-cycle management
(LCM), operations and management (OAM), and packaging.
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Figure 1: Ultra Cloud Core CP Architectural Components
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User Plane Network Function

The 5G UP NF within the Ultra Cloud Core is the User Plane Function (UPF). Unlike the CP-related NFs,
the 5G UPF leverages the same Vector Packet Processing (VPP) technology currently in use by the user plane
component within Cisco 4G CUPS architecture. This commonality ensures the delivery of a consistent set of
capabilities between 4G and 5G such as:

» Ultrafast packet forwarding.

* Extensive integrated IP Services such as Subscriber Firewall, Tethering, Deep-Packet Inspection (DPI),
Internet Content Adaption Protocol (ICAP), Application Detection and Control (ADC), and header
enrichment (HE).

* Integrated third-party applications for traffic and TCP optimization.

Subscriber Microservices Infrastructure Architecture

The Ultra Cloud Core (UCC) Subscriber Microservices Infrastructure (SMI) is a layered stack of cloud
technologies that enable the rapid deployment of, and seamless life-cycle operations for microservices-based
applications.

The SMI stack consists of the following:

» SMI Cluster Manager—Creates the Kubernetes (K8s) cluster, creates the software repository, and provides
ongoing LCM for the cluster including deployment, upgrades, and expansion.

» Kubernetes Management—Includes the K8s primary and etcd functions, which provide LCM for the NF
applications that are deployed in the cluster. This component also provides cluster health monitoring and
resources scheduling.

» Common Execution Environment (CEE)—Provides common utilities and OAM functionalities for Cisco
Cloud native NFs and applications, including licensing and entitlement functions, configuration
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management, telemetry and alarm visualization, logging management, and troubleshooting utilities. Also,
it provides consistent interaction and experience for all customer touch points and integration points in
relation to these tools and deployed applications.

» Common Data Layer (CDL)—Provides a high performance, low latency, stateful data store, designed
specifically for 5G and subscriber applications. This next generation data store offers high availability
in local or geo-redundant deployments.

* Service Mesh—Provides sophisticated message routing between application containers, enabling managed
interconnectivity, extra security, and the ability to deploy new code and new configurations in low risk
manner.

* NB Streaming—Provides Northbound Data Streaming service for billing and charging systems.
* NF or Application Worker Nodes—The containers that comprise an NF application pod.

* NF or Application Endpoints (EPs)—The NFs or applications and their interfaces to other entities on the
network

* Application Programming Interfaces (APIs)—Provides various APIs for deployment, configuration, and
management automation.

The following figure depicts how these components interconnect to comprise a microservice-based NF or
application.

Figure 2: SMI Components
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For more information on SMI components, see Ultra Cloud Core Subscriber Microservices Infrastructure and
the related-documentation at Deployment Guide > Overview chapter.
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Control Plane Network Function Architecture

Control plane (CP) NFs are designed around a three-tiered architecture that take advantage of the stateful or
stateless capabilities that are afforded within cloud native environments.

The architectural tiers are as follows:

* Protocol Load Balancer Services—These are stateless microservices that are primarily responsible for
dynamic discovery of application containers as well as for protocol proxy and termination. These include
traditional 3GPP protocols and new protocols that are introduced with 5G.

* Applications Services—Responsible for implementing the core application or business logic, these are
the stateless services that render the actual application based on the received information. This layer may
contain varying degrees of microservice granularity. Application services are stateless.

» State management services—Enable stateless application services by providing a common data layer
(CDL) to store or cache state information (for example session and subscriber data). This layer supports
various data storage technologies from in-memory caches to full-fledge databases.

Figure 3: Control Plan Network Function Tiered Architecture
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The three-tiered architecture on which Cisco CP NFs are designed fully support the 5G core (5GC)
Service-based Architecture (SBA) defined by 3GPP. These NFs communicate with each other and with
third-party NFs over the Service-based Interface (SBI) using HTTP/2 over TCP as defined by 3GPP.

. Cisco Ultra Cloud Serving Gateway Control Plane Function, Release 2023.03 - Configuration and Administration Guide



| 56 Architecture
Control Plane Network Function Architecture .

Figure 4: Cisco CP NF Service-based Architecture Support
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For more information on the Cisco network functions, see their corresponding network function documentation.

Cisco Ultra Cloud Serving Gateway Control Plane Function, Release 2023.03 - Configuration and Administration Guide .



5G Architecture |
. Control Plane Network Function Architecture

. Cisco Ultra Cloud Serving Gateway Control Plane Function, Release 2023.03 - Configuration and Administration Guide



CHAPTER 2

cnSGW-C Overview

* Product Description, on page 7

* Converged Core Overview, on page 7

* Use Cases, on page 8

* Deployment Architecture and Interfaces, on page 12
» Life Cycle of Data Packet, on page 16

* License Information, on page 17

* Standards Compliance, on page 17

Product Description

cnSGW-C is a Control Plane Network Function (NF) of the converged core network (4G-5GC). The Serving
Gateway Control Plane Function (cnSGW-C) is built on top of the SMI architecture. cnSGW-C acts as a UE

anchor and supports mobility procedures, along with session setup and termination procedures, as specified
in 3GPP TS23.401 and 3GPP TS23.214.

The Serving Gateway Control Plane Function (cnSGW-C) provides the functionality of the S-GW as defined
by TS23.401[2], except for the functions that are performed by the SGW-U, as described in 3GPP Spec
23.214 Table 4.3.2-1. In addition, the cnSGW-C is responsible for selecting the SGW-U (as described in
3GPP Spec 23.214 clause 4.3.3) and for controlling the SGW-U with respect to the functions described in TS
23.214 Table 4.3.2-1.

With SMF (IWF) support based on Cisco Cloud Native Platform, it is recommended to support cnSGW-C
functionality on Cloud Native Platform for better hardware utilization and O&M activities.

Converged Core Overview

The converged core solution provides an advanced, cloud-native, converged control plane with the capability
to support 4G and 5G devices, and use cases.

| &

Important  This release supports only the cloud-native integrated S-GW and SMF instance with S5C and cnSGW-C
functionalities.
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The converged core solution removes the operational complexity by providing a unified core network to
handle all types of subscribers and use cases.

The operator has the following benefits:

* Improves the overall network efficiency by reducing signaling between cnSGW-C and SMF while
handling a 4G subscriber or handoff from 5G to 4G coverage area.

* Reduces latency introduced due to the extra hop SGW-U for a subscriber in 4G coverage area, by
collapsing the data path in the Converged UPF, thus improving the overall user experience.

* Provides ability to use a unified subscriber policy and billing infrastructure using SBA interfaces for 4G
and 5G devices.
The solution supports the following converged control plane and user plane functions:
* Converged Control Plane Functions

* Integrates S-GW and SMF network functions as a single deployment, under a single Kubernetes
namespace, to support 4G and 5G devices from E-UTRAN/NR (converged core gateway)

* Supports logical network functions (data)

* Converged User Plane Functions
* Integrates UPF and SGW-U functionalities as a single network function
* Provides simultaneous support for N4 and Sxa interfaces

* Terminates multiple control planes in a single deployment

Use Cases

This section describes the use cases that cnSGW-C supports:
» cnSGW-C Configuration

The ecnSGW-C base configuration provides a detailed view of configurations required for the cnSGW-C
to be operational. The configuration includes setting up the infrastructure to deploy the cnSGW-C,
deploying the cnSGW-C through SMI, and configuring the Ops Center for exploiting the cnSGW-C
capabilities over time. For more information on SMI, see the Ultra Cloud Core SMI Cluster Deployer
Operations Guide.

The following features are related to this use case:

* APN Profile Support, on page 97
* Service Configuration Enhancements, on page 567

» UPF Selection Support, on page 667

For Converged Core deployment, cnSGW-C is deployed using Converged Ops Center.
* Session M anagement

Every UE accessing the EPC is associated with a single S-GW. cnSGW-C supports multiple PDN for
given UE. As a part of Session Management, cnSGW-C supports the following:
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¢ Default and dedicated bearer establishment
¢ Bearer modification

« Bearer deactivation

The following features are related to this use case:

* 3GPP RAN/NAS Cause Codes Support, on page 85

» Change Notification Request Handling, on page 101

* Context Replacement Support, on page 113

* Dedicated Bearer Support, on page 121

* Delete Bearer and Delete Session Request, on page 133
* DSCP Marking for CP Signaling Messages, on page 164
* eMPS/WPS Support, on page 191

* Emergency Call Support, on page 185

* Idle Session Timeout Settings, on page 295

* Initial Attach Support, on page 303

» Multiple PDN Attach or Detach Procedures, on page 415
* Presence Reporting Area, on page 491

» Update Bearer Request and Response, on page 661

* VOLTE Call Prioritization, on page 691

* Support for UE Mobility

cnSGW-C is a mobility anchor point for UE. In LTE Network, there can be mobility between eNodeB
to eNodeB, with or without MME change. UE can also move from one cnSGW-C to another cnSGW-C
with different modes, S1-based Relocation, X2-based Relocation, and 5G-4G interworking.

The following features are related to this use case:
* IDFT Support, on page 279
* Intra-MME and Inter-MME Handover Procedures, on page 317
* Modify Bearer Request Support, on page 367
* Presence Reporting Area, on page 491

* SGW Relocation Support, on page 623

» S1-Release/Buffering/Downlink Data Notification

cnSGW-C handles releasing S1-U bearer between eNodeB and SGW-U. When cnSGW-C receives Radio
Access Bearers (RAB) message indicating that S1-U bearers are released, it updates User Plane and
moves UE to IDLE state. When in IDLE state, if UE receives downlink data packet, cnSGW-C generates
DDN message towards MME to page UE.
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cnSGW-C also supports DDN Throttling, DDN Delay, and High Priority feature for DDN.
The following features are related to this use case:

* Access Bearer Release Support, on page 93

» Downlink Data Notification, on page 139

* DDN Advance Features, on page 150

» Retransmission and Timeout

For all procedures, as per 3GPP TS 23.401/29.274, cnSGW-C supports N3-Retransmission, and
T3-Timeout Support. These are supported for S11, S5, and Sx interfaces.

The following feature is related to this use case:

* GTPv2 and Sx Messages Retransmission and Timeout Handling, on page 257

* Failureand Error Handling
cnSGW-C supports handling of:

* Failure response for Create Session Request as part of initial attach procedure and additional PDN
setup procedure

* PGW-initiated Dedicated Bearer Creation (DBC) procedure failure scenario

» Radio Access Bearers (RAB), Modify Bearer Request and Response (MBR) from PGW and User
Plane

The following feature is related to this use case:

* Failure and Error Handling Support, on page 199

« L oad/overload Control Functions
cnSGW-C supports:

» Exchange of load/overload control information and actions during peer node overload over Sx
interface.

* Handling load/overload information on GTPv2 interface.

The following features are related to this use case:

* GTPv2 Load/Overload Support, on page 263

» Sx Load/Overload Control Handling, on page 641

» cnSGW-C Charging Support
cnSGW-C supports:
* Offline Charging (Gz).
» Writing CDR to local disk storage. The CDR files are pushed to SFTP server periodically.

* CDR generation for selected subscribers. This is achieved by enabling CDR generation per Operator
Policy through call control profile.
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The following feature is related to this use case:

* SGW Charging Support, on page 575

* Peer and Path Management for GTPC and Sx
cnSGW-C supports:
* Peer management for MME (S11 peers), PGW (S5 Peers), and User Plane.
* Peer monitoring through ECHO Request/Response and Heartbeat Request/Response.

* Handling of path failure events for S11 and S5 peers.

The following features are related to this use case:
* GTPC and Sx Path Management, on page 212
* GTPC Path Failure, on page 217
* Customization of Path Failure Detection, on page 222

* Sx Path Failure, on page 220

» Redundancy Support

The cnSGW-C deployment in K8 cluster plays a vital role to support High Availability (HA) and
Geographic Redundancy (GR).

The Redundancy Support ensures stateful session continuity among the clusters during the rack or cluster
failures.

The cnSGW-C achieves the HA through redundant set-up of each cluster component such that any single
point of failure is avoided.

The GR provides rack-level redundancy to replicate data between two separate K8 Clusters across rack.
On RACK/Cluster failure, traffic switches to a remote RACK to process the traffic. The failure can be
due to power failure, multi-compute failures, network failure, multi-POD failure, BFD link failure, and
o on.

The following features are related to this use case:
* Redundancy Support, on page 495
* High Availability Support, on page 496

» Dynamic Routing
Dynamic routing enables L3 peering with Leafs, in addition to L2 Static routing.
The following feature is related to this use case:

* Dynamic Routing by Using BGP, on page 169

* GTPU Path Management and Session M anagement

The UPF notifies an Error Indication message for a GTP-U peer to the sender when a GTP-PDU is
received with a TEID that does not exist. This ensures that there are no stale sessions or bearers, and
maintains consistency in the network.
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Error Indication and GTP-U Path Failure Indication communication between S-GW and UPF nodes is
supported over the N4 interface. For the neighbor nodes, the communication is supported over the S1u/S5u
interfaces. Behavior variations of local-purge or signal-peer for Error Indication and GTP-U Path Failure
are considered in this implementation.

The following features are related to this use case:
* GTPU Error Indication, on page 227
* GTPU Path Failure, on page 249

Deployment Architecture and Interfaces

cnSGW-C is a part of the converged core network functions portfolio with a common mobile core platform
architecture. The core network functions include Access and Mobility Management Function (AMF), Policy
Control Function (PCF), Session Management Function (SMF), and User Plane Function (UPF).

cnSGW-C Architecture

cnSGW-C network function consists of loosely coupled microservices. The microservice decomposition is
based on a three-layered architecture, as illustrated in the following figure:

Figure 5: cnSGW-C Architecture
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The following are the three layers of the cnSGW-C architecture:

* Layer 1 - Protocol and Load Balancer services (Stateless)

* Layer 2 - Application services (Stateless)
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* Layer 3 - Database services (Stateful)

cnSGW-C Deployment

cnSGW-C NF is deployed in a separate namespace as an independent NF.
Figure 6: cnSGW-C Deployment
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Figure 7: cnSGW-C HELM Chart
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Converged Core Architecture

The converged core solution provides a single unified platform which is based on SMI architecture. The
supporting architecture integrates the cloud-native S-GW and SMF deployment with 5GC and cnSGW-C
functionalities. The solution uses 3GPP-defined SBA interfaces for policy and charging functions.

In the converged core architecture, the 4G and 5G capable UEs are anchored on the same control plane instance.
The control plane instance provides the SMF, 5GC, and cnSGW-C functionalities.

The handoffs between 4G and 5G access types are seamless for 5G capable devices. The handoffs from LTE
to UTRAN (bi-directional communication between 4G/5G and 3G/2G) are not seamless for 4G capable
devices.

The following figure illustrates the supported network architecture.
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Figure 8: Converged Core Architecture
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The UPF deployed as a part of this solution is a VPC-SI VM. The UPF deployment is VM-based, and supports:

* SGW-U, PGW-U, and UPF functionalities in the same instance, and exposes the Sxa, Sxb, Sxab, or N4
interface towards the control plane.

» Multiple CP instances (up to 4) simultaneously.

Converged Core Deployment

The converged core deployment is based on the converged control plane and unified user plane infrastructure
for all use cases.

In the converged core deployment, all 4G and 5G-capable UEs are anchored on the 5G core (SMF) with SBA
interfaces towards PCF.

The converged core deployment has a converged Ops Center that allows the configuration of cnSGW-C and
SMF services along with other microservices. A single product helm chart is used to install components.

The following figure illustrates the Kubernetes deployment for the converged S-GW and SMF network
function.
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Figure 9: Kubernetes Deployment
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The protocol layer services are shared across SMF and S-GW. The GTP endpoint terminates the S11 interface
and S5/S8 interface. Similarly, the PFCP (protocol) endpoint terminates the N4 and Sxa interfaces.

The SMF and S-GW services are deployed as distinct pods and the session processing is segregated. Both the
service pods use CDL for storing subscriber sessions.

Supported Interfaces

This section describes the interfaces supported between cnSGW-C and other network functions in the 5GC.
» S11—Reference point between the SGW and the MME

» S5/S8—Reference point between the SGW and the PGW/SMF
» Sxa—Reference point between the SGW-C and the SGW-U

» Gz—Reference point between the SGW-C and the Charging Server

Life Cycle of Data Packet

For information on life cycle of a data packet, see Initial Attach Support, on page 303.
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License Information

cnSGW-C supports Cisco Smart Licensing. For more information, see Smart Licensing Support, on page 43.

Standards Compliance

cnSGW-C complies with the following 3GPP standards:

» 3GPP TS23.401 " General Packet Radio Service (GPRS) enhancementsfor Evolved Universal Terrestrial
Radio Access Network (E-UTRAN) access'

» 3GPP TS23.402 " Architecture enhancements for non-3GPP accesses'

» 3GPP TS29.274 "Evolved General Packet Radio Service (GPRS) Tunnelling Protocol for Control plane
(GTPV2-C);"

» 3GPP TS23.214 " Architecture enhancements for control and user plane separation of EPC nodes"
» 3GPP TS29.244 "Interface between the Control Plane and the User Plane nodes'

» 3GPP TS24.008 "Mobile radio interface Layer 3 specification; Core network protocols; Stage 3"

» 3GPP TS23.007 "Restoration procedures’

» 3GPP TS22.153 "Multimedia priority service"

» 3GPP TS 33.107 "3G security; Lawful interception architecture and functions'
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CHAPTER 3

Deploying and Configuring cnSGW-C through
Operations Center

* Feature Summary and Revision History, on page 19
* Feature Description, on page 20

» cnSGW-C Service Configuration, on page 21

* Deploying and Accessing cnSGW-C, on page 22

* Loading Day 1 Configuration, on page 25

Feature Summary and Revision History

Summary Data

Table 1: Summary Data

Applicable Product(s) or Functional Area cnSGW-C
Applicable Platform(s) SMI

Feature Default Setting Enabled - Always-on
Related Documentation Not Applicable

Revision History

Table 2: Revision History

Revision Details Release

The following enhancements were introduced: 2021.02.0

* Multiple entitlement tags

+ cnSGW-C deployment on bare metal server
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Revision Details Release

First introduced. 2020.07.0

Feature Description

cnSGW-C deployment process involves deploying cnSGW-C through Subscriber Microservices Infrastructure
(SMI) Cluster Deployer. You can perform configurations or customizations through the cnSGW-C Ops Center
which is based on the Confd CLI.

cnSGW-C Ops Center

The Ops Center is a system-level infrastructure that provides the following user interface to:

* Trigger the deployment of microservices by providing variable helm chart parameters. These chart
parameters control the scale and properties of Kubernetes objects (deployment, pod, services, and so on)
associated with the deployment.

* Push application specific configuration to one or more micro-services through Kubernetes configuration
maps.

* Issue application-specific execution commands (such as show commands and clear). These commands:
* Invoke APIs in application-specific pods

* Display the information returned by the application on the user interface

The following screenshot is a sample of the web-based CLI.

Figure 10: Web-based Ops Center

The cnSGW-C Ops Center allows you to configure the features, such as licensing, cnSGW-C engine, EGPT
and PFCP endpoint, and CDL.

Prerequisites
Before deploying cnSGW-C on the SMI layer:
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* Ensure that all the virtual network functions (VNFs) are deployed.

* Run the SMI synchronization operation for the cnSGW-C Ops Center and Cloud Native Common
Execution Environment (CN-CEE).

cnSGW-C Service Configuration

The cnSGW-C service requires the basic configuration to process Call Setup, Modify, and Delete Request.

Mapping Pods with Node Labels
Prerequisites
* Ensure that the node labels are according to the pod deployment layout.
* Ensure that the external VIPs are according to the requirement of NF.

* Enable Istio for pod to pod traffic load balancing.

Node Labels are key and value pairs that are attached to nodes at cluster synchronization. Each node can have
a set of key and value labels defined. Each key must be unique for a node. With labels, users can map their
NF pods onto nodes in a loosely coupled manner.

| A

Important * The pod-level labeling configuration is applicable only when the cnSGW-C is deployed on a bare metal
server.

* Ensure to configure the node label on the SMI cluster deployer before mapping the pods. Following is
the sample command for master-1 labeling:

[cndp-clpnc-cm-cm-primary] SMI Cluster Deployer (config-nodes-master-1)# k8s node-labels

smi.cisco.com/svc-type smf-node

To map the pods with node labels, use the following sample configuration:

config
k8 label protocol-layer key label key value label value
k8 label service-layer key label key value label value
k8 label cdl-layer key label key value label value
k8 label oam-layer key label key value label value
end

Following is an example configuration of pod to node-label mapping:

k8 label protocol-layer key smi.cisco.com/node-type value smf-proto
exit

k8 label service-layer key vm-type value smf-svc

exit

k8 label cdl-layer key smi.cisco.com/node-type value smf-cdl

exit

k8 label oam-layer key smi.cisco.com/node-type value oam

exit
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Deploying and Accessing cnSGW-C

This section describes how to deploy cnSGW-C and access the cnSGW-C Ops Center.

Deploying cnSGW-C

The Subscriber Microservices Infrastructure (SMI) platform is responsible for deploying and managing the
cnSGW-C application and other network functions.

For information on how to deploy cnSGW-C Ops Center on bare metal servers (currently Cisco UCS-C
servers) environment, see Operating the SMI Cluster Manager on Bare Metal section in the Ultra Cloud Core
Subscriber Microservices Infrastructure — Operations Guide.

Accessing the cnSGW-C Ops Center
You can connect to the cnSGW-C Ops Center through SSH or the web-based CLI console.
» SSH:
ssh admin@ops_center_pod_ip -p 2024

* Web-based console:
1. Log in to the Kubernetes master node.
2. Run the following command:
kubectl get ingress <namespace>
The available ingress connections get listed.
3. Select the appropriate ingress and access the Ops Center.
4. Access the following URL from your web browser:

cli.<namespace>-ops-center .<ip_address>.nip.io

By default, the Day 0 configuration is loaded into the cnSGW-C.

Day 0 Configuration

To view the Day 0 configuration, run the following command.
show running-config

The following is a sample Day 0 configuration:

system mode shutdown

helm default-repository base-repos

helm repository base-repos

url https://charts.209.165.201.1.nip.i0/ccg.2021.01.0.160

exit

k8s name 2nd-al8-kub-cluster

k8s namespace cn-cn3

k8s nf-name smf

k8s registry docker.209.165.201.1.nip.io/ccg.2021.01.0.160
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k8s single-node false

k8s use-volume-claims false

k8s ingress-host-name 209.165.201.2.nip.io
k8s nodes 2nd-al8-kub-cluster-master-11
node-type master

worker-type master

exit

k8s nodes 2nd-al8-kub-cluster-master-22
node-type master

worker-type master

exit

k8s nodes 2nd-al8-kub-cluster-master-33
node-type master

worker-type master

exit

aaa authentication users user admin
uid 1117

gid 1117

password $1$XNGJIOr .C$iZZvQbNfmPN15gG4GpQa8/
ssh_keydir /tmp/admin/.ssh
homedir /tmp/admin
exit
aaa ios level 0
prompt "\h> "
exit
aaa ilos level 15
prompt "\h# "
exit
aaa ios privilege exec
level O
command action
exit
command autowizard
exit
command enable
exit
command exit
exit
command help
exit
command startup
exit
exit
level 15
command configure
exit
exit
exit
nacm write-default deny
nacm groups group LI

user-name [ liadmin ]
exit

nacm groups group admin
user-name [ admin ]
exit

nacm rule-list admin
group [ admin ]
rule li-deny-tap

module—-name lawful-intercept
path /lawful-intercept
access-operations *

action deny

exit

rule li-deny-clear
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module—-name
path
access-operations
action
exit
rule any-access
action permit
exit
exit

Deploying and Configuring cnSGW-C through Operations Center |

tailf-mobile-smf
/clear/lawful-intercept
*

deny

nacm rule-list confd-api-manager

group
rule any-access
action permit
exit

exit

[ confd-api-manager |

nacm rule-list ops-center-security

group [ * ]

rule change-self-password

module-name
path
access-operations
action

exit

rule smiuser
module-name
path
access-operations
action

exit

exit

ops-center-security
/smiuser/change-self-password
exec

permit

ops-center-security
/smiuser

exec

deny

nacm rule-list lawful-intercept

group [ LI ]

rule li-accept-tap
module—-name

path
access-operations
action

exit

lawful-intercept
/lawful-intercept

*

permit

rule li-accept-clear

module-name
path
access-operations
action
exit
exit

tailf-mobile-smf
/clear/lawful-intercept
*

permit

nacm rule-list any-group

group [ * ]

rule li-deny-tap
module—-name
path
access-operations
action

exit

rule li-deny-clear
module—-name
path
access-operations
action

exit

exit
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Loading Day 1 Configuration

The cnSGW-C configuration is provided using the Ops Center infrastructure. To load the Day 1 configuration,
run the following command:

ssh adming@ops center pod ip -p 2024 paylconfig.cli

\ )

Note The Daylconfig.cli, on page 25 file contains the necessary parameters required for the Day 1 configuration.

Alternatively, you can copy the configuration and paste it in the cnSGW-C Ops Center CLI to load the Day
1 configuration.

config
<Paste the Day 1 configuration here>
commit
end

Day1config.cli

The following is a sample Daylconfig. cli file, which contains the Day 1 configuration for the cnSGW-C.

ipam

instance 1
source local
address-pool poolvi4
vrf-name ISP
tags

dnn intershat
dnn starent.com
exit

ipv4

split-size
per—-cache 1024

per-dp 256

exit

address-range 209.165.200 209.165.200.224
exit

exit

address-pool poolv4DNN2
vrf-name ISP

tags

dnn intershatl

exit

ipv4

split-size

per—-cache 1024

per-dp 256

exit

address-range 209.165.100 209.165.201.0
exit

exit

address-pool poolv4DNN3
static

vrf-name ISP

tags

dnn intershat2
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exit

ipv4d

split-size

per-cache 512

per-dp 512

exit

address-range 209.165.202 209.165.202.128
exit

ipvé6

prefix-ranges
split-size

per-cache 8192

per-dp 8192

exit

prefix-range 2002:db0:: length 48
exit

exit

exit

address-pool poolv4vDNN
vrf-name ISP

tags

dnn intershatl

exit

ipv4d

split-size

per-cache 1024

per-dp 256

exit

address-range 209.165.200 209.165.202.128
exit

exit

address-pool poolvé
vrf-name ISP

tags

dnn intershat

exit

ipvé6

prefix-ranges
split-size

per-cache 8192

per-dp 1024

exit

prefix-range 2001:db0:: length 48
exit

exit

exit

address-pool poolv6DNN2
vrf-name ISP

tags

dnn intershatl

exit

ipvé6

prefix-ranges
split-size

per-cache 8192

per-dp 1024

exit

prefix-range 2001:ef0:: length 48
exit

exit

exit

address-pool poolv6vDNN
vrf-name ISP

tags
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dnn intershatl

exit

ipvé6

prefix-ranges

split-size

per-cache 8192

per-dp 1024

exit

prefix-range 2001:ab0:: length 48
exit

exit

exit

exit

cdl deployment-model small
cdl zookeeper replica 1
cdl datastore session
slice-names 1

index map 1

index write-factor 1

slot replica 1

slot map 1
slot write-factor 1
exit

cdl kafka replica 1

etcd replicas 1

instances instance 1
slice-name 1
system-id DCNAMEOOL
cluster-id CLUSTERO001

exit

local-instance instance 1

instance instance-id 1

endpoint sbi

replicas 1

vip-ip 209.165.201.3 vip-port 1234

interface nrf

loopbackPort 9001

sla response 1000

sla procedure 1000

vip-ip 209.165.201.3 vip-port 9002 offline
exit

interface nll

loopbackPort 9011

sla response 1000

sla procedure 1000

vip-ip 209.165.201.3 vip-port 8090
exit

interface n7

loopbackPort 9007

sla response 1000

sla procedure 1000

vip-ip 209.165.201.3 vip-port 8090
exit
interface nl0

loopbackPort 9010

sla response 1000

sla procedure 1000

vip-ip 209.165.201.3 vip-port 8090
exit
interface n40

loopbackPort 9040

sla response 1000

sla procedure 1000
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vip-ip 209.165.201.3 vip-port 8090
exit

exit

endpoint 1i

replicas 1

vip-ip 209.165.201.3
exit

endpoint nodemgr
replicas 1

nodes 1

exit

endpoint gtp

replicas 1

interface s5

vip-ip 209.165.200.225
exit

interface s2b

vip-ip 209.165.200.225
exit

interface sbe

vip-ip 209.165.201.3
exit

interface sll

vip-ip 209.165.200.226
exit

exit

endpoint pfcp

replicas 1
enable-cpu-optimization true
interface sxa

heartbeat

interval 5
retransmission-timeout 3
max-retransmissions 5
exit

interface n4

heartbeat

interval 0
retransmission-timeout 3
max-retransmissions 5
exit

exit

exit

#endpoint radius-dns
#replicas 1

#vip-ip 209.165.201.3
#interface radius-client
#vip-ip 209.165.201.3
#exit

#exit

endpoint service
replicas 1

nodes 1

exit

endpoint protocol
vip-ip 209.165.201.3
replicas 1

interface n4

vip-ip 209.165.200.225
exit

interface sxa

vip-ip 209.165.201.3
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exit

exit

endpoint sgw-service

replicas 1

node 1

exit

exit

logging level application debug

logging level transaction debug

logging level tracing debug

logging name infra.config.core level application trace
logging name infra.config.core level transaction trace
logging name infra.config.core level tracing off
logging name infra.message log.core level transaction trace

deployment

model small
app-name SMF
cluster-name Local
dc-name DC
exit

k8 label protocol-layer key disktype value ssd

#k8 label service-layer key radnaik key value mine

#k8 label service-layer key smi.cisco.com/node-type value oam
exit

system mode running

helm default-repository cn

helm repository cn

#access-token smf-deployer.gen:Mitg 123

#access-token dev-deployer.gen:Mitg 123

#access-token
dev-deployer.gen:AKCp5ekcXA7TknMIDOLASNBW4 jwVEsSx9Z 9WpQwEVCvCQO2mJIhLymcz6BfbH38YJiWC6£fnlcKmw
access—token

smf-deployer.gen:AKCpSekcX7DcBhuAmMZY fGLaHVH3E4Syr9TQDplgjzcSjYrgsrGbXSYs5X2XY1j3d9n9VEWQe
#url
https://engci-maven-master.cisco.con/artifactory/smi-fuse-internal-snapshot/mobile-cnat—cn/cn-products/dev-cn-stage
url
https://engci-maven-master.cisco.con/artifactory/smi-fuse-internal-snapshot/mobile-cnat—cn/cn-products/dev-cn-stage
exit

profile nf-client nf-type udm

udm-profile UP1L

locality LOC1

priority 30

service name type nudm-sdm

endpoint-profile EP1

capacity 30

uri-scheme http

version

uri-version v2

exit

exit

endpoint-name EP1

primary ip-address ipv4 209.165.201.3

primary ip-address port 8001

exit

exit

exit

service name type nudm-uecm

endpoint-profile EP1

capacity 30

uri-scheme http

endpoint-name EP1

primary ip-address ipv4 209.165.201.3

primary ip-address port 8001

exit
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exit

exit

service name type nudm-ee
endpoint-profile EP1

capacity 30
api-uri-prefix PREFIX
api-root ROOT
uri-scheme http

endpoint-name EP1

priority 56

primary ip-address ipv4 209.165.201.3
primary ip-address port 8001

exit

exit

exit

exit

exit

exit

profile nf-client nf-type pcf
pcf-profile PP1

locality LOC1

priority 30

service name type npcf-am-policy-control
endpoint-profile EP1

capacity 30

uri-scheme http

endpoint-name EP1

priority 56

primary ip-address ipv4 209.165.201.3
primary ip-address port 8003

exit

exit

exit

service name type npcf-smpolicycontrol
endpoint-profile EP1

capacity 30

uri-scheme http

endpoint-name EP1

priority 56

primary ip-address ipv4 209.165.201.3
primary ip-address port 8003

exit

exit

exit

exit

exit

exit

profile nf-client nf-type amf
amf-profile APl

locality LOC1

priority 30

service name type namf-comm
endpoint-profile EP2

capacity 30

uri-scheme http

endpoint-name EP1

priority 56

primary ip-address ipv4 209.165.201.3
primary ip-address port 8002

exit

exit

exit

exit

exit
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exit

profile nf-client nf-type chf
chf-profile CP1

locality LOC1

priority 30

service name type nchf-convergedcharging
endpoint-profile EP1

capacity 30

uri-scheme http

version

uri-version v2

exit

exit

endpoint-name EP1

priority 56

primary ip-address ipv4 209.165.201.3
primary ip-address port 8004
exit

exit

exit

exit

exit

chf-profile CP2

locality LOC1

priority 31

service name type nchf-convergedcharging
endpoint-profile EP1

capacity 30

uri-scheme http

version

uri-version v2

exit

exit

endpoint-name EP1

priority 56

primary ip-address ipv4 209.165.201.3
primary ip-address port 9040
exit

exit

exit

exit

exit

exit

profile nf-pair nf-type UDM
nrf-discovery-group udmdiscovery
locality client LOC1

locality preferred-server LOC1
locality geo-server GEO

exit

profile nf-pair nf-type AMF
nrf-discovery-group udmdiscovery
locality client LOC1

locality preferred-server LOC1
locality geo-server GEO

exit

profile nf-pair nf-type PCF
nrf-discovery-group udmdiscovery
locality client LOC1

locality preferred-server LOC1
locality geo-server GEO

exit

profile nf-pair nf-type UPF
nrf-discovery-group udmdiscovery
locality client LOC1
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locality preferred-server LOC1
locality geo-server GEO

exit

profile nf-pair nf-type CHF
nrf-discovery-group udmdiscovery
locality client LOC1

locality preferred-server LOC1
locality geo-server GEO

exit

profile nf-client-failure nf-type udm
profile failure-handling FH4

service name type nudm-sdm

message type UdmSdmGetUESMSubscriptionData
status-code httpv2 403

retry 3
action retry-and-ignore
exit

status-code httpv2 404
action continue

exit

status-code httpv2 413
retry 3

action retry-and-continue
exit

status-code httpv2 501
retry 3

action retry-and-terminate
exit

status-code httpv2 503
action terminate

exit

status-code httpv2 504
retry 3

action retry-and-terminate
exit

exit

message type UdmSdmSubscribeToNotification
status-code httpv2 403

retry 3
action retry-and-ignore
exit

status-code httpv2 404
action continue

exit

status-code httpv2 413
retry 3

action retry-and-continue
exit

status-code httpv2 501
retry 3

action retry-and-terminate
exit

status-code httpv2 503
action terminate

exit

status-code httpv2 504
retry 3

action retry-and-terminate
exit

exit

exit

service name type nudm-uecm
message type UdmUecmRegisterSMF
status-code httpv2 403
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retry 3
action retry-and-ignore
exit

status-code httpv2 404
action continue

exit

status-code httpv2 413
retry 3

action retry-and-continue
exit

status-code httpv2 501
retry 3

action retry-and-terminate
exit

status-code httpv2 503

action terminate

exit

status-code httpv2 504

retry 3

action retry-and-terminate

exit

exit

exit

exit

exit

profile nf-client-failure nf-type pcf
profile failure-handling FHIL

service name type npcf-smpolicycontrol
message type PcfSmpolicycontrolCreate
status-code httpv2 0

action retry-and-ignore

exit

status-code httpv2 400

action continue

exit

status-code httpv2 403

action retry-and-ignore

exit

status-code httpv2 404

action terminate

exit

status-code httpv2 500
retry 2

action retry-and-ignore
exit

status-code httpv2 503
retry 2

action retry-and-continue
exit

exit

message type PcfSmpolicycontrolUpdate
status-code httpv2 0
action retry-and-ignore
exit

status-code httpv2 400
action continue

exit

status-code httpv2 403
action retry-and-ignore
exit

status-code httpv2 404
action terminate

exit

status-code httpv2 500
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retry 2

action retry-and-ignore
exit

status-code httpv2 503
retry 2

action retry-and-continue
exit

exit

message type PcfSmpolicycontrolDelete
status-code httpv2 0
action retry-and-ignore
exit

status-code httpv2 400
action continue

exit

status-code httpv2 403
action retry-and-ignore
exit

status-code httpv2 404
action terminate

exit

status-code httpv2 500
retry 2

action retry-and-ignore
exit

status-code httpv2 503
retry 2

action retry-and-continue
exit

exit

exit

exit

exit

profile nf-client-failure nf-type chf
profile failure-handling FH2

service name type nchf-convergedcharging
message type ChfConvergedchargingCreate
status-code httpv2 0

action continue

exit

status-code httpv2 400
retry 3

action retry-and-terminate
exit

status-code httpv2 403
retry 3

action retry-and-ignore
exit

status-code httpv2 404
retry 3

action retry-and-terminate
exit

status-code httpv2 500
action continue

exit

status-code httpv2 503
action terminate

exit

status-code httpv2 504
action continue

exit

exit

message type ChfConvergedchargingUpdate
status-code httpv2 0
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action continue

exit

status-code httpv2 400
retry 3

action retry-and-terminate
exit

status-code httpv2 403
retry 3

action retry-and-ignore
exit

status-code httpv2 404
retry 3

action retry-and-terminate
exit

status-code httpv2 500
action continue

exit

status-code httpv2 503
action terminate

exit

status-code httpv2 504
action continue

exit

exit

message type ChfConvergedchargingDelete
status-code httpv2 0
action continue

exit

status-code httpv2 400
retry 3

action retry-and-terminate
exit

status-code httpv2 403
retry 3

action retry-and-ignore
exit

status-code httpv2 404
retry 3

action retry-and-terminate
exit

status-code httpv2 500

action continue

exit

status-code httpv2 503

action terminate

exit

status-code httpv2 504

action continue

exit

exit

exit

exit

exit

profile sgw sgwl
locality LOC2
fagdn cisco.com.apn.epc.mnc456.mccl23
#subscriber-policy polSub

exit

profile smf smfl

node-id abcdef
locality LOC1L

fagdn cisco.com.apn.epc.mnc456.mccl23

allowed-nssai [ slicel ]

plmn-id mcc 123
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plmn-id mnc 456
service name nsmf-pdu

type pdu-session

schema http

service-id 1

version 1.Rn.0.0

http-endpoint base-url http://smf-service
icmpvé6-profile icmpprfl
compliance-profile compl

access-profile accessl
subscriber-policy polSub

exit

exit

profile sgw sgwl

locality LOC2

fagdn cisco.com.apn.epc.mnc456.mccl23

plmn-id mcc 123

plmn-id mnc 456

#subscriber-policy polSub

exit

profile dnn starent.com
network-element-profiles chf chfl
network-element-profiles amf amfl
network-element-profiles pcf pcfl
network-element-profiles udm udml
charging-profile chgprfl
virtual-mac b6:6d:47:47:47:47
ssc-mode 2 allowed [ 3 ]

session type IPV4 allowed [ IPV6 IPV4V6 ]
upf apn starent.com

#dcnr true

exit

profile dnn default-profile
network-element-profiles chf chfl
network-element-profiles amf amfl
network-element-profiles pcf pcfl
network-element-profiles udm udml
charging-profile chgprfl
virtual-mac b6:6d:47:47:47:47
ssc-mode 2 allowed [ 3 ]

session type IPV4 allowed [ IPV6 IPV4V6 ]
upf apn starent.com

#dcnr true

exit

profile dnn intershat
network-element-profiles chf chfl
network-element-profiles amf amfl
network-element-profiles pcf pcfl
network-element-profiles udm udml
charging-profile chgprfl
virtual-mac b6:6d:47:47:47:47
ssc-mode 2 allowed [ 3 ]

session type IPV4 allowed [ IPV6 IPV4V6 ]
upf apn intershat

dcnr true

exit

profile dnn intershatl
network-element-profiles chf chfl
network-element-profiles amf amfl
network-element-profiles pcf pcfl
network-element-profiles udm udml
charging-profile chgprfl
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virtual-mac b6:6d:47:47:47:48

pcscf-profile PCSCF_Prof 2

ssc-mode 1

session type IPV4

exit

profile dnn intershat2

network-element-profiles chf chf
network-element-profiles amf amf
network-element-profiles pcf pcf
network-element-profiles udm udm
charging-profile chgprfl

virtual-mac b6:6d:47:47:47:49

ssc-mode 2 allowed [ 3 ]

session type IPV4 allowed [ IPV6 IPV4V6 ]

upf apn intershat2

exit

profile gos abc

ambr ul "250 Kbps"

ambr dl "500 Kbps"

qib 7

arp priority-level 14

arp preempt-cap NOT_PREEMPT

arp preempt-vuln PREEMPTABLE

priority 120

max data-burst 2000

exit

profile failure-handling FHIL

interface pfcp message N4SessionEstablishmentReq
cause-code pfcp-entity-in-congestion action retry-terminate max-retry 2
cause-code system-failure action terminate
cause-code service-not-supported action terminate
cause-code no-resource-available action retry-terminate max-retry 3
cause-code no-response-received action retry-terminate max-retry 1
cause-code reject action terminate

exit

interface pfcp message N4SessionModificationReq
cause-code mandatory-ie-incorrect action terminate
cause-code session-ctx-not-found action terminate
cause-code reject action terminate

exit

exit

profile failure-handling gtpl

interface gtpc message S5S8CreateBearerReq
cause-code temp-fail

action retry timeout 1000 max-retry 2

exit

exit

interface gtpc message S5S8UpdateBearerReq
cause-code temp-fail

action retry timeout 1000 max-retry 2

exit

exit

interface gtpc message S5S8DeleteBearerReq
cause-code temp-fail

action retry timeout 1000 max-retry 2

exit

exit

exit

profile network-element amf amfl
nf-client-profile AP1
failure-handling-profile FH3

query-params [ dnn ]

exit

profile network-element pcf pcfl
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nf-client-profile PP1
failure-handling-profile FHIL
query-params [ dnn ]
rulebase-prefix cbn#
predefined-rule-prefix crn#
exit

profile network-element udm udml
nf-client-profile UP1l
failure-handling-profile FH4
query-params [ dnn ]

exit

profile network-element upf upf226
node-id upf226@sgw.com
n4-peer-address ipv4 209.165.201.4
n4-peer-port 8805

dnn-list [ intershat intershatl intershat2 cisco.com starent.com ]
capacity 2000

priority 10

exit

profile network-element upf upfl
node-id upfl@sgw.com
n4-peer-address ipv4 209.165.201.5
n4-peer-port 8805

dnn-list [ intershat intershatl intershat2 cisco.com starent.com ]
capacity 2000

priority 10

exit

profile network-element upf upf2
node-id upf2@sgw.com
n4-peer-address ipv4 209.165.201.6
n4-peer-port 8805

dnn-list [ intershatl intershat?2 cisco.com starent.com ]
capacity 2000

priority 1

exit

profile network-element upf upf76
node-id upf3@sgw.com
n4-peer-address ipv4 209.165.201.7
n4-peer-port 8805

dnn-list [ intershatl intershat2?2 starent.com cisco.com ]
capacity 1000

priority 10

exit

profile network-element upf upf70
node-id upf4@sgw.com
n4-peer-address ipv4 209.165.201.8
n4-peer-port 8805

dnn-list [ intershatl intershat?2 starent.com cisco.com ]
capacity 1000

priority 10

exit

profile network-element upf upf7l
node-id upf5@sgw.com
n4-peer-address ipv4 209.165.201.9
n4-peer-port 8805

dnn-list [ intershatl intershat?2 starent.com cisco.com ]
capacity 1000

priority 10

exit

profile network-element upf upf72

n4-peer-address ipv4 209.165.201.10

n4-peer-port 8805

dnn-list [ intershatl intershat?2 starent.com cisco.com ]
capacity 2000
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priority 10

exit

profile network-element upf upf79
n4-peer-address ipv4 209.165.201.11
n4-peer-port 8805

dnn-list [ intershatl intershat?2 starent.com cisco.com ]
capacity 2000

priority 10

exit

profile network-element upf upfl3l
n4-peer-address ipv4 209.165.201.12
n4-peer-port 8805

dnn-list [ intershatl intershat?2 starent.com cisco.com ]
capacity 2000

priority 10

exit

profile network-element upf upfl32
n4-peer-address ipv4 209.165.201.13
n4-peer-port 8805

dnn-list [ intershatl intershat?2 starent.com cisco.com ]
capacity 2000

priority 10

exit

profile network-element upf upfl33
n4-peer-address ipv4 209.165.201.14
n4-peer-port 8805

dnn-list [ intershatl intershat?2 starent.com cisco.com ]
capacity 2000

priority 10

exit

profile network-element upf upfl34
n4-peer-address ipv4 209.165.201.15
n4-peer-port 8805

dnn-list [ intershatl intershat?2 starent.com cisco.com ]
capacity 2000

priority 10

exit

profile network-element upf upfl35
n4-peer-address ipv4 209.165.201.16
n4-peer-port 8805

dnn-list [ intershatl intershat?2 starent.com cisco.com ]
capacity 2000

priority 10

exit

profile network-element upf upfl36
n4-peer-address ipv4 209.165.201.17
n4-peer-port 8805

dnn-list [ intershatl intershat?2 starent.com cisco.com ]
capacity 2000

priority 10

exit

profile network-element chf chfl
nf-client-profile Cp1
failure-handling-profile FH2
query-params [ dnn ]
nf-client-profile-offline CP2

exit

profile network-element chf chgserl
exit

profile compliance compl
service nsmf-pdusession
version uri vl

version full 1.0.0
version spec 15.4.0
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exit

service namf-comm
version uri vl

version full 1.0.0
version spec 15.4.0

exit

service nl

version uri vl

version full 1.0.0
version spec 15.4.0

exit

service n2

version uri vl

version full 1.0.0
version spec 15.4.0

exit

service nudm-sdm

version uri vl

version full 1.0.0
version spec 15.4.0

exit

service nudm-uecm
version uri vl

version full 1.0.0
version spec 15.4.0

exit

service nnrf-disc

version uri vl

version full 1.0.0
version spec 15.4.0

exit

service nnrf-nfm

version uri vl

version full 1.0.0
version spec 15.4.0

exit

service npcf-smpolicycontrol
version uri vl

version full 1.0.0
version spec 15.4.0

exit

service nchf-convergedcharging
version uri vl

version full 1.0.0
version spec 15.3.0

exit

exit

profile upf-group groupl
failure-profile FHI1

exit

profile access accessl
n26 idft enable timeout 15
n2 idft enable timeout 15
gtpc gtpc-failure-profile gtpl
exit

profile icmpv6 icmpprfl
options virtual-mac b6:6d:57:45:45:45
exit

profile charging chgprfl
method [ offline ]

exit

profile charging-characteristics 1
charging-profile chgprfl
exit
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nssai name slicel

sst 2

sdt Abfl23

dnn [ dnnl intershat intershatl intershat2 ]
exit

policy subscriber polSub
precedence 1

sst 02

sdt Abf123
serving-plmn mcc 123
serving-plmn mnc 456
supi-start-range 100000000000001
supi-stop-range 999999999999999
gpsi-start-range 1000000000
gpsi-stop-range 9999999999
operator-policy opPoll

exit

precedence 511

operator-policy defOprPoll

exit

exit

policy operator defOprPoll
policy dnn defPolDnn
policy network-capability ncl
exit

policy operator opPoll

policy dnn polDnn
policy network-capability ncl
exit

policy dnn defPolDnn

profile default-profile

dnn dnn2 profile profile2

dnn intershat profile intershat

dnn intershatl profile intershatl
dnn starent.com profile starent.com
exit

policy dnn polDnn

profile default-profile

dnn dnn2 profile profile2

dnn intershat profile intershat

dnn intershatl profile intershatl
dnn intershat2 profile intershat2
dnn starent.com profile starent.com
exit

policy network-capability ncl
nw-support-local-address—-tft true

exit

nacm groups group LI2
user-name [ liadmin2 ]
exit

nacm groups group LI3
user-name [ liadmin3 ]
exit

nacm groups group admin
user-name [ admin ]
exit

commit

end
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CHAPTER 4

Smart Licensing Support

* Feature Summary and Revision History, on page 43

» Smart Software Licensing, on page 44

* Configuring Smart Licensing, on page 49

* Viewing the Smart Licensing information, on page 57

Feature Summary and Revision History

Summary Data

Table 3: Summary Data

Applicable Product(s) or Functional Area cnSGW-C

Applicable Platform(s) SMI

Feature Default Setting Disabled - Configuration required
Related Documentation Not Applicable

Revision History

Table 4: Revision History

Revision Details Release

Enhancement introduced. 2021.02.0

Multiple Entitlement Tags - cnSGW-C supports a
REST service that returns Software License
entitlements information based on the installed service
profile.

First introduced. 2020.03.0
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Smart Software Licensing

Cisco employs two types of license models - Legacy Licensing and Smart Software Licensing. Legacy
Licensing consists of software activation by installing Product Activation Keys (PAK) on to the Cisco product.
A Product Activation Key is a purchasable item, ordered in the same manner as other Cisco equipment and
used to obtain license files for feature set on Cisco Products. This traditional licensing does not need any
online communication with the Cisco licensing server.

Smart Software Licensing is a cloud-based licensing of the end-to-end platform through the use of a few tools
that authorize and deliver license reporting. Smart Software Licensing functionality incorporated into the NFs
complete the product registration and authorization. cnSGW-C supports the Smart Software Licensing model.

Smart Licensing simplifies the purchase, deployment, and management of Cisco software assets. Entitlements
are purchased through your Cisco account through Cisco Commerce Workspace (CCW) and immediately
available in your Virtual Account for usage. This approach eliminates the need to install license files on every
device. Smart-enabled products communicate directly to Cisco to report consumption. A single location—Cisco
Software Central—is available for customers to manage Cisco software licenses. License ownership and
consumption are readily available to help make a better purchase decision that is based on consumption or
business need.

For more information on Cisco Smart Licensing, see
https://www.cisco.com/c/en/us/buy/smart-accounts/software-licensing.html.

Cisco Software Central

Cisco Software Central (CSC) enables the management of software licenses and the smart account from a
single portal. The CSC interface allows you to enable your product, manage entitlements, renew, and upgrade
software. You need a functioning smart account to complete the registration process.

To access Cisco Software Central, see https://software.cisco.com.

Smart Accounts and Virtual Accounts

A Smart Account provides a single location for all smart-enabled products and entitlements. It helps in
procurement, deployment, and maintenance of Cisco Software. When creating a smart account, you must
have the authority to represent the requesting organization. After submission, the request goes through approval
process.

A Virtual Account exists as a sub-account within the smart account. Virtual Accounts are customer-defined
based on the organizational layout, business function, geography, or any defined hierarchy. Smart account
administrator creates and maintains the virtual accounts.

For information on setting up or managing the Smart Accounts, see https://software.cisco.com.

Requesting a Cisco Smart Account

A Cisco Smart Account is an account where smart licensing-enabled products are available. A Cisco smart
account allows you to manage and activate your licenses to devices, monitor license use, and track Cisco
license purchases. Through transparent access, you have a real-time view into your smart licensing products.
IT administrators can manage licenses and account users within the organization's smart account through
Cisco Software Central. To create a Cisco Smart Account, perform the following steps:
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Step 1 Visit the following URL:

https://software.cisco.com

Step 2 Log in using your credentials, and click Request a Smart Account in the Administration area.

The Smart Account Request window appears.

Step 3 Under Create Account, select one of the following options:

* Yes, | haveauthority to represent my company and want to createthe Smart Account. If you select this option,
you agree to authorize to create and manage product and service entitlements, users, and roles, on behalf of the
organization.

* No, the per son specified below will create the account. If you select this option, you must enter the email address
of the person who creates the smart account.

Step 4 Under Account I nformation,
a) Click Edit beside Account Domain | dentifier.

b) In the Edit Account Identifier dialog box, enter the domain, and click OK. By default, the domain is based on the
email address of the person creating the account, and must belong to the company that will own this account.
c) Enter the Account Name (typically, the company name).

Step 5 Click Continue.
The Smart Account request will be in pending status until it is approved by the Account Domain Identifier. After the
approval, you will receive an email confirmation with instructions for completing the setup process.

cnSGW-C Smart Licensing

The Smart Licensing feature supports application entitlement for online and offline licensing for all 5G
applications. The application usage is unrestricted during all stages of licensing, including Out of Compliance
(O0C) and expired stages.

\)

Note A 90 day evaluation period is granted for all licenses in use. Currently, the functionality and operation of the
5G applications is unrestricted even after the end of the evaluation period.

Software Tags and Entitlement Tags

The following sections provide information on software and entitlement tags that are created to identify,
report, and enforce licenses.

Software Tags

A Software tag or a Product tag is a unique identifier that helps Smart Licensing system identify the software
product family. During the addition of Smart product instance in Cisco Smart Software Manager, the Smart
client uses the software/product tag for identification.

The following software tags exist for the cnSGW-C.
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Product Type / Description | Software Tag

Ultra Cloud Core - regid.2020-07.com.cisco.cnSGWc,1.0_ff0b64f1-f54d-46d3-afc7-052d41870b59
Serving Gateway Function
(cnSGWc), Base
Minimum

Entitlement Tags

An Entitlement tag is a part of the software that identifies the features that are being used in a software image.
These tags underlay the communication on usage and entitlements of the software products that are installed
on the devices. The entitlement tags map to both the PID license and the Software image. Every Smart-enabled
PID may contain one or more entitlement tags.

The following entitlement tags identify licenses in use:

Product Type / Entitlement Tag
Description
Ultra Cloud Core - regid.2020-07.com.cisco.cnSGWc _1K,1.0_6ce36¢73-26dd-4607-ab9b-077fbb2e0f54

Serving Gateway
Function (cnSGWc), 1K
Sessions

\}

Note The license information is retained during software upgrades and rollback.

Multiple Entitlement Tags

Feature Description

cnSGW-C supports configuring REST endpoint. This REST endpoint supports a REST service that returns
Software License entitlements information based on the installed service profile. For example:

« Standalone SMF
» Standalone cnSGW-C
* A combination of SMF and cnSGW-C

\)

Note This feature is applicable only for Converged Core products.

How it Works

This section describes how this feature works.

To configure multiple entitlement tags, use the GET service added in NF’s (cnSGW-C/SMF) rest-ep pod on
the internal port 8000. The REST service name is 'entitlements'.
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\)

Note Asiocalhost:8000 is already occupied by entitlements service, it’s recommended not to create a new service
on port 8000 and localhost inside REST-EP.

Ops Center’s values . yaml registers this service as a part of product configuration.

The following is a sample configuration:

ops—-center:
product:
id: <product id>, e.g. SMF
softwareID: <s/w id>, e.g.
regid.2020-04.com.cisco.SMF,1.0 37ffdc21-3e95-4192-bcda-d3225b6590ce
entitlementsURL: http://entitlements:8000/entitlements.json

After values. yaml is populated with entitlementsURL, Ops Center installs all the available licenses
received from entitlements service.

The entitlements service looks up for entitlements in rest-ep-entitlements-cmconfigmap and returns
all the available entitlements back as a JSON response.

Entitlements in rest-ep-entitlements-cm are registered based on the following flags:
* restep.smfProfile

* restep.sgwProfile

\)

Note The flags are configured in cn-ops-center > confd_init > render > rest-ep > pod.yaml.

If entitlements service has no entitlement information, Ops Center doesn't send any request to the smart license
server or doesn't install any license.

SNMP Traps

If the product is not in compliance with the contract (the product has used too many licenses/entitlements or
not authorized to use a particular entitlement tag), a notification is sent to all the applications using the
entitlement tag. An SNMP trap is sent indicating the entitlements that are not in compliance. This SNMP trap
is seen in smart agent syslogs, with the trap name as SMART LIC-3-OUT OF COMPLIANCE.

Converged Core has two service profiles—SMF and cnSGW-C, with each service having a specific product
ID. When registering with Software License server, the SMF and the cnSGW-C send respective product ID
with their entitlements.

Smart agent doesn't support processing multiple product IDs. It is recommended to use SMF product ID for
processing by the smart agent.

Sample Configuration

The following is an example configuration of rest-ep-entitlements-cm configmap.

Name: rest-ep-entitlements-cm
Namespace: smf
Labels: app=rest-ep
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app.kubernetes.io/managed-by=Helm
chart=rest-ep-0.5.2-dev-multi-entitlement-7600-210225084534-a5b5b67
component=rest-ep
heritage=Helm
release=smf-rest-ep

Annotations: meta.helm.sh/release-name: smf-rest-ep
meta.helm.sh/release-namespace: smf

nf-profiles:
configuredProfiles:
- name: "smf"
entitlement:
displayName: "UCC 5G SMF BASE"
entitlementTag: regid.2020-04.com.cisco.SMF BASE, 1.0 b49f5997-21aa-4d15-9606-0cff88729f69

entitlementVersion: "1.0"
"sgw
entitlement:

displayName: "UCC cnSGWc 1K"

entitlementTag: regid.2020-07.com.cisco.cnSGWc 1K, 1.0 6ce36c73-26dd-4607-ab%b-077fbb2e0£f54

- name: "

entitlementVersion: "1.0"
Events: <none>

JSON response format from REST API http://entitlements:8000/entitlemens.json

"displayName" : "SMF BASE",
"entitlementTag" : "
regid.2020-04.com.cisco.SMF BASE, 1.0 b49f5997-21aa-4d15-9606-0cff88729f69",
"entitlementVersion™ : "1.0"
}I
{
"displayName" : "cnSGW_BASE",
"entitlementTag"
"regid.2020-02.com.cisco.cnSGW _BASE,1.0 a61f0740-ef15-4ac2-916£-77257902b22",
"entitlementVersion" : "1.0"

Configuration Checks
This section describes the configuration checks.
* The following checks must be done after you configure multiple entitlement tags:
» Make sure that NF’s Ops Center is deployed successfully.

* Post new deployment and configuration, make sure that all pods are up and in ready state (primarily,
the service, nodemgr, cachepod, udp-proxy, rest-ep, and protocol pods).

* If SMF service is configured with profile, then rest-ep-entitlements—cmmust be populated
with SMF entitlement.

* If the cnSGW-C service is configured with profile, then rest-ep-entitlements-cm must
be populated with cnSGW-C entitlement.
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* If both—the SMF and the cnSGW-C services—are configured with the profile, then
rest-ep-entitlements-cm must be populated with SMF and enSGW-C entitlements.

* The following checks must be done after you remove multiple entitlement tag configurations:

» Make sure all pods are terminated and removed (and SMF deregisters with NRF).

» Make sure all security-related items (except for security items used by Ops Center) are removed.

Troubleshooting

This section describes troubleshooting information.
* To troubleshoot entitlements service, check rest-ep pod logs.

kubectl logs rest-ep-n0-0 -n <namespace> —f

* To debug the issue with the entitlement service, you can also check the output data from the following
commands.

* show license tech-support
* show license status

* show license summary

* To troubleshoot smart-agent and Ops Center pods, you can use the following commands.

* kubectl logs <smart agent pod> —n namespace

* kubectl logs <ops center pod> —n namespace

Configuring Smart Licensing

You can configure Smart Licensing after a new cnSGW-C deployment.

Users with Access to Cisco Software Central

This section describes how to configure Smart Licensing if you have access to Cisco Software Central (CSC)
portal from your environment.

Setting Up the Product and Entitlement in CSC
To set up your product and entitlement in CSC:

1. Login to your CSC account.

2. Click Add Product and enter the following details.
* Product name—Specify the name of the deployed product. Example: SGW.
* Primary PM CEC | D—Specify the primary Project Manager's CEC ID for the deployed product.
» Dev Manager CEC | D—Specify the Development Manager's CEC ID for the deployed product.
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12.

* Description—(Optional) Specify a brief description of the deployed product.
* Product Type—Specify the product type.

+ Software | D Tag—Specify the software ID Tag provided by the Cisco Accounts team.

Click Create.
Select your product from the Product/Entitlement Setup grid.
Click Entitlement drop-down and select Create New Entitlement.

Select New Entitlement in Add Entitlement and enter the following details:

« Entitlement Name—Specify the license entitlement name. Example: SGW_BASE.
» Description—(Optional) Specify a brief description about the license entitlement.

« Entitlement Tag—Specify the entitlement tag provided by the Cisco Accounts team.
+ Entitlement Type—Specify the type of license entitlement.

» Vendor String—Specify the vendor name.

Click Entitlement Allocation.
Click Add Entitlement Allocation.
In New License Allocation, provide the following details:
* Product—Select your product from the drop-down list.

« Entitlement—Select your entitlement from the drop-down list.

Click Continue.

In New License Allocation, enter the following details:
* Quantity—Specify the number of licenses.
« License Type—Specify the type of license.

* Expiring Date—Specify the date of expiry for the license purchased.

Click Create.

Registering Smart Licensing

You must register the product entitled to the license with the CSC. To register the product, you must generate
an ID token from the CSC.

1. Log in to your CSC account.

2. Click General > New Token and enter the following details:

* Description—Specify a brief description for the ID token.
* Expires After—Specify the number of days for the token to expire.

* Max. Number User s—Specify the maximum number of users.
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Click Create Token.

Select new I D token in Product I nstance Registration Token.

Click Actions> Copy.

Log in to cnSGW-C Ops Center CLI and paste the | D token using the following command:
license smart register idtoken

NOTES:

* license smart register —Registers Smart Licensing with the CSC.

« idtoken —Specify the ID token generated from CSC.

Example:

license smart register

Value for 'idtoken' (<string>): MTI2Y2FINTAtOThkMiOOYTAXLWE4M2QtOTNhNzNIN]Y4ZmFiLTE2MTCAN
Tky%0AMTASMDh8ck1 3 UHNwc3k1ZCOnWFFCSNVECUp4QU1j TFox0GxDTUS5k031pa25E%0Ab04wST0%3D%0A
Verify the Smart Licensing status using the following command:

show license all

Example:

show license all

Smart Licensing Status

Smart Licensing is ENABLED

Registration:
Status: REGISTERED
Smart Account: CN-5G-NF
Virtual Account: Default
Export-Controlled Functionality: Allowed
Initial Registration: SUCCEEDED on Jul 12 19:46:04 2020 GMT
Last Renewal Attempt: SUCCEEDED on Jul 12 19:46:04 2020 GMT
Next Renewal Attempt: Jan 8 19:46:04 2021 GMT
Registration Expires: Jul 12 19:39:10 2021 GMT

License Authorization:
Status: AUTHORIZED on Jul 12 19:46:06 2020 GMT
Last Communication Attempt: SUCCEEDED on Jul 12 19:46:06 2020 GMT
Next Communication Attempt: Aug 11 19:46:06 2020 GMT
Communication Deadline: Oct 10 19:43:32 2020 GMT

License Conversion:
Automatic Conversion Enabled: true
Status: NOT STARTED

Utility:
Status: DISABLED

Transport:
Type: CALLHOME

Evaluation Period:
Evaluation Mode: Not In Use

Evaluation Period Remaining: 89 days, 1 hr, 20 min, 55 sec

License Usage
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License Authorization Status: AUTHORIZED as of Jul 12 19:46:06 2020 GMT

cnSGWc_1K (cnSGWc_1K)
Description: Ultra Cloud Core - Serving Gateway Function (cnSGWc), 1K Sessions
Count: 1
Version: 1.0
Status: AUTHORIZED
Export status: NOT RESTRICTED
Feature Name: <empty>
Feature Description: <empty>

Product Information

UDI: PID:cnSGWc, SN:JC5LXHI-2KVPPIQ

Agent Version

Smart Agent for Licensing: 3.0.13

Deregistering Smart Licensing

To deregister Smart Licensing:

1. Login to cnSGW-C Ops Center CLI and use the following command:
license smart deregister
NOTES:

* license smart deregister —Deregisters Smart Licensing from CSC.

2. Verify the Smart Licensing status using the following command:
show license all
Example:

show license all

Smart Licensing Status

Smart Licensing is ENABLED

Registration:
Status: UNREGISTERED
Export-Controlled Functionality: Not Allowed

License Authorization:
Status: EVAL MODE
Evaluation Period Remaining: 89 days, 1 hr, 18 min, 55 sec
Last Communication Attempt: NONE

License Conversion:
Automatic Conversion Enabled: true

Status: NOT STARTED

Utility:
Status: DISABLED

Transport:
Type: CALLHOME
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Evaluation Period:
Evaluation Mode: In Use
Evaluation Period Remaining: 89 days, 1 hr, 18 min, 55 sec

License Usage

License Authorization Status: EVALUATION MODE
Evaluation Period Remaining: 89 days, 1 hr, 18 min, 55 sec

cnSGWc_1K (cnSGWc_1K)
Description: Ultra Cloud Core - Serving Gateway Function (cnSGWc), 1K Sessions
Count: 1
Version: 1.0
Status: EVAL MODE
Export status: NOT RESTRICTED
Feature Name: <empty>
Feature Description: <empty>

Product Information

UDI: PID:cnSGWc, SN:JC5LXHI-2KVPPIQ

Agent Version

Smart Agent for Licensing: 3.0.13

Users without Access to Cisco Software Central

The Smart License Reservation feature—Perpetual Reservation—is reserved for customers without access to
CSC from their internal environments. Cisco allows customers to reserve licenses from their virtual account
and tie them to their devices' Unique Device Identifier (UDI). This enables customers to use their devices
with reserved licenses in a disconnected mode.

The subsequent section describes the procedure involved in reserving Smart License for users without access
to CSC from their internal environment.

Enabling and Generating Smart License Reservation Request Code
To enable and generate the Smart License reservation request code:
1. Login to cnSGW-C Ops Center CLIL.

2. To enable reservation, use the following configuration:

config terminal
license smart reservation
end

NOTES:

« license smart reservation —Enables license reservation.

3. To request for a reservation code, use the following command:
license smart reservation request
NOTES:

* license smart reservation request —Generates the license reservation request code.
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Important  Copy the generated license request code from the SGW Ops Center CLI to your

local machine for further use.

Example:

license smart reservation request

reservation-request-code CE-ZcnSGWc:JC5LXHI-2KVPPIQ-AwjEHYOEO-F8

Message from confd-api-manager at 2020-07-13 08:27:27...

Global license change NotifyReservationInProgress reason code Success - Successful.

Generating an Authorization Code from CSC

To generate an authorization code from CSC using the license reservation request code:

1
2.

Log in to your CSC account.
Click License Reservation.

Enter the Request Code: Paste the license reservation request code copied from the SGW Ops Center CLI
in the Reservation Request Code text-box.

Select the Licenses: Click Reserve a Specific License radio button and select UCC 5G SGW BASE.

\)

Note In the Reserve text box, enter the value 1.

Review your selection.
Click Generate Authorization Code.

Download the response file: The authorization code is generated and displayed on-screen. Click Download
as Fileto download the authorization code.

Click Close.

Reserving Smart Licensing

To reserve Smart License for the deployed product using the authorization code generated in CSC:

1

Log in to cnSGW-C Ops Center CLI and use the following command:
license smart reservation install authorization code
NOTES:

« licensesmart reservation install authorization code—Installs a Smart License Authorization code.

Example:

license smart reservation install
Value for 'key' (<string>): CAAAsJ-iwTYvW-puASse-nLGbcj-NJwnCo-EpxZ
Message from confd-api-manager at 2020-07-13 08:30:00...

Global license change NotifyReservationInstalled reason code Success - Successful.
Message from confd-api-manager at 2020-07-13 08:30:01...
Global license change NotifyRegisterSuccess reason code Success - Successful
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2. Verify the smart licensing status using the following command:
show license all
Example:

show license all

Smart Licensing Status

Smart Licensing is ENABLED
License Reservation is ENABLED

Registration:
Status: REGISTERED - UNIVERSAL LICENSE RESERVATION
Export-Controlled Functionality: Allowed
Initial Registration: SUCCEEDED on Mon Jul 13 08:29:59 GMT 2020
Last Renewal Attempt: None

License Authorization:
Status: AUTHORIZED - RESERVED on Mon Jul 13 08:29:59 GMT 2020

Utility:
Status: DISABLED

Transport:
Type: CALLHOME

Evaluation Period:
Evaluation Mode: Not In Use
Evaluation Period Remaining: 88 days, 23 hr, 28 min, 54 sec

License Usage

License Authorization Status:
Status: AUTHORIZED - RESERVED on Mon Jul 13 08:29:59 GMT 2020
Last Communication Attempt: SUCCEEDED on Jul 13 08:29:59 2020 GMT
Next Communication Attempt: NONE
Communication Deadline: NONE

cnSGWc_1K (cnSGWc_ 1K)
Description: Ultra Cloud Core - Serving Gateway Function (cnSGWc), 1K Sessions
Count: 1
Version: 1.0
Status: AUTHORIZED
Export status: RESTRICTED_ ALLOWED
Feature Name: <empty>
Feature Description: <empty>

Product Information

UDI: PID:cnSGWc, SN:JCS5LXHI-2KVPPIQ

Agent Version

Smart Agent for Licensing: 3.0.13

Returning the Reserved License
To return the reserved license, use the following procedure:
1. When the license reservation authorization code is installed in the SGW Ops Center:

a. Login to the enSGW-C Ops Center CLI and use the following command:
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license smart reservation return
NOTES:

« license smart reservation return—Returns a reserved Smart License.

Example:

license smart reservation return

reservation-return-code CAAsJA-VNGQbQ-YmwMTz-ZnN4Kb-eekEy7-jeo

Message from confd-api-manager at 2020-07-13 08:32:37...

Global license change NotifyReservationReturned reason code Success - Successful.

b. Copy the license reservation return code generated in SGW Ops Center CLI to your local machine
for further use.

Log in to your CSC account.

2 o

Select your product instance from the list.
e. Click Actions> Remove.

f. Paste the license reservation return code in the Return Code text box.

2. When the license reservation authorization code is not installed in the SGW Ops Center:
a. Login to the cnSGW-C Ops Center CLI and use the following command to generate the return code:

license smart reservation return
authorization code

| o

Important  Paste the license reservation authorization code generated in CSC to generate the return code.

b. Log in to your CSC account.
€. Select your product instance from the list.
d. Click Actions> Remove.

e. Paste the license reservation return code in the Return Code text box.

3. Verify the smart licensing status using the following command:
show license all

Example:

show license all

Smart Licensing Status

Smart Licensing is ENABLED
License Reservation is ENABLED

Registration:
Status: UNREGISTERED
Export-Controlled Functionality: Not Allowed

License Authorization:
Status: EVAL MODE
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Evaluation Period Remaining: 88 days, 23 hr, 23 min, 54 sec

Last Communication Attempt: SUCCEEDED on Jul 13 08:29:59 2020 GMT
Next Communication Attempt: NONE

Communication Deadline: NONE

License Conversion:
Automatic Conversion Enabled: true
Status: NOT STARTED

Utility:
Status: DISABLED

Transport:
Type: CALLHOME

Evaluation Period:
Evaluation Mode: In Use
Evaluation Period Remaining: 88 days, 23 hr, 23 min, 54 sec

License Usage

License Authorization Status: EVALUATION MODE
Evaluation Period Remaining: 88 days, 23 hr, 23 min, 54 sec

cnSGWc_1K (cnSGWc_1K)
Description: Ultra Cloud Core - Serving Gateway Function (cnSGWc), 1K Sessions
Count: 1
Version: 1.0
Status: EVAL MODE
Export status: RESTRICTED NOTALLOWED
Feature Name: <empty>
Feature Description: <empty>

Product Information

UDI: PID:cnSGWc, SN:JC5LXHI-2KVPPIQ

Agent Version

Smart Agent for Licensing: 3.0.13

Viewing the Smart Licensing information

Use the following show license command to view the Smart Licensing information in the cnSGW-C
Ops Center:

show license [ all | UDI | displaylevel | reservation | smart | status |
summary | tech-support | usage ]

NOTES:

« all—Displays an overview of Smart Licensing information that includes license status, usage, product
information, and Smart Agent version.

» UDI—Displays Unique Device Identifiers (UDI) details.
« displaylevel—Depth to display information.

* reservation—Displays Smart Licensing reservation information.
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» smart—Displays Smart Licensing information.

* status—Displays the overall status of Smart Licensing.

» summary—Displays a summary of Smart Licensing.

« tech-support—Displays Smart Licensing debugging information.

 usage—Displays the license usage information for all the entitlements that are currently in use.
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cnSGW-C Rolling Software Update

* Feature Summary and Revision History, on page 59
* Introduction, on page 59
* Updating cnSGW-C, on page 60

Feature Summary and Revision History

Summary Data

Table 5: Summary Data

Applicable Product(s) or Functional Area cnSGW-C
Applicable Platform(s) SMI

Feature Default Setting Not Applicable
Related Documentation Not Applicable

Revision History

Table 6: Revision History

Revision Details Release

First introduced. 2021.02.0

Introduction

The cnSGW-C has a three-tier architecture consisting of Protocol, Service, and Session. Each tier includes a
set of microservices (pods) for a specific functionality. Within these tiers, there exists a Kubernetes Cluster

comprising of Kubernetes (K8s) master, and worker nodes (including Operation and Management (OAM)
nodes).
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For high availability and fault tolerance, a minimum of two K8s worker nodes are configured for each tier.
You can have multiple replicas for each worker node. Kubernetes orchestrates the pods using the StatefulSets
controller. The pods require a minimum of two replicas for fault tolerance.

The following figure depicts cnSGW-C K8s cluster with 12 nodes.

* Three master nodes

* Three OAM worker nodes
» Two Protocol worker nodes
*» Two Service worker nodes

» Two Session (data store) worker nodes

Figure 11: cnSGW-C Kubernetes Cluster

SGW Kubernetes Cluster

M M M P P S S S S
A A A R R E E E E

S S S 0 0 R R S S

0 0 0 T T T T T | | S S
A A A E E E 0 0 Vv Vv | |
M M M R R R C C 0 0
E E N N

0EVSSY

The cnSGW-C Kubernetes cluster comprises of the following nodes:

» The OAM worker nodes host the Ops Center pods for configuration management and metrics pods for
statistics and Key Performance Indicators (KPIs).

* The Protocol worker nodes host the cnSGW-C protocol-related pods for service-based interfaces (N11,
N7, N10, N40) and UDP-based protocol interfaces (N4, S5/S8).

* The Service worker nodes host the cnSGW-C application-related pods that perform session management
processing.

* The Session worker nodes host the database-related pods that store subscriber session data.

Updating cnSGW-C

The rolling software update is a process of updating or migrating the build from an older to a newer version
or updating the patch for the prescribed deployment set of application pods.

Rolling update takes place with zero downtime by incrementally updating the pod instances with the new
ones.
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\)

Note The applications must be available when new versions are expected to be deployed with the new build versions
or patches.

Update Scope
The rolling update feature is supported from an older to the newer versions within the same major release.
» Assumptions: When updating, it is assumed that the following has not been changed between the versions:
* Features supported in the old and the new versions.
* Configuration addition, deletion, or modification of the existing CLI behavior.

* Interface change within the peer or across the pods.

» Recommendations:

* Configuration changes are not recommended during the update process.

* All configuration changes should be done after the update process is complete.

* Failure Handling: The system should be downgraded manually to an older healthy build following the
downgrade process for:

* Failure during the process such as crash, and pods deployment failures.

* Failure after the successful update such as new events or procedures.

Rolling Software Update Using the SMI Cluster Manager

The ecnSGW-C software update or in-service update procedure utilizes the K8s rolling strategy to update the
pod images. In this strategy, the pods of a StatefulSet are updated sequentially to ensure that the ongoing
process remains unaffected. Initially, a rolling update on a StatefulSet causes a single pod instance to terminate.
A pod with an updated image replaces the terminated pod. This process continues until all the replicas of the
StatefulSet are updated. The terminating pods exit gracefully after competing all the ongoing processes. Other
in-service pods continue to receive and process the traffic to provide a seamless software update. You can
control the software update process through the Ops Center CLI.

\}

Note Each pod needs a minimum of two pods for high availability. In a worst-case scenario, the processing capacity
of the pod may briefly reduce to 50% while the software update is in-progress.

The following figure illustrates a cn SGW-C rolling update for cnSGW-C REST endpoint pods (two replicas)
on Protocol worker nodes along with cnSGW-C Service pods (three replicas) on Service worker nodes.
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Figure 12: cnSGW-C Rolling Update
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The prerequisites for upgrading cnSGW-C are:

LEYSSY

Prerequisites

* All the nodes that include all the pods in the node that are up and running.

* A patch version of the cnSGW-C software.

)

Note Major versions do not support rolling update.

S

Important  Trigger rolling update only when the CPU usage of the nodes is less than 50%.
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* Intra-site HA support.

cnSGW-C Health Check
Perform a health check to ensure that all the services are running and the nodes are in the ready state.
To perform health check, use the following configuration:
* Log in to the master node and use the following configuration:

kubectl get pods -n smi

kubectl get nodes

kubectl get pod --all-namespaces -o wide
kubectl get pods -n cnsgw-wsp -o wide
kubectl get pods -n cee-wsp -o wide
kubectl get pods -n smi-vips -o wide
helm list

kubectl get pods -A | wc -1

|

Important Make sure that all the services are running and nodes are in the ready state before you proceed.

Backing Up the Deployment File
To create a backup configuration, logs, and deployment files, use the following configuration:
1. Log in to the SMI Cluster Manager Node as an Ubuntu user.
2. Create a new directory for deployment.
Example:
test@smicnsgw-cm0l:~$ mkdir -p "temp $(date +'%m%dsY T%H®M')" && cd "$ "
3. Back up the working files into the newly created deployment directory.
4. Untar the cnsgw deployment file.

Example:

test@smilcnsgw0l-cm0l:~/temp 08072019 T1651$ tar -xzvf cnsgw.2020.01.0-1.SPA.tgz
./

./cnsgw_REL_KEY-CCO_RELEASE.cer

./cisco_x509_verify release.py

./cnsgw.2020.01.0-1.tar

./cnsgw.2020.01.0-1.tar.signature.SPA

./cnsgw.2020.01.0-1.tar.SPA.README

5. Verify the downloaded image.
Example:

test@smilcnsgw0l-cm0l:~/temp 08072019 T1651$ cat cnsgw.2020.01.0-1.tar.SPA.README

|

Important  Follow the procedure mentioned in the SPA.README file to verify the build before proceeding to the next
step.
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Backing Up the Ops Center Configuration

To back up the Ops Center configurations, use the following configuration:

1
2.

Log in to the SMI Cluster Manager node as an Ubuntu user.

Back up the SMI Ops Center configuration to the /home/ubuntu/smiops.backup file, using the following
configuration:

ssh -p <port number> admin@$ (kubectl get svc -n smi | grep
'.*netconf.*<port number>' | awk '{ print $4 }') "show run | nomore"
> smiops.backup_$(date +'%m%d%Y_ T%HIM')

Back up the CEE Ops Center configuration to the /home/ubuntu/ceeops.backup file, using the following
configuration:

ssh admin@<cee-vip> "show run | nomore" > ceeops.backup_$(date
+'sm%d3Y_TSHIM')

Back up the cnSGW-C Ops Center configuration to the /home/ubuntu/cnSGWops.backup file, using
the following configuration:

ssh admin@<cnSGW-vip> "show run | nomore" > cnSGWops.backup $ (date
+'%m%d%Y_T%HIM')

Back Up CEE and cnSGW-C Ops Center Configuration

To back up the CEE and Ops Center configuration from the master node, use the following configuration:

1
2.

Log in to the master node as an Ubuntu user.

Create a directory to backup the configuration files, using the following configuration:

mkdir backups_$(date +'%m%d%Y T%H3M') && cd "$_"

Back up the cnSGW-C Ops Center configuration and verify the line count of the backup files, using the
following configuration:

ssh -p <port_number> admin@$ (kubectl get svc -n $(kubectl get namespaces
| grep -oP 'cnSGW-(\d+|\w+)') | grep <port number> | awk '{ print $3
}') "show run | nomore" > cnSGWops.backup_ $(date +'$m%d%Y_TSH3M') &&
wc -1 cnSGWops.backup $(date +'%m%d$Y_ TS$HIM')

Example:

ubuntu@pocnSGW-mas01:~/backups 09182019 T2141$ ssh -p 2024 admin@$ (kubectl get svc -n
$ (kubectl get namespaces | grep -oP 'cnSGW- (\d+|\w+)"') | grep <port number> | awk '{
print $3 }') "show run | nomore" > cnSGWops.backup_$ (date +'%m%d%Y T%H3M') && wc -1

cnSGWops .backup_$ (date +'%m%d%Y T%HIM')
admin@<ipv4address>'s password: cnSGW-OPS-PASSWORD
334 cnSGWops.backup

Back up the CEE Ops Center configuration and verify the line count of the backup files, using the following
configuration:

ssh -p <port number> admin@$ (kubectl get svc -n $(kubectl get namespaces
| grep -oP 'cee-(\d+|\w+)') | grep <port number> | awk '{ print $3

}') "show run | nomore" > ceeops.backup_ $(date +'%m%d%Y_T%H%M') && wc
-1 ceeops.backup_$(date +'%m%d%Y_TS%HIM')

Example:
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ubuntu@pocnSGW-mas01:~/backups 09182019 T2141$ ssh -p <port number> admin@$ (kubectl get
svc -n $(kubectl get namespaces | grep -oP 'cee- (\d+|\w+)') | grep <port number> | awk
'{ print $3 }') "show run | nomore" > ceeops.backup_$(date +'%msdsY_TSHIM') && wc -1

ceeops.backup S (date +'Sm%$dS$Y TSHSM')

admin@<ipv4address>'s password: CEE-OPS-PASSWORD

233 ceeops.backup

Move the SMI Ops Center backup file (from the SMI Cluster Manager) to the backup directory, using
the following configuration:

scp $(grep cm0l /etc/hosts | awk '{ print $1
} ') : /home/ubuntu/smiops.backup_$ (date +'%m%d%Y_TSHIM')

Example:

ubuntu@pocnSGW-mas01l:~/backups 09182019 T2141$ scp $(grep cm0l /etc/hosts | awk '{ print
$1 }'):/home/ubuntu/smiops.backup $(date +'$m%d%Y TSHSM')
ubuntu@<ipv4address>'s password: SMI-CM-PASSWORD
smiops.backup 100% 9346 22 .3MB/s
00:00

Verify the line count of the backup files.

Example:

ubuntu@pocnSGW-mas0l:~/backups 09182019 T2141$ wc -1 *
233 ceeops.backup
334 cnSGWops.backup
361 smiops.backup
928 total

Staging a New cnSGW-C Image

To stage a new cnSGW-C image before initiating the update, use the following configuration:

1
2.
3.

Download and verify the new cnSGW-C image.
Log in to the SMI Cluster Manager node as an Ubuntu user.

Copy the image to the uploads directory.

sudo mv <cnSGW_new_image.tar> /data/software/uploads

\}

Note The SMI uses the new image present in the uploads directory to update.

4,

Verify whether the image is picked up by the SMI for processing from the uploads directory.
sleep 30; 1ls /data/software/uploads
Example:

ubuntu@pocnSGW-cm0l:~/temp 08072019 T1651$ sleep 30; ls /data/software/uploads
ubuntu@pocnSGW-cm0l:~/temp 08072019 T1651$

Verify whether the images were successfully picked up and processed.

Example:

auser@unknown:$ sudo du -sh /data/software/packages/*
1.6G /data/software/packages/cee.2019.07

5.3G /data/software/packages/cnSGW.2019.08-04

16K /data/software/packages/sample
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Y

Note The SMI must unpack the images into the packages directory successfully to complete the staging.

Triggering the Rolling Software Upgrade

cnSGW-C utilizes the SMI Cluster Manager to perform a rolling software update.

To update cnSGW-C using SMI Cluster Manager, use the following configurations:

|

Important  Before you begin, ensure that cnSGW-C is up and running with the current version of the software.

1. Log in to the SMI Cluster Manager Ops Center.

2. Download the latest tarall from the URL.
software-packages download url
NOTES:

+ softwar e-packages download url—Specifies the software packages to be downloaded through
HTTP/HTTPS.

Example:

SMI Cluster Manager# software-packages download <url>
3. Verify whether the tarall is loaded.

software-packages list

NOTES:

» softwar e-packages list —Specifies the list of available software packages.

Example:

SMI Cluster Manager# software-packages list
[ cnSGW-2019-08-21 ]
[ sample ]

4. Update the product repository URL with the latest version of the product chart.

Y

Note If the repository URL contains multiple versions, the Ops Center automatically selects the latest version.

configure
cluster cluster name
ops-centers app name cnSGW instance name
repository url
exit
exit

Example:
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SMI Cluster Manager# config

SMI Cluster Manager (config)# clusters test2

SMI Cluster Manager (config-clusters-test2)# ops-centers cnSGW data
SMI Cluster Manager (config-ops-centers-cnSGW/data)# repository <url>
SMI Cluster Manager (config-ops-centers-cnSGW/data)# exit

SMI Cluster Manager (config-clusters-test2)# exit

To update to the latest version of the product chart, run the cluster sync command using the following
command:

clusters ciuster name actions sync run

Example:

SMI Cluster Manager# clusters test2 actions sync run

NOTES:

| o

« cluster —Specifies the K8s cluster.
« cluster_name —Specifies the name of the cluster.

* ops-centersapp_name instance_name —Specifies the product Ops Center and instance. app_name is
the application name. instance_name is the name of the instance.

* repository url—Specifies the local registry URL for downloading the charts.
« actions—Specifies the actions performed on the cluster.

* sync run —Triggers the cluster synchronization.

Important

* The cluster synchronization updates the cnSGW-C Ops Center, which in turn updates the application
pods (through helm sync command) one at a time automatically.

» When you trigger rolling upgrade on a specific pod, the cnSGW-C avoids routing new calls to that pod.

* The cnSGW-C honors in-progress call by waiting for 30 seconds before restarting the pod where rolling
upgrade is initiated. Also, the cnSGW-C establishes all the in-progress calls completely within 30 seconds

during the upgrade period (maximum call-setup time is 10 seconds).

Monitoring the Update Procedure

To monitor the status update through SMI Cluster Manager Ops Center, use the following configurations:

config

clusters cluster name actions sync run debug true
clusters cluster name actions sync logs

monitor sync-logs cluster name

clusters cluster name actions sync status

exit

Example:

SMI Cluster Manager# clusters testl actions sync run
SMI Cluster Manager# clusters testl actions sync run debug true
SMI Cluster Manager# clusters testl actions sync logs
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SMI Cluster Manager# monitor sync-logs testl
SMI Cluster Manager# clusters testl actions sync status

NOTES:

* clusters cluster_name—Specifies the information about the nodes to be deployed. cluster_name is the
name of the cluster.

* actions—Specifies the actions performed on the cluster.

* sync run—Triggers the cluster synchronization.

* sync logs—Shows the current cluster synchronization logs.

* sync status—Shows the current status of the cluster synchronization.
» debug true—Enters the debug mode.

» monitor sync logs—Monitors the cluster synchronization process.

| &

Important  You can view the pod details after the upgrade through the CEE Ops Center. For more information on pod
details, see Viewing the Pod Details, on page 68 section.

Viewing the Pod Details

To view the details of the current pods through CEE Ops Center, use the following command in the CEE Ops
Center CLI:

cluster pods instance name pod name detail
NOTES:
* cluster pods—Specifies the current pods in the cluster.
* instance_name—Specifies the name of the instance.
« pod_name—Specifies the name of the pod.

» detail—Displays the details of the specified pod.

The following example displays the details of the pod named alertmanager-0 in the cnSGW-data instance.
Example:

cee# cluster pods cnSGW-data alertmanager-0 detail
details apiVersion: "v1"
kind: "Pod"
metadata:
annotations:
alermanager.io/scrape: "true"
cni.projectcalico.org/podIP: "<ipv4address/subnet>"
config-hash: "5532425ef5£d02add051cb759730047390blbce51da862d13597dbb38dfbde86"
creationTimestamp: "2020-02-26T06:09:132"
generateName: "alertmanager-"
labels:
component: "alertmanager"
controller-revision-hash: "alertmanager-67cdb95£8b"
statefulset.kubernetes.io/pod-name: "alertmanager-0"
name: "alertmanager-0"
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namespace: "cnSGW"

ownerReferences:

- apiVersion: "apps/v1l"
kind: "StatefulSet"
blockOwnerDeletion: true
controller: true

name: "alertmanager"
uid: "82allda4-585e-1lea-bc06-0050569ca70e"
resourceVersion: "1654031"

selfLink: "/api/vl/namespaces/cnSGW/pods/alertmanager-0"
uid: "82aee5d0-585e-1lea-bc06-0050569ca70e"
spec:
containers:
- args:
- "/alertmanager/alertmanager"
- "—--config.file=/etc/alertmanager/alertmanager.yml"
- "--storage.path=/alertmanager/data"
- "--cluster.advertise-address=$ (POD IP):6783"
env:
- name: "POD_IP"
valueFrom:
fieldRef:
apiversion: "v1"
fieldPath: "status.podIP"
image: "<path to docker image>"
imagePullPolicy: "IfNotPresent"
name: "alertmanager"
ports:
- containerPort: 9093
name: "web"
protocol: "TCP"
resources: {}
terminationMessagePath: "/dev/termination-log"
terminationMessagePolicy: "File"
volumeMounts:
- mountPath: "/etc/alertmanager/"
name: "alertmanager-config"
- mountPath: "/alertmanager/data/"
name: "alertmanager-store"
- mountPath: "/var/run/secrets/kubernetes.io/serviceaccount"
name: "default-token-kbjnx"
readOnly: true
dnsPolicy: "ClusterFirst"
enableServicelinks: true
hostname: "alertmanager-0"
nodeName: "for-smi-cdl-1lb-worker94d84de255"
priority: 0
restartPolicy: "Always"
schedulerName: "default-scheduler"
securityContext:
fsGroup: 0
runAsUser: 0
serviceAccount: "default"

serviceAccountName: "default"
subdomain: "alertmanager-service"
terminationGracePeriodSeconds: 30
tolerations:

- effect: "NoExecute"
key: "node-role.kubernetes.io/oam"
operator: "Equal"
value: "true"

- effect: "NoExecute"
key: "node.kubernetes.io/not-ready"
operator: "Exists"
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tolerationSeconds: 300
- effect: "NoExecute"
key: "node.kubernetes.io/unreachable"
operator: "Exists"
tolerationSeconds: 300

volumes:
- configMap:
defaultMode: 420
name: "alertmanager"
name: "alertmanager-config"
- emptyDir: {}
name: "alertmanager-store"
- name: "default-token-kbjnx"
secret:
defaultMode: 420
secretName: "default-token-kbjnx"
status:
conditions:
- lastTransitionTime: "2020-02-26T06:09:02Z"
status: "True"

type: "Initialized"

- lastTransitionTime: "2020-02-26T06:09:06Z"
status: "True"
type: "Ready"

- lastTransitionTime: "2020-02-26T06:09:06Z"
status: "True"
type: "ContainersReady"

- lastTransitionTime: "2020-02-26T06:09:13Z2"
status: "True"
type: "PodScheduled"

containerStatuses:

- containerID: "docker://82ledla272d37e3bdc4c9clec69b671a3c3febebdbd2108edf4470909¢c698ccd"”

image: "<path to docker image>"
imageID: "docker-pullable://<path to docker image>"
lastState: {}
name: "alertmanager"
ready: true
restartCount: 0
state:
running:
startedAt: "2020-02-26T06:09:05Z"
hostIP: "<host ipv4address>"
phase: "Running"
podIP: "<pod ipvé4address>"
gosClass: "BestEffort"
startTime: "2020-02-26T06:09:02Z"
cee#

Rolling Software Update on Non-SMI Cluster

To configure the helm repository, use the following configuration:

* Log in to cnSGW-C Ops Center and use the following configuration:

config

helm default-repository cn

helm repository cn

access-token

smf-deployer.gen:AKCp5ekcX7DcBhuAmMMZY fGLaHVH3E4Syr9TQDplgjzcSjYrgsrGbXSYs5X2XY133d9n9VEWQe

url <old-build/new-build>
exit
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Validating the Update

The health check, current helm charts, and subscriber/peer/session information help in understanding whether
the rolling update process is successful.

To validate the update, use the following steps:

1. All pods that are deployed should be in the running state before and after an update.
kubectl get pods -n cn

2. Helm charts should reflect charts from the appropriate build.

To check the helm charts currently deployed, use the following command in the cnSGW-C Ops Center.

show helm charts
show running-config helm repository

3. Check subscriber, session, or peer information for retention validation, using the following configuration:

show subscriber namespace sgw count all
show peers all
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Pods and Services Reference

* Feature Summary and Revision History, on page 73
* Feature Description, on page 73

» Associating Pods to the Nodes, on page 81

* Viewing the Pod Details and Status, on page 82

Feature Summary and Revision History

Summary Data

Table 7: Summary Data

Applicable Product(s) or Functional Area cnSGW-C
Applicable Platform(s) SMI

Feature Default Setting Enabled - Always-on
Related Documentation Not Applicable

Revision History

Revision Details Release

First introduced 2020.07

Feature Description

cnSGW-C is built on the Kubernetes cluster strategy, adopting the native concepts of containerization, high
availability, scalability, modularity, and ease of deployment. cnSGW-C uses the components, such as pods
and services offered by Kubernetes.
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Depending on your deployment environment, the cnSGW-C deploys the pods on the configured virtual
machines(VM) that you have configured. Pods operate through the services that are responsible for the intrapod
communications. If the machine hosting the pods fail or experiences network disruption, the pods are terminated
or deleted. However, this situation is transient and k8s, create new pods to replace the invalid pods.

The following workflow provides high-level information about:

* Host machines
+ Associated pods and services
* Interaction among pods

The representation might defer based on your deployment infrastructure.

Figure 13: Communication Workflow of Pods
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Kubernetes deployment includes the kubectl command-line tool to manage the Kubernetes resources in the
cluster. You can manage the pods, nodes, and services.

For generic information on the Kubernetes concepts, see the Kubernetes documentation.

A pod is a process that runs on Kubernetes cluster. Pod encapsulates a granular unit known as a container. A
pod can contains one or more containers.

Kubernetes deploys one or multiple pods on a single node which can be a physical or a virtual machine. Each
pod has a discrete identity with an internal IP address and port number. The containers within the pod shares
the storage and network resources.
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The following tables list the cnSGW-C and Common Execution Environment (CEE) pod names and the hosts
on which they are deployed depending on the labels that you assign. See the following table for information

on how to assign the labels.

Table 8: cnSGW-C Pods

Pod Name Description Host Name

api-sgw-ops-center Functions as confD API pod for the cnSGW-C | OAM
Ops Center.

base-entitlement-sgw Operates to support smart licensing feature. OAM

Note Current

bgpspeaker Operates to support dynamic routing for L3 Protocol
route management and BFD monitoring.

cache-pod Operates to support cache system information |Protocol
that is used by other pods as applicable.

cdl-ep-session-cl Provides an interface to the CDL. Session

cdl-index-session-c1 Preserves the mapping of keys to the session | Session
pods.

cdl-slot-session-c1 Operates as the CDL session pod to store the | Session
session data.

documentation Contains the documentation. OAM

etcd-sgw-etcd-cluster Hosts the etcd for the cnSGW-C OAM OAM
application to store information such as pod
instances, leader information, endpoints.

georeplication Operates to support cache, ETCD replication | Protocol
across sites, and site role management.

grafana-dashboard-app-infra Contains the default dashboard of app-infra OAM
metrics in Grafana.

grafana-dashboard-cdl Contains the default dashboard of CDL metrics | OAM
in Grafana.

grafana-dashboard-sgw Contains the default dashboard of cnSGW-C |OAM
service metrics in Grafana.

gtpc-ep-n0 Operates as GTPC endpoint of cnSGW-C. Protocol

kafka Hosts the Kafka details for the CDL replication. | Protocol

li-ep-n0 Operates as Lawful Intercept endpoint of Protocol
cnSGW-C.

oam-pod Operates as the pod to facilitate Ops Center | OAM

actions, such as show commands, configuration
commands, monitor protocol monitor
subscriber.
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Pod Name Description Host Name
ops-center-sgw-ops-center Acts as the cnSGW-C Ops Center. OAM
smart-agent-sgw-ops-center Operates as the utility pod for the cnSGW-C |OAM

Ops Center.
nodemgr-n0 Performs node level interactions, such as Sxa | Service

link establishment and management (heartbeat).

It generates unique identifiers, such as UE 1P

address and SEID.
protocol-n0 Operates as encoder and decoder of application | Protocol
protocols (PFCP, whose underlying transport
protocol is UDP).
rest-ep-n0 cnSGW-C uses REST-EP as Notification client. | Protocol
service-n0 Contains main business logic of cnSGW-C. Service
udp-proxy Operates as proxy for all UDP messages. Owns | Protocol

UDP client and server functionalities.

swift-sgw-ops-center Operates as the utility pod for the cnSGW-C |OAM
Ops Center.

zookeeper Assists Kafka for topology management. OAM

CEE Pods

For details, see the “CEE pods” topic from the UCC Common Execution Environment - Configuration and
Administration Guide.

UDP Proxy Pod

Feature Description

The cnSGW-C has UDP interfaces towards the UP (Sxa), MME (S11), and PGW (S5 or S8). With the help
of the protocol layer pods, the messages are encoded, decoded, and exchanged on these UDP interfaces.

For achieving the functionalities mentioned on the 3GPP specifications:

« It is mandatory for the protocol layer pods to receive the original source and destination IP address and
port number. But the original IP and UDP header is not preserved when the incoming packets arrive at
the UDP service in the Kubernetes (K8s) cluster.

» Similarly, for the outgoing messages, the source IP set to the external IP address of the UDP service
(published to the peer node) is mandatory. But the source IP is selected as per the egress interface when
different instances of protocol layer pods send outgoing messages from different nodes of the K8s cluster.

The protocol layer pod spawns on the node, which has the physical interface configured with the external IP

address to achieve the conditions mentioned earlier. However, spawning the protocol layer pods has the
following consequences:
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« It is not possible to achieve the node level HA (High Availability) as the protocol pods are spawned on
the same node of the K8s cluster. Any failure to that node may result in loss of service.

* The protocol pods must include their own UDP client and server functionalities. In addition, each protocol
layer pod may require labeling of the K8s nodes with the affinity rules. This restricts the scaling
requirements of the protocol layer pods.

The cnSGW-C addresses these issues with the introduction of a new K8s pod called udp-proxy. The primary
objectives of this pod are:

* The udp-proxy pod acts as a proxy for all kinds of UDP messages. It also owns the UDP client and server
functionalities.

* The protocol pods perform the individual protocol (PFCP, GTP, Radius) encoding and decoding, and
provide the UDP payload to the udp-proxy pod. The udp-proxy pod sends the UDP payload out after it
receives the payload from the protocol pods.

* The udp-proxy pod opens the UDP sockets on a virtual [P (VIP) instead of a physical IP. This ensures
that the udp-proxy pod does not have any strict affinity to a specific K8s node (VM), thus enabling node
level HA for the UDP proxy.

\}

Note One instance of the udp-proxy pod is spawned by default in all the worker nodes in the K8s cluster.

The UDP proxy for cnSGW-C feature has functional relationship with the Virtual IP Address feature.

Architecture
The udp-proxy pod is placed in the worker nodes in the K8s cluster.

1. Each of the K8s worker node contains one instance of the udp-proxy pod. However, only one of the K8s
worker node owns the virtual IP at any time. The worker node that owns the virtual IP remains in the
active mode while all the other worker nodes remain in the standby mode.

2. The active udp-proxy pod binds to the virtual IP and the designated ports for listening to the UDP messages
from the peer nodes (UPF and SGW).

3. The UDP payload received from the peer nodes are forwarded to one instance of the protocol, gtp-ep, or
radius-ep pods. The payload is forwarded either on the same node or different node for further processing.

4. The response message from the protocol, gtp-ep, or radius-ep pods is forwarded back to the active instance
of the udp-proxy pod. The udp-proxy pod sends the response message back to the corresponding peer
nodes.

5. The cnSGW-C-initiated messages are encoded at the protocol, gtp-ep, or radius-ep pods. In addition, the
UDP payload is sent to the udp-proxy pod. Eventually, the udp-proxy pod comprises of the complete IP
payload and sends the message to the peer. When the response from the peer is received, the UDP payload
is sent back to the same protocol pod from which the message originated.

Protocol Pod Selection for Peer-Initiated Messages

When the udp-proxy pod receives the peer node (for instance UPF) initiated messages, it is load-balanced
across the protocol instances to select any instance of the protocol pod. An entry of this instance number is
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stored along with the source IP and source port number of the peer node. This ensures that the messages form

the same source IP and source port are sent to the same instance that was selected earlier.

High Availability for the UDP Proxy

The UDP proxy's HA model is based on the keepalived virtual IP concepts. A VIP is designated to the N4
interface during the deployment. Also, a keepalived instance manages the VIP and ensures that the IP address
of the VIP is created as the secondary address of an interface in one of the worker nodes of the K8s cluster.

Services

. Cisco Ultra Cloud Serving Gateway Control Plane Function, Release 2023.03 - Configuration and Administration Guide

The udp-proxy instance on this worker node binds to the VIP and assumes the role of the active udp-proxy

pod. All udp-proxy instances in the other worker nodes remain in the standby mode.

The enSGW-C configuration is composed of several microservices that run on a set of discrete pods. These
Microservices are deployed during the cnSGW-C deployment. cnSGW-C uses these services to enable
communication between the pods. When interacting with another pod, the service identifies the pod's IP
address to initiate the transaction and acts as an endpoint for the pod.

The following table describes the cnSGW-C services and the pod on which they run.

Table 9: cnSGW-C Services and Pods

Service Name

Pod Name

Description

base-entitlement-sgw

base-entitlement-sgw

Operates to support sms

bgpspeaker-pod

bgpspeaker

Operates to support dyn
route management and |

datastore-ep-session

cdl-ep-session-cl

Responsible for the CD

datastore-notification-ep

smf-rest-ep

Responsible for sending
the CDL to the SQW-Servi

Note cnSGW-C
notification

datastore-tls-ep-session

cdl-ep-session-cl

Responsible for the sect

documentation documentation Responsible for the cnS
etcd etcd-sgw-etcd-cluster-0, Responsible for pod dis
namespace.

etcd-sgw-etcd-cluster-1,

etcd-sgw-etcd-cluster-2

etcd-sgw-etcd-cluster-0

etcd-sgw-etcd-cluster-0

Responsible for synchro
the etcd cluster.

etcd-sgw-etcd-cluster-1

etcd-sgw-etcd-cluster-1

Responsible for synchro
the etcd cluster.

etcd-sgw-etcd-cluster-2

etcd-sgw-etcd-cluster-2

Responsible for synchro
the etcd cluster.
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Service Name

Pod Name

Description

grafana-dashboard-app-infra

grafana-dashboard-app-infra

Responsible for the
app-infra metrics in

grafana-dashboard-cdl

grafana-dashboard-cdl

Responsible for the -
metrics in Grafana.

grafana-dashboard-sgw

grafana-dashboard-sgw

Responsible for the
cnSGW-C service ir

gtpc-ep gtpc-ep-n0 Responsible for inte
GTP-C pod.
helm-api-sgw-ops-center api-sgw-ops-center Manages the Ops Cc

kafka

kafka

Processes the Kafka

li-ep

li-ep-n0

Responsible for law

local-ldap-proxy-sgw-ops-center

ops-center-sgw-ops-center

Responsible for leve
credentials by other

oam-pod oam-pod Responsible to facilif
Ops Center.
ops-center-sgw-ops-center ops-center-sgw-ops-center Manages the cnSGV
ops-center-sgw-ops-center-expose-cli ops-center-sgw-ops-center To access cnSGW-C
IP address.
smart-agent-sgw-ops-center smart-agent-sgw-ops-center Responsible for the ¢

smf-nodemgr

smf-nodemgr

Responsible for inte:
smf-nodemgr pod.

smf-protocol

smf-protocol

Responsible for inte
smf-protocol pod.

sgw-service

sgw-service

Responsible for inte
cnSGW-C service p

swift-sgw-ops-center swift Operates as the utili
Ops Center.

zookeeper zookeeper Assists Kafka for to

zookeeper-service zookeeper Assists Kafka for to

Open Ports and Services

The enSGW-C uses different ports for communication. The following table describes the default open ports

and the associated services.

Table 10: Open Ports and Services

Port Type Service

Usage

22 tcp SSH

SMI uses TCP port to communicate with the virtual machines.
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Port Type Service Usage

53 tep domain DNS port.

80 tep HTTP SMI uses TCP port for providing Web access to CLI, Documentation,
and TAC.

111 tep rpcbind Open Network Computing Remote Procedure Call.

179 tep bgp Border Gateway Protocol (BGP)

443 tep SSL/HTTP SMI uses TCP port for providing Web access to CLI, Documentation,
and TAC.

2379 tep etcd-client CoreOS etcd client communication.

6443 tcp http SMI uses port to communicate with the Kubernetes API server.

7472 tep unknown speaker, used by Grafana.

8083 tcp us-srv Kafka connects REST interface.

8850 tep unknown udp-proxy

8879 tep unknown udp-proxy

9100 tcp jetdirect SMI uses TCP port to communicate with the Node Exporter.
Node Exporter is a Prometheus exporter for hardware and OS metrics
with pluggable metric collectors.
It allows you to measure various machine resources, such as memory,
disk, and CPU utilization.

10250 tep SSL/HTTP SMI uses TCP port to communicate with Kubelet.
Kubelet is the lowest level component in Kubernetes. It is responsible
for what is running on an individual machine.
It is a process watcher or supervisor focused on active container. It
ensures the specified containers are up and running.

10251 tep - SMI uses TCP port to interact with the Kube scheduler.
Kube scheduler is the default scheduler for Kubernetes and runs as
part of the control plane. A scheduler watches for newly created pods
that have no node assigned.
For every pod that the scheduler discovers, the scheduler becomes
responsible for finding the best node for that pod to run on.

10252 tep apollo-relay | SMI uses this TCP port to interact with the Kube controller.
The Kubernetes controller manager is a daemon that embeds the core
control loops shipped with Kubernetes. The controller is a control
loop that watches the shared state of the cluster through the API server
and makes changes to move the current state to the desired state.
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Port Type Service Usage
10256 - HTTP SMI uses TCP port to interact with the Kube proxy.
Kube proxy is a network proxy that runs on each node in your cluster.
Kube proxy maintains network rules on nodes. These network rules
allow network communication to your pods from network sessions
inside or outside of your cluster.
50051 tep unknown gRPC service listen port.
53 udp domain ISC | DNS port
BIND (Fake
version:
9.11.3-
lubuntul.9-
Ubuntu)
111 udp rpcbin Open Network Computing Remote Procedure Call
2123 udp gtpe GTP control
8805 udp pfep Packet Forwarding Control Protocol (PFCP)

Associating Pods to the Nodes

This section describes how to associate a pod to the node.

After configuring a cluster, you can associate the pods to the nodes through labels. This association enables
the pods to get deployed on the appropriate node, based on the key-value pair.

Labels are required for the pods to identify the nodes where they must be deployed and to run the services.
For example, when you configure the protocol-layer label with the required key-value pair, the pods are
deployed on the nodes that match the key-value pair.

1. To associate pods to the nodes through the labels, use the following configuration:

config
k8
label

cdl-layer
key key value
value value

oam-layer
key key value
value value

protocol-layer
key key value
value value

service-layer
key key value
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value value
end

NOTES:
* If you don't configure the labels, cnSGW-C assumes the labels with the default key-value pair.
* label { cdl-layer { key key_value | value value }—Configures the key value pair for CDL.

» oam-layer { key key_value | value value }—Configures the key value pair for OAM layer.
« protocol-layer { key key_value | value value }—Configures the key value pair for protocol layer.

* service-layer { key key_value | value value }—Configures the key value pair for the service layer.

Viewing the Pod Details and Status

If the service requires additional pods, cnSGW-C creates and deploys the pods. You can view the list of
available pods in your deployment through the cnSGW-C Ops Center.

You can run the kubectl command from the master node to manage the Kubernetes resources.

Pod Details

1. To view the comprehensive pod details, use the following command.

kubectl get pods -n sgw pod name -o yaml
The output of this command provides the pod details in YAML format with the following information:
* The IP address of the host where the pod is deployed.
* The service and the application that is running on the pod.
* The ID and the name of the container within the pod.
* The IP address of the pod.
* The present state and phase of the pod.
* The start time from which pod is in the present state.

Use the following command to view the summary of the pod details.

kubectl get pods -n sgw namespace —o wide

States

The following table describes the state of a pod.
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Table 11: Pod States

State Description

Running The pod is healthy and deployed on a node.

It contains one or more containers.

Pending The application is in the process of creating the
container images for the pod.

Succeeded Indicates that all the containers in the pod are
successfully terminated. These pods cann't be
restarted.

Failed One ore more containers in the pod have failed the

termination process. The failure occurred as the
container either exited with non-zero status or the
system terminated the container.
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3GPP RAN/NAS Cause Codes Support

* Feature Summary and Revision History, on page 85

* Feature Description, on page 85
* How it Works, on page 87

Feature Summary and Revision History

Summary Data

Table 12: Summary Data

Applicable Product(s) or Functional Area

cnSGW-C

Applicable Platform(s)

SMI

Feature Default Setting

Enabled - Always-on

Revision History

Related Documentation Not Applicable
Table 13: Revision History

Revision Details Release

First introduced. 2021.02.0

Feature Description

cnSGW-C supports RAN/NAS cause codes as defined in 3GPP TS29.274, version 15.4.0, section 8.103,

RAN/NAS Cause.

cnSGW-C transparently transmits the RAN/NAS Release Cause IE provided by the MME to the PGW for

further propagation towards the PCRF.
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Note GTP-based S5/S8 and S11 are supported.

The following table lists the RAN/NAS Cause codes.

Table 14: RAN/NAS Cause Codes

Octets Bits
8 7 6 5 4 3 2 1
1 Type = 172 (decimal)
2-3 Length=n
4 Spare Instance
5 Protocol Type Cause Type
6 to m Cause Value
(m+1) to One or more octets from these octets are present, only if explicitly specified
(n+4)

The Protocol Type field is encoded with the specified values for the RAN/NAS Cause as follows:

Table 15: Protocol Type

Protocol Type Values (Decimal)
S1AP Cause 1

EMM Cause 2

ESM Cause 3

<spare> 4-15

The Cause Value field (and the associated RAN cause subcategory) is transferred over the S1-AP interface.

The field is encoded in one octet as a binary integer.

Table 16: Cause Type

Cause Type Values (Decimal)
Radio Network Layer 0
Transport Layer 1
NAS 2
Protocol 3
Miscellaneous 4
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Cause Type Values (Decimal)

<spare> 5-15

For EMM and ESM Causes, the Cause Value field contains the cause value as specified in 3GPP TS 24.301.
If the Protocol is S1AP, the cause value contains the specified value as in 3GPP TS 36.413.

How it Works

This section describes how this feature works.

Call Flows

This section describes the key call flows for the RAN/NAS Cause Codes feature.

Create Bearer Procedure Call Flow

This section describes the create bearer procedure call flow.

Figure 14: Create Bearer Procedure Call Flow
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RAN/NAS Cause
Code list needs to be
forwarded to PGW N
¢
&
PGW SGW MME
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Table 17: Create Bearer Procedure Call Flow Description

Step Description

1 PGW receives IP-CAN session modification request from PCRF.
PGW creates the Create Bearer Request message and sends it to SGW (cnSGW-C).

2 SGW (cnSGW-C) forwards the Create Bearer Request message request to MME.

3 MME generates a Create Bearer Response message towards SGW (enSGW-C).

If bearer setup fails, then the RAN/Cause list included in the response.

4 SGW (cnSGW-C) forwards the Create Bearer Response message to PGW.
It includes RAN/NAS Cause Code list.

Update Bearer Procedure Call Flow

This section describes the update bearer procedure call flow.

Figure 15: Update Bearer Procedure Call Flow

PGW SGW MME

IP-CAN Session
Modification from PCRF >

1. Update Bearer Request >

2. Update Bearer Request .

MME initiates
procedures towards
eNodeB and UE

‘3. Update Bearer Response

RAN/NAS Cause list
included if Bearer

Setup fails
|4. Update Bearer Response
RAN/NAS Cause
Code list needs to be -
forwarded to PGW @
I &
PGW SGW MME

Table 18: Update Bearer Procedure Call Flow Description

Step Description

1 PGW receives IP-CAN session modification request from PCRF.
PGW creates the Update Bearer Request message to SGW (cnSGW-C).
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Step Description

2 SGW (cnSGW-C) forwards the Update Bearer Request message to MME.

3 MME generates an Update Bearer Response message towards SGW (cnSGW-C).
If this bearer modification fails, then the RAN/NAS list included in the response.

4 SGW (cnSGW-C) forwards the Update Bearer Response message to PGW.

Delete Bearer Command Procedure Call Flow

This section describes the delete bearer command procedure call flow.

Figure 16: Delete Bearer Command Procedure Call Flow
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Table 19: Delete Bearer Command Procedure Call Flow Description

Step Description

1 MME receives an indication of Bearer Release from eNodeB request.
MME creates Delete Bearer Command message to SGW (cnSGW-C).
It includes RAN/NAS cause code list.

2 SGW (cnSGW-C) forwards the Delete Bearer Command message request to PGW.
It detects and forwards RAN/NAS cause code list.
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Step Description

3 PGW sends the Delete Bearer Request message to SGW (cnSGW-C).
PGW receives IP-CAN session modification request from PCEF.

4 SGW (cnSGW-C) generates a Delete Bearer Request message towards MME.
5 MME generates a Delete Bearer Response message towards SGW (cnSGW-C).
6 SGW (cnSGW-C) further sends the Delete Bearer Response message to PGW.

Delete Session Procedure Call Flow
This section describes the delete session procedure call flow.

Figure 17: Delete Session Procedure Call Flow
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Table 20: Delete Session Procedure Call Flow Description

Step Description

1 MME receives an indication of Cancel Location from HSS.
MME creates Delete Session Request message to SGW (cnSGW-C).
It includes RAN/NAS cause code list.

2 SGW (ecnSGW-C) forwards the Delete Session Request message request to PGW.
It detects and forwards RAN/NAS cause code list.
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Step Description

3 PGW sends the Delete Session Response message to SGW (cnSGW-C).
PGW receives IP-CAN session modification request from PCEF.

4 SGW (cnSGW-C) generates a Delete Session Response message towards MME.
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Access Bearer Release Support

* Feature Summary and Revision History, on page 93
* Feature Description, on page 93
* How it Works, on page 94

Feature Summary and Revision History

Summary Data

Table 21: Summary Data

Applicable Product(s) or Functional Area cnSGW-C
Applicable Platform(s) SMI

Feature Default Setting Enabled - Always-on
Related Documentation Not Applicable

Revision History

Table 22: Revision History

Revision Details Release

First introduced. 2020.03.0

Feature Description

cnSGW-C supports the handling of the Release Access Bearer (RAB) request procedure. It’s a UE-level
message. In multiple PDN scenarios, the MME sends only one RAB message, which applies to all the PDNs.

cnSGW-C brings all the bearers of all the PDNs to the IDLE state.
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How it Works

This section describes how this feature works.

cnSGW-C sends the Sx Modification Request message per PDN to the corresponding User Plane. After
receiving the Sx Modification response message from all user planes (for all PDNs), cnSGW-C sends the
response message to MME.

cnSGW-C updates the state as IDLE for all the bearers in CDL.

Call Flows

This section describes the key call flow for the Access Bearer Release Support feature.

Release Access Bearer (Active to IDLE Transaction) Call Flow

This section describes the Release Access Bearer call flow.
Figure 18: Release Access Bearer (Active to IDLE Transaction) Call Flow
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Table 23: Release Access Bearer (Active to IDLE Transaction) Call Flow Description

Step Description

1 MME sends Release Access Bearer (RAB) request to S11-GTP-EP to release all S1-U bearers for

the UE.
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Step Description

2 S11-GTP EP decodes the received UDP message and converts it into gRPC. The converted gRPC
message then sent to the SGW-Service pod, using the TEID value, which can handle this UE
session.

SGW-Service pod performs the following activities:
* Finds out Subscriber Context using local ingress TEID
* Validates the RAB request content

* Moves UE to the IDLE state

* Builds the Sx Modify request message with the downlink apply action as DROP, to drop all
downlink packets at SGW-U

3 SGW-Service pod sends the Sx Mod request message using the background IPC async call for
PDNI1 to PFCP-EP.

4 PFCP-EP forwards the Sx Modify Request (PDN1) message to UPF1 through the UDP proxy.
UPF1 processes the Sx Modify Request (PDN1) message.

5 SGW-Service pod sends the Sx Modify Request message using the background IPC async call for
PDN2.

PFCP-EP forwards the Sx Modify Request (PDN2) message to UPF2 through the UDP proxy.

6 UPF2 processes the Sx Modify Request (PDN2) message.
7 UPF1 sends the Sx Modify response (PDN1) message to PFCP-EP.
8 PFCP-EP sends the Async Sx Modify response message to cnSGW-C service for PDN1.

SGW-Service pod waits for the PDN2 Sx Modify response message.

9 UPF2 sends the Sx Modify response (PDN2) message to PFCP-EP.
10 PFCP-EP sends the Async Sx Modify response message to cnSGW-C service for PDN2.
11 The SGW-Service pod sends the following, after receiving the PDN (PDN1, PDN2) responses:

* RAB response message to S11-GTP-EP using the gRPC protocol.
« Updates to the CDL module

12 SGW-Service pod sends Update Subscriber Context state to CDL, which moves all the bearers to
the IDLE state.

CDL module updates the information in the database.

13 S11-GTP-EP forwards the RAB response message to MME.

MME process the RAB response message.
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APN Profile Support

* Feature Summary and Revision History, on page 97
* Feature Description, on page 98

* Feature Configuration, on page 98

* Troubleshooting Information, on page 100

Feature Summary and Revision History

Summary Data

Table 24: Summary Data

Applicable Product(s) or Functional Area cnSGW-C

Applicable Platform(s) SMI

Feature Default Setting Enabled - Configuration Required
Related Documentation Not Applicable

Revision History

Table 25: Revision History

Revision Details Release
Introduced support for IPv6. 2022.04.0
First introduced. 2021.01.0
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Feature Description
This feature supports Access Point Name (APN) or Data Network Name (DNN) profile for the SGW
(cnSGW-C) service. DNN is equivalent to APN in Evolved Packet System (EPS).

Using the Operator Policy and the Subscriber map, you can determine the DNN Profile for the cnSGW-C
service.

Feature Configuration

Configuring this feature involves the following steps:

* Configure DNN Profile. For more information, refer to Configuring DNN Profile, on page 98.

* Configure Network Element Profile. For more information, refer to Configuring Network Element Profile,
on page 98.

Configuring DNN Profile

To configure this feature, use the following configuration:

config
profile dnn dnn name
upf-selection-policy upf select name
dnn dnn name network-function-1list network function list
end

NOTES:
e dnn dnn_name—Specify the DNN profile name. Must be a string.
» upf-selection-policy upf_select_name—Specify the UPF selection policy name. Must be a string.

+ networ k-function-list network_function_list—Specify the list of network functions to which the selected
DNN profile is sent. Must be a string.

Configuring Network Element Profile

Network element profile represents peer IP (UPF) profile and has the following configurations:

* Peer address and Port configuration

* Peer-supported DNNs or APNs. This configuration helps in UPF selection.

UPF selection considers priority and capacity parameters.
upf-group-profile indicates the UPF group to which it belongs.
To configure this feature, use the following configuration:

config
profile network-element upf upf name
node-id node id value
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n4-peer-address ipv6 ipv6 address
n4-peer-address ipv4 ipv4 address
né4-peer-port port number
dual-stack-transport { true | false }
dnn-list dnn list

capacity capacity value

priority priority value
upf-group-profile upf group name

end

NOTES:
* networ k-element—Specify the peer network element.
» upf upf_name—Specify the UPF peer name.
» node-id node_id value—Specify the Node ID of the UPF node.
* n4-peer-addressipv4 ipv4_address—Specify the IPv4 address.
* n4-peer-addressipv6 ipv6_address—Specify the IPv6 address.
* n4-peer-port port_number—Specify the N4 peer port number. Must be an integer in the range of 0-65535.

« dual-stack-transport { true | false }—Enable the dual stack feature that allows you to specify IPv6 or
IPv4 address. Specify true to enable this feature.

* dnn-list dnn_list—Specify the DNN list supported by UPF node.

* capacity capacity value—Specify the capacity relative to other UPFs. This is used for load balancing.
Must be an integer in the range of 0-65535. Default value is 10.

* priority priority_value—Specify the static priority relative to other UPFs. This is used for load balancing.
Must be an integer in the range of 0-65535. Default value is 1.

« upf-group-profile upf_group_name—Specify the UPF group profile name. Must be a string.

Configuration Modification Impact

The following table indicates the impact or the configuration change behavior on an existing call, a new PDN,
or a new subscriber.

Modification cnSGW-C Existing | cnSGW-C New PDN or New subscriber
Call
Delete the apn-profile No impact Applied new configuration based on the changes for

the following:

* subscriber policy
* operator policy

* dnn policy

* dnn profile
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Modification cnSGW-C Existing | cnSGW-C New PDN or New subscriber

Call
Modify the apn profile name | No impact Applied new configuration based on the changes for
in the operator policy the following:

* subscriber policy
* operator policy

* dnn policy

* dnn profile

Troubleshooting Information

This section describes troubleshooting information for this feature.

Configuration Errors

This section describes the errors that cnSGW-C might report during the APN profile configuration.

show config-error | tab
ERROR COMPONENT ERROR DESCRIPTION

SGWProfile Subscriber policy name : sub policy in profile sgwl is not configured
SubscriberPolicy Operator policy : op policyl under subscriber policy sub policy2 is not
configured

OperatorPolicy Dnn policy name : dnn policyl in operator policy op policy2 is not
configured

DnnPolicy Dnn profile name : dnn profilel in dnn policy dnn policy2 is not configured
DnnProfile UPF selection policy name : upf sel policyl in dnn profile dnn profile2

is not configured
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Change Notification Request Handling

* Feature Summary and Revision History, on page 101
* Feature Description, on page 101

* How it Works, on page 102

* OAM Support, on page 104

Feature Summary and Revision History

Summary Data

Table 26: Summary Data

Applicable Product(s) or Functional Area cnSGW-C
Applicable Platform(s) SMI

Feature Default Setting Enabled - Always-on
Related Documentation Not Applicable

Revision History

Table 27: Revision History

Revision Details Release

First introduced. 2021.02.0

Feature Description

A change notification message is initiated in cnSGW-C to indicate modifications for the User Location
Information (ULI) and User CSG Information (UCI) updates. If these updates are valid, the cnSGW-C CDR
is initiated. The change notifications may contain the secondary RAT usage IE which is specific to the
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cnSGW-C and the ISGW. The cnSGW-C saves the RAT usage information and transmits the usage information
in the subsequent CDR message.

Standards Compliance

This feature complies with the following standards specifications:

» 3GPP TS29.274 "3GPP Evolved Packet System (EPS); Evolved General Packet Radio Service (GPRS)
Tunnelling Protocol for Control plane (GTPv2-C); Sage 3"

How it Works

This section describes how this feature works.
The cnSGW-C network function handles the change notification request using the following approach:

* If the ULI or the UCI changes are valid in the connection request (CNREQ), the associated packet data
network (PDN) is updated.

» cnSGW-C initiates a Query URR to get the latest usage information and generates cnSGW-C CDR when:
 ULI is modified.

* Charging and ULI trigger is enabled.

For information on configuring charging, see SGW Charging Support chapter.

Call Flows

This section describes the key call flow for this feature.

Change Notification Request Call Flow

This section describes the change notification request and the response call flow.
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Figure 19: Change Notification Request Call Flow
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Table 28: Change Notification Request Call Flow Description

Step

Description

1

The MME sends a Create Session Request towards GTP-EP(S11).

2

The GTP-EP(S11) forwards the Create Session Request to the SGW-SVC.

The SGW-SVC sends the Sx Establishment Request to the UPF.

The UPF responds to the request with the SX Establishment Response directed towards the
SGW-SVC.

The MME and the PGW establish the sessions and start exchanging data.

The MME and the PGW create the dedicated bearer and start exchanging data.

The MME sends the Change Notification Request to the GTP-EP.

The GTP-EP forwards the Change Notification Request to the SGW-SVC.
If ULI or UCI changes are valid in the connection request (CNREQ), the PDN is updated.

The GTP-EP sends the Sx Modification Request with the URR query after checking the secondary
RAT usage.
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Step |Description

9 The SGW-SVC sends the Sx Modification Request with the URR query to the Proto-SXA.

10 The Proto-SXA forwards the Sx Modification Request with the URR query to the UPF.

11 The UPF responds to the request with the Sx Modification Response, with the usage report to the
Proto-SXA.

12 The Proto-SXA forwards the Sx Modification Response with the usage report to the SGW-SVC.

13 The SGW-SVC sends the Change Notification Request to the GTPC-SS.

14 The GTPC-S5 forwards the Change Notification Request to the PGW.

15 The PGW responds with the Change Notification Response to the GTPC-S5.

16 The GTPC-S5 forwards the Change Notification Response to the SGW-SVC.

17 The SGW-SVC sends the Change Notification Response to the GTP-EP(S11).

18 The GTP-EP(S11) forwards the Change Notification Response to the MME.

OAM Support

This section describes operations, administration, and maintenance information for this feature.

Bulk Statistics Support

The change notification filter displays the status of the change requests for which the notification is invoked.
The following are the sample statistics and are provided for reference purposes only.

sgw_service stats{app name="smf",cluster="Local",data center="DC",fail reason="",
instance id="0", interface="interface sgw egress",reject cause="", service name="sgw-service",
sgw_procedure type="change notification",status="attempted",sub fail reason=""}
1

sgw_service stats{app name="smf",cluster="Local",data center="DC",fail reason="",
instance i1d="0",interface="interface sgw egress",reject cause="",service name="sgw-service",
sgw_procedure type="change notification",status="success",sub fail reason=""} 1
sgw_service stats{app name="smf",cluster="Local",data center="DC",fail reason="",
instance id="0", interface="interface sgw egress",reject cause="",service name="sgw-service",
sgw_procedure type="initial attach",status="attempted",sub fail reason=""} 1
sgw_service stats{app name="smf",cluster="Local",data center="DC",fail reason="",
instance i1d="0",interface="interface sgw egress",reject cause="", service name="sgw-service",
sgw_procedure type="initial attach",status="success",sub fail reason=""} 1
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sgw_service stats{app name="smf",cluster="Local",data center="DC",fail reason="",
instance id="0",interface="interface sgw ingress",reject cause="",service name="sgw-service",
sgw_procedure type="change notification",status="attempted",sub fail reason=""}
1

sgw_service stats{app name="smf",cluster="Local",data center="DC",fail reason="",
instance id="0", interface="interface sgw ingress",reject cause="", service name="sgw-service",
sgw_procedure type="change notification",status="success",sub fail reason=""} 1
sgw_service stats{app name="smf",cluster="Local",data center="DC",fail reason="",
instance id="0",interface="interface sgw ingress",reject cause="",service name="sgw-service",
sgw_procedure type="initial attach",status="attempted",sub fail reason=""} 1
sgw_service stats{app name="smf",cluster="Local",data center="DC",fail reason="",
instance id="0", interface="interface sgw ingress",reject cause="", service name="sgw-service",
sgw_procedure type="initial attach",status="success",sub fail reason=""} 1
sgw_service stats{app name="smf",cluster="Local",data center="DC",fail reason="",

—n

instance id="0",interface="interface sgw ingress",reject cause="",service name="sgw-service",
sgw_procedure type="modify bearer req initial attach",status="attempted",sub fail reason=""}
1

sgw_service stats{app name="smf",cluster="Local",data center="DC",fail reason="",

instance id="0", interface="interface sgw ingress",reject cause="", service name="sgw-service"
,8sgw_procedure type="modify bearer req initial attach",status="success",sub fail reason=""}
1
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Clear Subscriber Request

* Feature Summary and Revision History, on page 107
* Feature Description, on page 107
* How it Works, on page 108

Feature Summary and Revision History

Summary Data

Table 29: Summary Data

Applicable Product(s) or Functional Area cnSGW-C
Applicable Platform(s) SMI

Feature Default Setting Enabled - Always-on
Related Documentation Not Applicable

Revision History

Table 30: Revision History

Revision Details Release

First introduced. 2020.04

Feature Description

cnSGW-C handles the Clear Subscriber or the PDN Request from the Ops Center.

The Clear Subscriber Request initiates the administrative clearing of subscribers for a specific IMSI or all
IMSIs using the local purge and remote signaling procedures.

Cisco Ultra Cloud Serving Gateway Control Plane Function, Release 2023.03 - Configuration and Administration Guide .




Clear Subscriber Request |
. Standards Compliance

Based on the OAM query, the cnSGW-C receives the Subscriber Notification message at REST-EP and
triggers the Clear Subscriber Request message towards the SGW-Service.

Standards Compliance

This feature complies with the following standards specifications:

» 3GPP TS23.401 " General Packet Radio Service (GPRS) enhancementsfor Evolved Universal Terrestrial
Radio Access Network (E-UTRAN) access'

» 3GPP TS23.214 " Architecture enhancements for control and user plane separation of EPC nodes"

» 3GPP TS29.274 "3GPP Evolved Packet System (EPS); Evolved General Packet Radio Service (GPRS)
Tunnelling Protacol for Control plane (GTPv2-C); Sage 3"

» 3GPP TS 29.244 "Interface between the Control Plane and the User Plane nodes"

How it Works

This section describes how this feature works.

When the cnSGW-C receives the admin-initiated Deletion Request with the purge option as “true”, it initiates
Sx signaling towards User Plane and exchanges following messages:

1. SGW sends a Sx Session Deletion Request to User Plane.

2. User Plane sends a Sx Session Deletion Response SGW.

When cnSGW-C receives the Deletion Request with the purge option as “false”, it performs the Sx signaling
towards User Plane and GTP-C signaling towards MME and PGW. The cnSGW-C exchanges the following
messages with User Plane, MME, and PGW:

SGW sends the Sx Session Modification Request to the User Plane.
User Plane sends the Sx Session Modification Response to SGW.
SGW sends the Delete Bearer Request to MME.

SGW sends the Delete Session Request to PGW.

MME sends the Delete Bearer Response to SGW.

PGW sends the Delete Session Response to SGW.

SGW sends the Sx Session Deletion Request to User Plane.

©® N o g ~ w NP

User Plane sends the Sx Session Deletion Response to SGW.
cnSGW-C sends the Delete Session Request towards PGW and Delete Bearer Request towards MME. After

receiving the response from both remote peers, the cnSGW-C sends Sx Session Deletion Request towards
User Plane to clear the sessions.

. Cisco Ultra Cloud Serving Gateway Control Plane Function, Release 2023.03 - Configuration and Administration Guide
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Supported Clear Command
cnSGW-C supports the following clear commands:

Table 31: Supported Clear Commands

Supported Clear Command Options GTP-C Signalling | Sx Signalling | Impact (Subscriber/PDN)
(Towards (Towards UP)
MME/PGW)

clear sub all Yes Yes All subscribers

clear sub all purgefalse

clear sub all purgetrue No Yes All subscribers
» clear sub namespace sgw imsi Yes Yes Subscriber with IMSI as
imsi_val imsi_val

« clear sub namespace sgw
imsiimsi_valpur ge false

clear sub namespace sgw No Yes Subscriber with IMSI as

imsiimsi_valpurgetrue imsi_val

clear sub namespace sgw Yes Yes PDN with IMSI as

imsiimsi_valebiebi_value imsi_val and default ebi
as ebi_value

Call Flows

This section describes the key call flows for this feature.

Clear PDN Call Flow

This section describes the Clear PDN call flow.

Cisco Ultra Cloud Serving Gateway Control Plane Function, Release 2023.03 - Configuration and Administration Guide .
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Clear Subscriber Request |

Figure 20: Clear PDN Call Flow
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Table 32: Clear PDN Call Flow Description

Step

Description

The OAM pod calls the CDL API with the filters.
CDL sends the notification message to REST EP.

The REST-EP converts this message to Clear Subscriber Request with a cause and sends Clear
Subscriber to the SGW-Service pod.

Transaction-T1 started.

3-6

The SGW-Service pod sends Sx Modification Request to UPF through PFCP-EP.
The SGW-Service pod receives Sx Modification Response from UPF through PFCP-EP.

The SGW-Service pod sends the Delete Bearer Request to the S11-GTP-EP.

The SGW-Service pod sends the Delete Session Request to the S5-SGW-EGRESS-GTP-EP.
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Step Description

9 The S11-GTP-EP sends the Delete Bearer Request to MME.

10-12 | The S5-SGW-EGRESS-GTP-EP sends the Delete Session Request to PGW.
The PGW sends the Delete Session Response to S5-SGW-EGRESS-GTP-EP.
The S5-SGW-EGRESS-GTP-EP forwards this request to the SGW-Service pod.

13-16 | MME sends the Delete Bearer Response to S11-GTP-EP.
S11-GTP-EP forwards to the SGW-Service pod.

17,18 | PGW sends the Delete Session Response to S5-SGW-EGRESS-GTP-EP.
S5-SGW-EGRESS-GTP-EP forwards this request to the SGW-Service pod.

19-22 | The SGW-Service pod sends the Sx Delete Request to PFCP-EP.
The PFCP-EP forwards the request to UPF.
UPF sends the Sx Delete Response to PFCP-EP, which it forwards it to the SGW-Service pod.

Cisco Ultra Cloud Serving Gateway Control Plane Function, Release 2023.03 - Configuration and Administration Guide .
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Context Replacement Support

* Feature Summary and Revision History, on page 113
* Feature Description, on page 114

* How it Works, on page 114

* OAM Support, on page 119

Feature Summary and Revision History

Summary Data

Table 33: Summary Data

Applicable Product(s) or Functional Area cnSGW-C
Applicable Platform(s) SMI

Feature Default Setting Enabled - Always-on
Related Documentation Not Applicable

Revision History

Table 34: Revision History

Revision Details Release

Introduced support for partial context replacement. |2021.02.0

First introduced. 2020.01.0

Cisco Ultra Cloud Serving Gateway Control Plane Function, Release 2023.03 - Configuration and Administration Guide .
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Feature Description

The cnSGW-C supports context replacement when it receives Create Session Request (CSReq) with the
existing EBI. When the MME node and cnSGW-C are not synchronized, the session gets locally terminated
on the MME. The MME sends a CSReq with the EBI that is already present in the cnSGW-C. If the CSReq
contains a TEID with value as non-ZERO, then cnSGW-C partially replaces the context. When TEID is zero,
cnSGW-C performs full context replacement.

How it Works

This section describes how this feature works.

Call Flows

This section describes the key call flows for this feature.
Full Context Replacement Call Flow
This section describes the full context replacement call flow.

Create Session Request Call Flow

This section describes the Create Session Request call flow.

Figure 21: Create Session Request (Context Replacement — Single or Multi-PDN subscriber) Call Flow

e [ oroen | . | o | [ e ] T

bscrber mst have ane or mare PON(N PON]

be handled in
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Partial Context Replacement Call Flow .

Table 35: Create Session Request (Context Replacement — Single or Multi-PDN subscriber) Call Flow Description

Step

Description

1

MME sends Create Session Request with C-TEID as zero to GTPC-EP ingress.

2

GTPC-EP ingress forwards the Create Session Request to SGW-SVC.

Following actions takes place:

* App Infra invokes the GetKey() method, which locates and loads the existing subscribers
using Primary Key: IMSI.

* Performs Sx Session Deletion Request for all PDNs using ASYNC IPC

* Performs Resource Management Request (IdReq: IdReqType ID REQ REL) using SYNC
IPC

The SGW service pod sends the Delete Session Request for PDN 1 - N to PFCP-EP.

PFCP-EP forwards Delete Session Request for PDN 1 - N to UPF.

PFCP-EP receives Delete Session Response for PDN 1 to N from UPF.

PFCP-EP forwards Delete Session Response for PDN 1 - N to SGW service pod.

SGW service pod sends Resource Management Request to RMMgr with request ID-type as Request
REL.

SGW service pod receives Resource Management Response from RMMgr with Req ID-type as
REQ REL.

The SGW service pod performs following:

* Removes all session CDL keys (Using RemoveAllSessionKeys(txn))
* Removes affinity Key (Using RemoveSubscriberAllKey())

* Cleans up the local database (Subscriber/PDN)

\)

Note  You can ignore unhandled events for the Deletion Response from UPF.

Partial Context Replacement Call Flow

This section describes the partial context replacement call flow.

When cnSGW-C receives a CSReq with the existing EBI and TEID as non-ZERO, then cnSGW-C performs
a partial context replacement by invoking the following call flows:

* EBI received in CSReq is for the existing default bearer.

* EBI received in CSReq is for the existing dedicated bearer.

Cisco Ultra Cloud Serving Gateway Control Plane Function, Release 2023.03 - Configuration and Administration Guide .
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. Create Session Request with Default Bearer EBI Call Flow

Create Session Request with Default Bearer EBI Call Flow

This section describes the Create Session Request with Default Bearer EBI call flow.

Figure 22: CSReq with Default Bearer EBI Call Flow
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Table 36: CSReq with Default Bearer EBI Call Flow Description

Step Description

1 The MME sends a Create Session Request with TIED value as 0 to the GTPC-EP(S11).

2 The GTPC-EP(S11) forwards the Create Session Request with TIED value as 0 to the SGW-SVC.

3 The MME and the PGW process the Initial Attach PDN-1 with the default EBI-5 process.

4 The MME sends a Create Session Request TIED=0x80002002 with EBI-6 to the GTPC-EP.
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Create Session Request with Dedicated Bearer EBI Call Flow .

Step

Description

The GTPC-EP forwards the Create Session Request TIED=0x80002002 with EBI-6 to the
SGW-SVC.

The MME and the PGW establish the PDN-2 with default EBI-6 connection.

The MME and PGW complete the Create Dedicated Bearer with EBI-7 process.

Ifthe SGW and MME are not in sync, the MME sends a Create Session Request with EBI-6 present
in the SGW.

The GTPC-EP sends a CSReq TIED= 0x80002002 with EBI-6 to SGW.

10

After receiving the Create Session Request, the SGW-SVC performs the following-
* Cleans up the PDN with default EBI=6.

* Sends the Sx signalling to UPF to clear the session.

* Performs the Create Session Request as a new PDN-Setup.

The SGW sends an Sx Session Delete Request on PDN-2 to Protocol-SXA.

11

The Protocol-SXA forwards a Sx Session Delete Request to SGW-UPF.

12

The SGW sends a Session Establishment Request to the Protocol-SXA.

13

The Protocol-SXA forwards a Sx Session Establishment Request to SGW-UPF.

14

The SGW-UPF responds to the Protocol-SXA with the Sx Session Establishment Response.

15

The Protocol-SXA sends the Sx Session Establishment Response to the SGW-SVC.

16

The SGW-SVC sends the Create Session Request TIED= 0x80002002 with EBI-6 to the GTPC-EP.

17

The GTPC-EP sends the Create Session Request TIED= 0x80002002 with EBI-6 to the PGW.

18

The PGW sends a Create Session Response to the GTPC-EP.

19

The GTPC-EP responds to the SGW-SVC with the Create Session Response.

20

The SGW-SVC forwards the response to the GTPC-EP.

21

The GTPC-EP sends the Create Session Response to the MME.

Create Session Request with Dedicated Bearer EBI Call Flow

This section describes the Create Session Request with the Dedicated EBI call flow.
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. Create Session Request with Dedicated Bearer EBI Call Flow

Figure 23: CSReq with Dedicated Bearer EBI Call Flow
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Table 37: CSReq with Dedicated Bearer EBI Call Flow Description

Step Description

1 The MME sends a Create Session Request with the TIED value as zero to the GTPC-EP(S11).

2 The GTPC-EP(S11) forwards the Create Session Request with TIED value as zero to the SGW-SVC.

3 The MME and the PGW process the Initial Attach PDN with the EBI-5 process.

4 The MME sends the Create Session Request with EBI-6 to the GTPC-EP.

5 The GTPC-EP forwards the Create Session Request with EBI-6 to the SGW-SVC.

6 The MME and PGW establish the PDN with the EBI-6 connection.
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Step

Description

The MME and PGW complete the Create Dedicated Bearer with EBI-7 process.

If the SGW and MME are not in sync, then MME sends a Create Session Request with EBI-6
present in SGW.

The GTPC-EP sends a CSReq with EBI-7 to SGW.

10

After receiving the Create Session Request, the SGW-SVC:
* Cleans up the PDN with default EBI=6.

* Sends the Sx signalling to UPF to clear the session.

* Performs the Create Session Request as new PDN-Setup.

The SGW sends a Sx Session Delete Request on PDN-2 to Protocol-SXA.

11

The Protocol-SXA forwards the Sx Session Delete Request to SGW-UPF.

12

The SGW sends a Session Establishment Request to the Protocol-SXA.

13

The Protocol-SXA forwards a Sx Session Establishment Request to SGW-UPF.

14

The SGW-UPF responds to the Protocol-SXA with the Sx Session Establishment Response.

15

The Protocol-SXA sends the Sx Session Establishment Response to the SGW-SVC.

16

The SGW-SVC sends the Create Session Request containing TIED=0x80002002, EBI-7 to the
GTPC-EP.

17

The GTPC-EP sends the Create Session Request containing TIED=0x80002002, EBI-7 to the PGW.

18

The PGW sends a Create Session Response to the GTPC-EP.

19

The GTPC-EP responds to the SGW-SVC with the Create Session Response.

20

The SGW-SVC forwards the response to the GTPC-EP.

21

The GTPC-EP sends the Create Session Response to the MME.

OAM Support

This section describes operations, administration, and maintenance support for this feature.

Bulk Statistics

The following statistics are supported for the partial context replacement feature.

» sgw_pdn_disconnect_stats: Captures the total number of SGW PDN in the disconnected status.

An example of the Prometheus query:

Cisco Ultra Cloud Serving Gateway Control Plane Function, Release 2023.03 - Configuration and Administration Guide .
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B Buik statistics

sgw_pdn disconnect stats{app name="smf",cluster="cn",data center=\

"cn",instance id="0",pdn type="ipv4",rat type="EUTRAN", reason="context replacement",\
service name="sgw-service"} 1
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Dedicated Bearer Support

* Feature Summary and Revision History, on page 121
* Feature Description, on page 121

* Setup and Update Dedicated Bearers, on page 122

* Delete Dedicated Bearers, on page 129

Feature Summary and Revision History

Summary Data

Table 38: Summary Data

Applicable Product(s) or Functional Area cnSGW-C
Applicable Platform(s) SMI

Feature Default Setting Enabled - Always-on
Related Documentation Not Applicable

Revision History

Table 39: Revision History

Revision Details Release

First introduced. 2021.01.0

Feature Description

Setup and Update Dedicated Bearers
cnSGW-C supports creating and updating single/multiple dedicated bearers.

Cisco Ultra Cloud Serving Gateway Control Plane Function, Release 2023.03 - Configuration and Administration Guide .
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Delete Dedicated Bearers

cnSGW-C supports deletion of single/multiple dedicated bearers.

Setup and Update Dedicated Bearers

Feature Description

cnSGW-C supports creating and updating dedicated bearers for both single and multiple PDN subscribers. It
also supports multiple bearer contexts as part of single create bearer procedure.

How it Works

This section describes how this feature works.

Call Flows

This section describes the key call flows for this feature.

Dedicated Bearer Setup — Request Accepted Call Flow

This section describes the Dedicated Bearer Setup — Request Accepted call flow.
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Figure 24: Dedicated Bearer Setup — Request Accepted Call Flow
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On receipt of S5 Create Bearer Request, SGW-SVC does the following

- It creates a new Transaction/Procedure to handle Create Bearer Request
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On receipt of Sx Session Modification Response, SGW-SVC does the following:
- Performs “Requested SGW Ingress and SGW Egress Data TEID” presence/

value validation
- Triggers “S11 Create Bearer Request” which will additionally carry SGW
Ingress Data TEID along with received, S5 Create Bearer Request content
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On receipt of 511 Create Bearer Response, SGW-SVC does the following:

- Performs subscriber/PDN state, Create Bearer Response validation and so on
- Triggers Sx Modification Request to update SGW Ingress and SGW Egress
PDR/FAR as per eNodeB and PGW Ingress Data TEID

[11] Sx Session Modification Request
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On receipt of Sx Session Modification Response, SGW-SVC does the following;

- Trigger S5 Create Bearer Response which will carry both SGW Egress Data TEID
along with received PGW Ingress Data TEID
- Transaction/Procedure ends here which will eventually update CDL to reflect
newly created bearers in subscriber/PDN database
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Table 40: Dedicated Bearer Setup — Request Accepted Call Flow Description

Step | Description

1 The PGW sends the S5 Create Bearer Request to the S5-GTPC-EP pod.

2 The S5-GTPC-EP pod forwards the S5 Create Bearer Request to the SGW-SVC pod.

3 The SGW-SVC receives the S5 Create Bearer request and performs the following:

 Creates a new transaction
 Performs GTP validations

* Triggers the Sx Modification Request to the PFCP-EP pod

4 The PFCP-EP pod forwards the Sx Modification Request to the UP for allocating SGW Ingress and
SGW Egress TEIDs.

5 The PFCP-EP pod receives the Sx Modification Response with SGW Ingress and SGW Egress
TEIDs, from the UP.
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Step

Description

The PFCP-EP pod forwards the Sx Modification Response with SGW Ingress and SGW Egress
TEIDs, to the SGW-SVC.

The SGW-SVC receives the Sx Modification response and performs the following:
* Validates the received SGW Ingress and SGW Egress TEIDs

* Triggers the S11 Create Bearer Request with the SGW Ingress TEID to the S11-GTPC-EP pod

The S11-GTPC-EP pod forwards the S11 Create Bearer Request with the SGW Ingress TEID, to
the MME.

The MME sends the S11 Create Bearer Response to the S11-GTPC-EP pod.

10

The S11-GTPC-EP pod forwards the S11 Create Bearer Response to the SGW-SVC.

11

The SGW-SVC receives the S11 Create Bearer response and performs the following:
* GTP validations

* Triggers the Sx Modification Request to the PFCP-EP pod to update SGW Ingress and SGW
Egress PDR/FAR, with the MME and the PGW GTPU-TEID

12

The PFCP-EP pod forwards the Sx Modification Request to the UP.

13

The UP sends the Sx Modification Response to the PFCP-EP pod.

14

The PFCP-EP pod forwards the Sx Modification Response to the SGW-SVC pod.

15,16

The SGW-SVC pod receives the Sx Modification Response and performs the following:
* Ends the transaction/procedure
* Updates the CDL

* Sends the S5 Create Bearer Response with SGW Egress TEIDs with matching PGW GTPU
TEIDs, and with the cause as Accepted.

Dedicated Bearer Setup — Request Accepted Partially Call Flow

This section describes the Dedicated Bearer set up call flow. In this procedure, the MME sends the Create
Bearer Response with the GTP cause as Request Accepted Partially.

Prerequisite: Create Bearer Procedure with two bearer contexts.
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Figure 25: Dedicated Bearer Setup — Request Accepted Partially Call Flow

MME S11-GTP-EP SGW-SVC PFCP-EP S5 GTP-EP up PGW

[1] 55 Create Bearer Request
-BCL: PGW Ingress Data TEIDL
- BC2: PGW Ingress Data TEID2

-
[2] 5 Create Bearer Request
-BC1: PGW Ingress Data TEIDL

< - BC2: PGW Ingress Data TEID2
%

On receipt of S5 Create Bearer Request, SGW-SVC does the following:

- It creates a new Transaction/Procedure to handle Create Bearer Request

- Perform subscriber/PDN state, Create Bearer Request validation and so on
‘Trigger “Sx Session Modification Request” to allocate SGW Ingress and

SGW Egress Data TEID (per bearer context)

3] S Session Modification Request

- Create Traffic Endpoint 1A: SGW Ingress Data TEID for BC1
- Create Traffic Endpoint 18: SGW Egress Data TEID for BC1
- Create Traffic Endpoint 2A: SGW Ingress Data TEID for BC2

Create Trafic Endpoint28: SGW Egress Data TEID for BC1
[4] sx Session| Modification Request
- Create Traffic Endpoint 1A: SGW Ingress Data TEID for BC1
Create Traffic Endpoint 18: SGW Egress Data TEID for BC1
- Create Traffic Endpoint 2A: SGW Ingress Data TEID for BC2
- Create Traffic Endpoint 2B: SGW Egress Data TEIDfor BC1 o
L

[51 Sx Session|Modification Response
Created Traffic Endpoint 1A: SGW Ingress Data TEID for BC1
- Created Traffic Endpoint 18: SGW Egress Data TEID for BC1
- Created Traffic Endpoint 2A: SGW Ingress Data TEID for BC2
(6] 5% Session Mordfication Response o2t Trafic Endpoint 26: SGW Egress Data TEID for 8CL
- Created Traffic Endpoint 1A: SGW Ingress Data TEID for BC1
Created Traffic Endpoint 18: SGW Egress Data TEID for BC1
- Created Traffic Endpoint 2A: SGW Ingress Data TEID for BC2
__Created Traffic Endpoint 28: SGW Egress Data TEID for BC1

<%

On receipt of Sk Session Modification Response, SGW-SVC does the following:

- Performs “Requested SGW Ingress and SGW Egress Data TEID” presence/value validation.
- Triggers “S11 Create Bearer Request” which will additionally carry SGW Ingress Data TEID
along with received, S5 Create Bearer Request content — PGW Ingress Data TEID

[71511 Create Bearer Request
BC1: SGW Ingress Data TEID1 and PGW Ingress Data TEID1

8] 511 Create Bearer Request | @—BC2: SGW Ingress Data TEID? and PGW Ingress Data TEID2
<%

-BC1: SGW Ingress Data TEID1 and

PGW Ingress Data TEIDL
~BC2: SGW Ingress Data TEID2 and
- PGW Ingress Data TEID2
Bl

MME responds with Create Bearer Response:
Message Level GTP Cause: Request Accepted
Partially

BC1 - GTP Cause: Request Accepted

BC2 — GTP Cause: Request Rejected

[9] 511 Create Bearer Response

- BC1: Request Accepted, SGW Ingress Data
TEID1 and eNodeB Data TEID1

- BC2: Request Rejected, SGW Ingress Data [10] 511 Create Bearer Response

- BC1: Request Accepted, SGW Ingress Data TEID1 and
eNodeB Data TEID1

- BC2: Request Rejected, SGW Ingress Data TEID2

»
|

»
!

On receipt of 511 Create Bearer Response, SGW-SVC does the following:

- Performs subscriber/PDN state, Create Bearer Response validation and so on
- Triggers combined Sx Session Modification Request to:

— Update SGW Ingress and SGW Egress PDR/FAR as per eNodeB and PGW Ingress Data TEID
(For BC1 - GTP Cause: Request Accepted)
— Remove Traffic Endpoint 2A and Traffic Endpoint 28 (For BC2 - GTP Cause: Request Rejected)

[11] Sx Session Modification Request

- To update SGW Ingress and SGW Egress PDR/FAR for BC1
as per eNodeB and PGW Ingress Data TEID respectively
To remove Traffic Endpoint 2 and 28 for BC2

A

[12] 5x Session Modification Request
To update SGW Ingress and SGW Egress PDR/FAR for BC1
as per eNodeB and PGW Ingress Data TEID respectively
-To remove Traffic Endpoint 2A and 28 for BC2

»
>
- [13] 5x Session Response
<%
- [14] 5 Session Response
%
On receipt of Sx Session Modification Response, SGW-SVC does the following:
- Trigger 55 Create Bearer Response which will carry
~ SGW Egress Data TEID and PGW Ingress Data TEID for BC1 - GTP Cause: Request Accepted
~ PGW Ingress Data TEID for BC2 - GTP Cause: Request Rejected
- Transaction/Procedure ends here which will eventually update CDL to reflect newly created bearers in database
[15] S5 Create Bearer Response
BC1: Request Accepted, SGW Egress and PGW
Ingress Data TEID
- BC2: Request Rejected and PGW Ingress Data TEID w | 116155 Create Bearer Response
P> - BC1L: Request Accepted, SGW Egress and
PGW Ingress Data TEID
- BC2: Request Rejected and PGW Ingress Data g
TEID o2
Lt B

MME S11-GTP-EP SGW-SVC PFCP-EP S5 GTP-EP up PGW

Table 41: Dedicated Bearer Setup — Request Accepted Partially Call Flow Description

Step |Description

1 The PGW sends the S5 Create Bearer Request with multiple bearer contexts to the S5-GTPC-EP
pod.

2 The S5-GTPC-EP pod forwards the S5 Create Bearer Request to the SGW-SVC pod.
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Step

Description

The SGW-SVC pod receives the S5 Create Bearer request and performs the following:
* Creates a new transaction
¢ Performs GTP validations

* Triggers the Sx Modification Request to allocate SGW Ingress and SGW Egress TEIDs to the
PFCP-EP pod.

The PFCP-EP pod forwards the Sx Modification Request to the UP.

The UP sends the Sx Modification Response to the PFCP-EP pod.

The PFCP-EP pod forwards the Sx Modification Response to the SGW-SVC pod.

The SGW-SVC receives the Sx Modification Response and performs the following:
* Validates the received SGW Ingress and SGW Egress TEIDs

* Triggers an S11 Create Bearer Request with the SGW Ingress TEID to the S11-GTPC-EP pod

The S11-GTPC-EP pod forwards the S11 Create Bearer Request to the MME.

The S11-GTPC-EP receives the S11 Create Bearer Response from the MME, with the Message
Level GTP cause as Request Accepted Partially:

* For some Bearer Contexts, GTP cause is Request Accepted
* For some Bearer Contexts, GTP cause is Request Rejected

10

The S11-GTPC-EP pod forwards the S11 Create Bearer Response to the SGW-SVC pod.

11

The SGW-SVC pod receives the S11 Create Bearer response and performs the following:
* GTP validations

* For successful bearers: Triggers the Sx Modification Request to the PFCP-EP pod for updating
SGW Ingress and SGW Egress PDR/FAR with the MME and the PGW GTPU-TEID

* For failed bearers: Removes the traffic endpoints

12

The PFCP-EP pod forwards the Sx Modification Request to the UP.

13

The UP sends the Sx Modification Response to the PFCP-EP pod.

14

The PFCP-EP pod forwards the Sx Modification Response to the SGW-SVC pod.
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Step |Description

15,16 | The SGW-SVC pod receives the Sx Modification Response and performs the following:
* Ends the transaction/procedure

» Updates the CDL

* For successful bearers: Sends the S5 Create Bearer Response with SGW Egress TEIDs with
matching PGW GTPU TEIDs.

* For failed bearers: Sends the bearer contexts as is with the message level cause as Partially
Accepted.

Dedicated Bearer Update — Request Accepted Call Flow
This section describes the Default/Dedicated Bearer Update Procedure call flow.
Single Update Bearer Procedure supports:
* Default bearer QoS/TFT change

* Single/Multiple dedicated bearer QoS/TFT change
* APN-AMBR change

)

Note The call flow doesn't contain Sx Communication Messages related to the Default/Dedicated Bearer Update
procedure.
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Figure 26: Default/Dedicated Bearer Update (Single/Multiple Bearers) Support Call Flow

MME S11 GTP-EP SGW-SVC | PFCP-EP || S5 GTP-EP | | up | | PGW |

- [1] S5 Update Bearer Request
<«

. [2] 5 Update Bearer Request

%

On receipt of “S5 Update Bearer Request”, SGW-SVC does the following:

- It creates a new transaction/procedure to handle S5 Update Bearer Request

- Performs subscriber/PDN state, S5 Update Bearer Request validation and so on
- Trigger “511 Update Bearer Request” towards MME

- [3] 511 Update Bearer Request
<

- [4] S11 Update Bearer Request
%

19] 511 Update Bearer Response

(6] 511 Update Bearer Response
'

On receipt of “511 Update Bearer Response”, SGW-SVC does the following:
Performs subscriber/PDN state, update bearer response validation and so on
- Triggers “Sx Session Modification Request” towards UP, in case of
— Bearer QoS (QCI/API) change OR/AND
-~ Transport level marking change OR/AND
— Forfetching “change information” for generating charging record (ULI/TZ change) and so on

ELSE
- Send “S5 Update Bearer Response” towards PGW with MME provided “ 511 Update Bearer
Response” information

7] Sx Session Modification Request
|
[8] Sx Session Modification Request -
!
o [9] Sx Session Modification Response
<%
< [10] Sx Session Modification Response
On receipt of “x Session Modification Response, SGW-SVC does the following:
Send “S5 Update Bearer Response” towards PGW
- Transaction/Procedure completes here which will eventually update both
local database and CDL update
[11] S5 Update Bearer Response -
|
[12] 55 Update Bearer Response -
| =

&
=]
@
@
=]

MME S11 GTP-EP SGW-SVC | PFCP-EP || S5 GTP-EP | | up | | PGW |

Table 42: Default/Dedicated Bearer Update (Single/Multiple Bearers) Support Call Flow Description

Step | Description

1 The PGW sends the S5 Update Bearer Request with multiple bearer contexts to the GTPC-EP pod.

2 The GTPC-EP pod forwards the S5 Update Bearer request to the SGW-SVC pod.

3 SGW-SVC receives the S5 Update Bearer request and performs the following:

« Creates a new transaction
¢ Performs GTP validations

* Triggers the S11 Update Bearer Request to the GTPC-EP pod

4 The GTPC-EP pod forwards the S11 Update Bearer Request to the MME.

5 The MME sends the S11 Update Bearer Response to the GTPC-EP pod.

6 The GTPC-EP pod forwards the S11 Update Bearer Response to the SGW-SVC pod.
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Step |Description

7 SGW-SVC receives the S11 Update Bearer Response and performs GTP validations.

« If: Any of the following is true, the SGW-SVC triggers Sx Modification Request to the PFCP-EP
pod:

* Bearer QoS (QCI/ARP) change
* Transport Level Marking change

* Fetch charging information for generating charging record ULI/TZ change

* Else: The SGW-SVC sends the S11 Update Bearer Response to the PGW with the
MME-provided S11 Update Bearer Response information.

8 The PFCP-EP pod forwards the Sx Session Modification Request to the UP.

9 The UP sends the Sx Session Modification Response to the PFCP-EP pod.

10 The PFCP-EP pod forwards the Sx Session Modification Response to the SGW-SVC.
The SGW-SVC receives the Sx Modification Response and performs the following:

* Ends the transaction/procedure
* Updates the CDL

* Sends the S5 Update Bearer Response with cause as Accepted

11 The SGW-SVC sends the S5 Update Bearer Response to the PFCP-EP pod.
The PFCP-EP pod forwards the S5 Update Bearer Response to the GTP-EP pod.

12 The GTP-EP pod forwards the S5 Update Bearer Response to the UP.
The UP forwards the S5 Update Bearer Response to the PGW.

Delete Dedicated Bearers

Feature Description

cnSGW-C supports single/multiple dedicated bearer deletion as part of single delete bearer procedure.

How it Works

This section describes how this feature works.

Call Flows

This section describes the key call flows for this feature.
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Dedicated Bearer Deletion Procedure Call Flow

This section describes the Dedicated Bearer Delete Procedure call flow.

Figure 27: Dedicated Bearer Deletion Procedure (Single/Multiple Bearer) Call Flow

MME S$11-GTP-EP SGW-SVC PFCP-EP S5-GTP-EP PGW

[1] 55 Delete Bearer Request

[2] 55 Delete Bearer Request - “Ebi List: Containing one ore more dedicated bearer ebi's”

- “Ebi List: Containing one ore more dedicated bearer ebi's”

< Bl
%

On receipt of “S5 Delete Bearer Request”, SGW-SVC does the following:

- It creates a new transaction/procedure to handle Delete Bearer Request

- Performs Subscriber/PDN state, Delete Bearer Request validation and so on

- Triggers “Sx Session Modification Request” to suspend Uplink/Downlink traffic,
for requested dedicated bearers by sending “Uplink/Downlink FAR” with Apply
action as “Drop”

[3] 5x Session Modification Request
- To suspend Uplink/Downlink Traffic for requested
dedicated bearers

»
gl [4] 5x Session Modification Request
- To suspend Uplink/Downlink Traffic for requested dedicated bearers,
T gl
. (5] Sx Session Modification Response
(6] Sx Session Modification Response
<

On receipt of “Sx Modification Response”, SGW-SVC
triggers “S11 Delete Bearer Request” towards MME.

[7]511 Delete Bearer Request
- “Ebi List: Containing one ore more dedicated

- bearer ebi's”
%

[8] 511 Delete Bearer Request
«@—Ebi List: Containing one ore more dedicated bearer eb's’}
)

[9] 511 Delete Bearer Response

'
[10] 511 Delete Bearer Response. »

On receipt of “511 Delete Bearer Response”, SGW-SVC
Triggers “Sx Session Modification Request” to Remove GTPU tunnels for requested
dedicated bearers by sending “Remove Uplink/Downlink Traffic Endpoints”.

[11] Sx Session Modification Request
~To remove GTPU tunnels for requested dedicated bearers
>

[12] Sx Session Modification Request
- To remove GTPU tunnels for requested dedicated bearers

\ J

[13] Sx Session Modification Response

¢
P [14] Sx Session Modification Response
%

On receipt of “Sx Modification Response”, SGW-SVC does the following:

- Triggers “S5 Delete Bearer Response” with cause as “Accepted”

- Transaction/Procedure ends here which eventually updates CDL to remove deleted
bearers from subscriber/PDN database.

[15] S5 Delete Bearer Response

Y

[16] 55 Delete Bearer Response.

A
T€60SY

MME S$11-GTP-EP SGW-SVC PFCP-EP S5-GTP-EP up PGW

Table 43: Dedicated Bearer Deletion Procedure (Single/Multiple Bearer) Call Flow Description

Step | Description

1 The PGW sends the S5 Delete Bearer Request with EBI list containing one or more dedicated bearer
EBISs, to the GTPC-EP pod.

2 The GTPC-EP pod forwards the S5 Delete Bearer Request to the SGW-SVC pod.

3 The SGW-SVC pod receives the S5 Delete Bearer request and performs the following:

 Creates a new transaction
 Performs GTP validations

* Triggers the Sx Modification Request to the PFCP-EP pod to suspend uplink/downlink traffic
for the requested bearers

4 The PFCP-EP pod forwards the Sx Modification Request to the UP.
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Step

Description

The UP sends the Sx Modification Response to the PFCP-EP pod.

The PFCP-EP pod forwards the Sx Modification Response to the SGW-SVC pod.

The SGW-SVC pod receives the Sx Modification Response and triggers the S11 Delete Bearer
Request to the GTPC-EP pod.

The GTPC-EP pod forwards the S11 Delete Bearer Request to the MME.

The MME sends the S11 Delete Bearer Response to the GTPC-EP pod.

10

The GTPC-EP pod forwards the S11 Delete Bearer Response to the SGW-SVC pod.

11

The SGW-SVC receives the S11 Delete Bearer Response and triggers the Sx Modification Request
to the PFCP-EP pod, to remove traffic endpoints for removal of the GTPU tunnels for the requested
dedicated bearers.

12

The PFCP-EP pod forwards the Sx Modification Request to the UP to remove GTP tunnels for the
requested dedicated bearers.

13

The UP sends the Sx Modification Response to the PFCP-EP pod.

14

The PFCP-EP forwards the Sx Modification Response to the SGW-SVC pod.

15

The SGW-SVC receives the Sx Modification Response and performs the following:

* Ends the transaction/procedure
» Updates the CDL

* Sends the S5 Delete Bearer Response with cause as Accepted, to the GTP-EP pod

16

The GTP-EP pod forwards the S5 Delete Bearer Response to the PGW.
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Delete Bearer and Delete Session Request

* Feature Summary and Revision History, on page 133
* Feature Description, on page 133
* How it Works, on page 134

Feature Summary and Revision History

Summary Data

Table 44: Summary Data

Applicable Product(s) or Functional Area cnSGW-C
Applicable Platform(s) SMI

Feature Default Setting Enabled - Always-on
Related Documentation Not Applicable

Revision History

Table 45: Revision History

Revision Details Release

First introduced. 2020.04

Feature Description

This feature supports the following:
* Deletion of Session Request from the MME

* Deletion of Bearer Request from the PGW

Cisco Ultra Cloud Serving Gateway Control Plane Function, Release 2023.03 - Configuration and Administration Guide .
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This deletion helps in clearing the PDN connection at the SGW, which in turn clears resources at the cnSGW-C,
and releases all the relevant TEIDs.

Delete from MME

1. cnSGW-C sends the Sx Modification Request to the User Plane (UP) to mark the forwarding action as
DROP so that all uplink or downlink packets are dropped at the SGW-U.

2. ¢nSGW-C sends the Delete Session Request to the PGW/SMF.

3. After SGW receives the Delete Session Response from the PGW/SMF, cnSGW-C sends the Sx Terminate
Request to the UP to clear the session.

4. After UP confirms the deletion of the SGW-U session, cnSGW-C releases the allocated ID by sending
request to the Node Manager, and the Delete Session Response to the MME.

Delete from PGW

1. cnSGW-C sends the Sx Modification Request to the UP to mark the forwarding action as DROP so that
all the uplink and downlink packets are dropped at the SGW-U.

2. ¢cnSGW-C sends the Delete Bearer Request to the MME.

3. After SGW receives the Delete Bearer Response from the MME, the cnSGW-C sends the Sx Terminate
Request to the UP to clear the session.

4. After UP confirms the deletion of the SGW-U session, cnSGW-C releases the allocated ID by sending
request to the Node Manager, and the Delete Bearer Response to the PGW.

Standard Compliance

The Delete Bearer and Delete Session Request Support feature complies with the following standards:

« 3GPP TS23.401 " General Packet Radio Service (GPRS) enhancementsfor Evolved Universal Terrestrial
Radio Access Network (E-UTRAN) access'

» 3GPP TS23.214 " Architecture enhancements for control and user plane separation of EPC nodes"

» 3GPP TS29.274 "3GPP Evolved Packet System (EPS); Evolved General Packet Radio Service (GPRS)
Tunnelling Protocol for Control plane (GTPv2-C); Sage 3"

» 3GPP TS29.244 "Interface between the Control Plane and the User Plane nodes’

How it Works

This section describes how this feature works.

Call Flows

This section describes the key call flows for this feature.
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Figure 28: Delete from MME Call Flow

MME [s11-GTe-ep | [ ss-sw-eGress-GTp-ep | [ service-PoD (sGW) | [ Node-mgr | [cot-endpoint | [ prce-ep |
[1] Delete Session Request -
Route DSReq using TEID this session to same
POD which can/have host this session
[2] Delete Session Req(l) g
[3] Sx Mod Req -
< [4] Sx Mod Cnf
[5] DSReq to PGW
[6] DSRsp from PGW >
[7] Sx Del Req »
o [8]SxDel Cnf
[9] Release TEID in ID—MGR‘
< [10] Release TEID Cnf
_ [11] DSRsp to MME
_g [12] Delete Session Response
I Update/delete session state to Database I
[13] Session Update/Deletion|in DB - N
MME [s11-Greep | [ s5-SGW-EGRESS-GTPEP | [ Service-POD (sGW) | [ Node-mgr | [ coL-endpoint | [ prcpep |
Table 46: Delete from MME Call Flow Description
Step Description
1 The MME sends the Delete Session Request to the S11-GTP-EP.
2 The S11-GTP-EP routes this message with TEID value to the Service-POD (SGW) which handles
this session.
3 The Service-POD (SGW) sends the Sx Modification Request to PFCP-EP.
4 The PFCP-EP sends the Sx Modification Confirmation to the Service-POD (SGW).
5 The Service-POD (SGW) sends the Delete Session Request to the PGW through the
S5-SGW-EGRESS-GTP-EP.
6 The Service-POD (SGW) receives the Delete Session Request from the PGW through the
S5-SGW-EGRESS-GTP-EP.
7 The Service-POD (SGW) sends the Sx Delete Request to PFCP-EP.
8 The Service-POD (SGW) receives the Sx Delete Confirmation from PFCP-EP.
9 The Service-POD (SGW) sends Release TEID in ID-MGR to Node-Mgr.
10 The Service-POD (SGW) receives the Release TEID Confirmation from the Node-Mgr.

Cisco Ultra Cloud Serving Gateway Control Plane Function, Release 2023.03 - Configuration and Administration Guide .



B canFiows

Delete Bearer and Delete Session Request |

Step

Description

11

The Service-POD (SGW) sends the Delete Session Response to S11-GTP-EP.

12

The S11-GTP-EP sends the Delete Session Response to the MME.

13

The Service-POD (SGW) sends the Session Update or Delete in database message to the CDL.

Figure 29: Delete from PGW Call Flow

[ mmE |

[ Pew/smr | [ si1-GTe-ep | [ ss-saw-eGress-GTP-EP | [ service-PoD (sGw) | [ Node-mgr | [ coL-Endpoint | | Prcp-ep

[6] DBReq to|MME

[1] DBReq -default|bearer from PGW/SMF

Route DBReq using TEID this session to
same POD which can/have host this session

[2] Delete Bearer Req

\

[3] Sx Mod Req

g [4]SxMod Cnf
¢

[5] DBReq to MME

<
<

[7] DBRsp from|MME

\

[8] Delete BearerResponse

\

[9] Sx Del Req

\

. [10] Sx Del Cnf
<%

[11] Release TEID in ID-MGR |

_g [12] TEID Release Cnf
Rl

| [13] DBRsp to PGW
<

[14] Delete Bearer Response

A

| Update/delete session state to Database

[15] Session Update/Deletion|in DB

»
-

S61vvYy

[ mme |

[ Pewssme | [si-Gre-ep| [ s5-sGw-EGRess-GTP-EP | [ service-POD (sGW) | [ Node-mgr | [ coL-endpoint | [ prcp-ep |

Table 47: Delete from PGW Call Flow Description

Step

Description

1

The PGW/SMF sends the Delete Bearer Request to the S5-SGW-EGRESS-GTP-EP.

2

The S5-SGW-EGRESS-GTP-EP performs routing of this message with TEID value to the same
pod that has hosted this session.

The S5-SGW-EGRESS-GTP-EP sends the Delete Bearer Request to the Service-POD (SGW).

The Service-POD (SGW) sends the Sx Modification Request to PFCP-EP and receives Sx Mod
Cnf from it.

The PFCP-EP sends the Sx Modification Confirmation to the Service-POD (SGW).

The Service-POD (SGW) sends the Delete Bearer Request to the MME through the S11-GTP-EP.

The S11-GTP-EP forwards the Delete Bearer Request to the MME.
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call Flows I
Step Description
7 The MME sends the Delete Bearer Response to the S11-GTP-EP.
8 The S11-GTP-EP forwards the Delete Bearer Response to the Service-POD (SGW).
9 The Service-POD (SGW) sends the Sx Delete Request to the PFCP-EP.
10 The Service-POD (SGW) receives the Sx Delete Confirmation from the PFCP-EP.
11 The Service-POD (SGW) sends the Release TEID in ID-MGR to the Node-Mgr.
12 The Service-POD (SGW) receives the Release TEID Confirmation from the Node-Mgr.
13 The S11-GTP-EP sends the Delete Bearer Response to the PGW through
S5-SGW-EGRESS-GTP-EP.
14 The S5-SGW-EGRESS-GTP-EP sends the Delete Bearer Response to the PGW/SMF.
15 The Service-POD (SGW) sends the Session Update or Delete in database message to the CDL.

Cisco Ultra Cloud Serving Gateway Control Plane Function, Release 2023.03 - Configuration and Administration Guide .
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Downlink Data Notification

* Feature Summary and Revision History, on page 139

* Feature Description, on page 140

* DDN Message Handling, on page 140

* Control Messages Triggered DDN Support, on page 148
* DDN Advance Features, on page 150

Feature Summary and Revision History

Summary Data

Table 48: Summary Data

Applicable Product(s) or Functional Area cnSGW-C

Applicable Platform(s) SMI

Feature Default Setting DDN Message Handling Support: Enabled -
Always-on

Control Messages Triggered DDN Support: Disabled
- Configuration required to enable

DDN Advance Features: Enabled - Always-on

Related Documentation Not Applicable

Revision History

Table 49: Revision History

Revision Details Release

Enhancement introduced. 2021.02.0
Added support for DDN Advance Features.

Cisco Ultra Cloud Serving Gateway Control Plane Function, Release 2023.03 - Configuration and Administration Guide .
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. Feature Description

Revision Details Release

First introduced. 2021.01.0

Feature Description

The following sub-features are associated with this feature:
* DDN Message Handling
* Control Messages Triggered DDN
» Downlink Data Notification Delay
* High Priority Downlink Data Notification

* DDN Throttling

DDN Message Handling

Feature Description

cnSGW-C supports handling of the Downlink Data Notification (DDN) functionality that includes:

* Generating a DDN message towards the MME to page the UE on arrival of downlink data when UE is
in IDLE state.

» Handling DDN ACK/DDN failure indication.

How it Works

This section describes how this feature works.

Call Flows

This section describes the key call flows for this feature.

Downlink Data Netification Success Call Flow

This section describes the Downlink Data Notification Success call flow.

. Cisco Ultra Cloud Serving Gateway Control Plane Function, Release 2023.03 - Configuration and Administration Guide
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Downlink Data Notification Success Call Flow .

Figure 30: Downlink Data Notification Success Procedure Call Flow
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Table 50: Downlink Data Notification Success Procedure Call Flow Description

Step Description

SGW-UP sends the Session Report Request to the PFCP-EP pod.

After receiving the Session Report Request, the PECP-EP performs the following:

« Starts a new P-T1 transaction.

* Checks for the interface type. If its Sxa interface, it finds the available SGW-service pod and
routes the request accordingly.

* Sends the Sx Session Report Request to the SGW-service pod.

Cisco Ultra Cloud Serving Gateway Control Plane Function, Release 2023.03 - Configuration and Administration Guide .
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. Downlink Data Notification Failure Call Flow

Step

Description

Upon reception of the Sx Session Report Request, SGW-service pod:

* Creates a new S-T2 transaction.
+ Based on the message type received, updates the state processing not required for this message.
+ Handles the non-state processing transaction. (High priority is given to handle such messages).

* Searches for the bearer based on PDR ID. If the bearer isn’t found, the SGW-service pod fills
the cause as request rejected in the Session Report Response.

« If the received report type in the request isn’t valid/supported, SGW-service pod fills the
cause as request rejected and sends the Sx Session Report Response.

PFCP-EP forwards the Sx Session Report Response to the SGW-UP.

P-T1 transaction which is started at step one is completed.
At SGW-service pod:

* S-T2 transaction which is started at step two is completed.

* If the Sx Session Report Response is success, a new internal transaction S-T3 is started with
the same buffer as of the Session Report Request.

* A DDN procedure for DLDR report type is initiated.
* Bearer information is extracted from the received PDR ID.
* Bearer context is updated with buffer-data ind.

* Initiated the DDN with EBI of bearers, which has downlink data, and minimum ARP among
these bearers.

* Sends the DDN to the S11-GTP-EP pod.

After receiving the DDN, S11-GTP-EP:
* Creates a new E-T4 transaction.

* Sends the DDN to the MME.

MME sends the DDN ACK Success to the S11-GTP-EP.

The transaction S-T3 which is started after step four is complete.

S11-GTP-EP sends the DDN Response success to SGW-service pod.

SGW-service pod updates the CDL.

Downlink Data Netification Failure Call Flow

This section describes the Downlink Data Notification Failure call flow.

. Cisco Ultra Cloud Serving Gateway Control Plane Function, Release 2023.03 - Configuration and Administration Guide
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Downlink Data Notification Failure Call Flow .

Figure 31: Downlink Data Notification Failure Call Flow
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Table 51: Downlink Data Notification Failure Procedure Call Flow Description

Step Description

1 S11-GTP-EP pod receives DDN ACK Failure.

2 The transaction started while sending the DDN Request ends.
S11-GTP-EP forwards the DDN ACK Failure to the SGW-service pod.
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. Downlink Data Notification Failure Call Flow

Step

Description

After receiving the DDN ACK Failure at the SGW-service pod:
* Decides the paging state based on the cause received:

* EGTP_CAUSE CONTEXT NOT_FOUND: Submit internal transaction for call deletion.
* EGTP_CAUSE UNABLE TO PAGE UE

* EGTP_CAUSE UNABLE TO PAGE UE DUE TO SUSPENSION

« EGTP_CAUSE_UE_ALREADY REATTACHED

* EGTP_CAUSE TEMP REJECTED DUE TO HANDOVER_IN PROGRESS

* Checks if the PDNs are in connected state to initiate the Sx Modify Request. Minimum one
one PDN should be in the CONNECTED state.

* Submits internal transactions to handle these paging failure causes.
* Ends the current procedure and transaction.

* In the new transaction of handling paging failures, derives all the PDNs for which you want
to send Sx Modify request.

* Based on the paging state, derives paging action and send Sx Modify Request based on the
action required.

Sends background IPC request for Sx Modification Request to PFCP-EP pod. Create a new
transaction P-T2.

After receiving background IPC request for Sx Modification request, PECP-EP:

« Starts a new P-12 transaction.

 Sends the o the SGW-UP.

PFCP-EP receives the Sx Modification Response from the SGW-UP.

The transaction P-T2 started at step three is complete.

PFCP-EP pod sends background IPC response to the SGW-service pod.

The transaction S-T1 started at step two is complete.

SGW-service pod updated the CDL with buff data ind at bearer level flag.

On DDN PFailure timer expiry, a new transaction S-T3 is started.

SGW-service pod sends background IPC request for the Sx Modification Request to the PFCP-EP
pod with Apply Action as BUFFER.

A new P-T4 transaction is created.

PFCP-EP pod sends the Sx Modification Request to the SGW-UP.

10

SGW-UP sends the Sx Modification Response to the PFCP-EP pod.

. Cisco Ultra Cloud Serving Gateway Control Plane Function, Release 2023.03 - Configuration and Administration Guide
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No User Connect Retry Timer Call Flow .

Step

Description

11

The transaction P-T4 started at step eight is complete.

PFCP-EP pod forwards the Sx Modification Response to the SGW-service pod.

12

The transaction S-T3 started at step seven is complete.

SGW-service pod updates the CDL.

No User Connect Retry Timer Call Flow

This section describes the No User Connect Retry Timer call flow.

Figure 32: No User Connect Retry Timer Call Flow
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Table 52: No User Connect Retry Timer Call Flow Description

»

SGW-UP CDL Endpoint

LT60SY

PFCP-EP

Step

Description

Received DDN ACK success at the S11-GTP-EP pod.
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Step

Description

The transaction started while sending the DDN ends here.
S11-GTP-EP sends the DDN ACK success to the SGW-service pod.

No User Connect Retry timer is started at the SGW-C pod. This timer is configurable.
SGW-service pod updates the CDL.

SGW-service pod sends the DDN Request to the S11-GTP-EP pod, when:
* The DDN Failure Indication/MBR is not received

* No User Connect Retry timer expires.

A new transaction S-T1 is created.

A new E-T2 transaction is created.

S11-GTP-EP pod forwards the DDN Request to MME.

MME sends the DDN Response to the S11-GTP-EP.

The transaction E-T2 started at step four is complete.

S11-GTP-EP forwards the DDN Response Success to the SGW-service pod.

S-T1 transaction started at step two is completed.
No User Connect Retry timer is started at the SGW-C pod. This timer is configurable.
SGW-service pod updates the CDL.

If DDN Failure Indication/MBR is not received, No User Connect Retry expiry triggered.
A new transaction S-T3 is created.

SGW-service pod sends the background IPC request for Sx Modification request to the PFCP-EP
pod (DROBU flag and Apply Action as BUFFER).

10

A new transaction P-T4 is created.

PFCP-EP pod sends the Sx Modification Request to the SGW-U pod.

11

PFCP-PE pod receives the Sx Modification Response.

12

The transaction P-T4 started at step nine is complete.

PFCP-EP pod sends the background IPC response to the SGW-service pod.

13

The transaction S-T3 started at step eight is complete.
CDL is updated.

Feature Configuration

Configuring this feature involves the following steps:

. Cisco Ultra Cloud Serving Gateway Control Plane Function, Release 2023.03 - Configuration and Administration Guide
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Configuring the DDN Failure Timer
DDN Failure Timer is configured under the sgw-profile.
To configure this feature, use the following configuration:

config
profile sgw sgw name
ddn failure-action-drop-timer timer value
ddn timeout-purge-session { true | false }
end

NOTES:

+ ddn failure-action-drop-timer timer_value—Specify the duration of the DDN packet drop timer. During
this specified timeframe, the DDN is not sent to the UE. This timer is used, when a notification of DDN
ACK Failure or DDN Failure Indication is received. The default value is 300 seconds.

\}

Note To disable the timer, set the timer value to zero.

+ ddn timeout-purge-session { true | false }—Specify the option to enable or disable the DDN timeout
purge session. The default value is false.

Configuration Example

The following is an example configuration.

config

profile sgw sgwl

ddn failure-action-drop-timer 60
ddn timeout-purge-session false
end

Configuration Verification

To verify the configuration:

show running-config profile sgw
profile sgw sgwl

locality LOC1

fgdn 209.165.201.1

ddn failure-action-drop-timer 60
ddn timeout-purge-session false
end

Configuring DDN No User Connect Retry Timer

This section describes how to configure the DDN No User Connect Retry Timer.
DDN No User Connect Retry Timer can be configured under sgw-profile.
To configure this feature, use the following configuration:

config
profile sgw sgw name
ddn no-user-connect-retry-timer timer value
end

Cisco Ultra Cloud Serving Gateway Control Plane Function, Release 2023.03 - Configuration and Administration Guide .
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NOTES:

+ ddn no-user-connect-retry-timer timer_value - Specify the DDN retry timer used when DDN Ack is
received with Success and MBR is not received. Default value is 60 seconds.

To disable the timer, set the value to 0.

Configuration Example

The following is the sample configuration.

config

profile sgw sgwl
ddn no-user-connect-retry-timer 120
end

Configuration Verification

To verify the configuration:

show running-config profile sgw
profile sgw sgwl

locality LOC1

fgdn cisco.com.apn.epc.mnc456.mccl23
ddn failure-action-drop-timer 60

ddn no-user-connect-retry-timer 120

Control Messages Triggered DDN Support

Feature Description

This feature supports paging the UE for the PGW-initiated control procedures when the UE is in IDLE mode.

\ )

Note This feature is CLI controlled.

How it Works

This section describes how this feature works.

Call Flows

This section describes the key call flows for this feature.

Downlink Data Noetification for PGW-initiated procedure with Cloud Native Call Flow

This section describes the DDN for the PGW-initiated procedure with Cloud Native call flow.

. Cisco Ultra Cloud Serving Gateway Control Plane Function, Release 2023.03 - Configuration and Administration Guide
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Figure 33: Downlink Data Notification for PGW initiated Procedure with Cloud Native Call Flow

row Comere ] e oot
UE is in an IDLE mode and trigger -on-pgw-initiated-proc CLI is enabled ‘
[1] Create Bearer Request
Started new transaction P-T1
Route this Cbreq to any available service POD
[2] Create Bearer Request

te Bearer Response failure with cause code 114

ted at Step 2 is completed.
jon S-T3 (DDN is not triggered for this UE)

3] Downlink Data Notification Reg

Started new transaction £-14
4] Downlink Data Notification Req
|_[sIDownlink Data Notification Response SUCCESS
Transaction E-T4 which was started at Step 4 is complete
(6] Downlink Data Notification Response SUCCESS
Transaction T1 which was started after Step 3 is complete
(7] Update Session to CDL
PGW. 55-GTP-EP Service-Pod (SGW) S11-GTP-EP [Cwme ] [ ot endpoint

Table 53: Downlink Data Notification for PGW initiated procedure (CBR) with Cloud Native Call Flow Description

Step Description

1,2 Enabled trigger-on-pgw-initiated-proc CLI and state of the UE is in IDLE mode.
S5-GTP-EP receives the CBR from the PGW and forwards it to the SGW-service pod.
SGW-service pod starts a new S-T2 transaction.

SGW-service pod sends failure response to the S5-GTP-EP with cause code 110.

3 The T2 transaction which started in step two is completed.
A new S-T3 transaction is started for the UE for which DDN is not triggered.
SGW-service pod initiates the DDN Request to the theS11-GTP-EP.

4 A new E-T4 transaction is started.

S11-GTP-EP forwards the DDN Request to the MME.

5 S11-GTP-EP receives the DDN Response success from the MME.

6 Transaction E-T4 which started in step four is completed.

S11-GTP-EP sends the DDN Response success to the SGW-service pod.

7 Transaction T1 which is started in step three is completed.

SGW-service pod updates the session to CDL.
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Feature Configuration

To configure this feature, use the following configuration:

config

profile sgw sgw name
ddn trigger-on-pgw-initiated-proc
end

NOTES:

« ddn trigger-on-pgw-initiated-proc—When UE is in IDLE mode, the DDN triggers paging for
PGWe-initiated procedures. SGW sends failure response to the PGW with cause code 110.

Configuration Example

The following is an example configuration.
config
profile sgw sgwl
ddn trigger-on-pgw-initiated-proc
end

Configuration Verification

To verify the configuration:

show running-config profile sgw
profile sgw sgwl

locality LOC1

fgdn 209.165.201.1

ddn failure-action-drop-timer 60
ddn no-user-connect-retry-timer 120
ddn trigger-on-pgw-initiated-proc
exit

Disabling the DDN Control Procedure

Use no ddn trigger-on-pgw-initiated-proc to disable DDN Control Procedure feature.

DDN Advance Features

Feature Description

This feature supports the following:
» Downlink Data Notification Delay
* High Priority Downlink Data Notification

* DDN Throttling
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How it Works

This section describes how this feature works.

Call Flows

This section describes the key call flows for this feature.

DDN Delay Call Flow

This section describes DDN Delay call flow.

Figure 34: DDN Delay Call Flow

How it Works .

MME S11-GTP-EP (Service POD(SGW) PFCP-EP SGW-UP CDL Endpoint
[1] Sx session Report Req with DLDR report type
-¢
Started new transaction P-T1
Route this session Report to any available Sve POD
[2] $x Session Report Req
-t
Started new transaction 5-T2
Stateles shandling for this request
Bearer found as per received PDR ID
[3] 5% Session Report Response
Transaction 5-T2 complete
Transaction P-T1 complete
[4] Sx Session Report Response
Started new transaction 5-T3 (DDN s not triggered for this UE)
DDN delay is applicable for the peer
Start Delay timer
Transaction 5-T3 complete
[5] Update session to CDL
>
DDN delay timer expiry initiated new transaction 5-T4
Send DDN
[6] Downlink Data Notification
-
Started new ransaction E-TS
. [7] Downlink Data Notification
8] Downlink Data Nortification ACK success received
Transaction E-T5 complete
[9] Downlink Data Notification ACK success
>
Transaction $-T4 complete
[10] Update session to CDL
>
a8
H

S11-GTP-EP

(Service POD(SGW)

Table 54: DDN Delay Call Flow Description

PFCP-EP

SGW-UP CDL Endpoint

Step

Description

Received downlink data when UE is in IDLE state.

the PFCP-EP.

SGW-UP sends the Sx Report Request with report type as DLDR with corresponding PDR ID to
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Step

Description

Started a new P-T1 transaction.
PFCP-EP pod:

* Checks the available service pod.

* Sends the Sx Session Report to the the SGW-service pod.

A new transaction S-T2 is stared.

SGW-CP sends success response to the SGW-UP, when a bearer found at CP for this PDR-ID.

The S-T2, P-T1 transactions are completed.
PFCP-EP sends the Sx Session Report Response to the SGW-UP.

A new transaction S-T3 is started when DDN is not triggered for this UE.

Sgw-service pod gets the peer information to check if the peer configured with the DDN delay
value.

DDN delay timer is triggered, if DDN delay configured.
S-T3 transaction is completed.

SGW-service pod sends the CDL update.

6,7

A new S-T4 transaction started.
SGW-service pod sends the DDN to the S11-GTP-EP.
A new E-T5 transaction is started.

S11-GTP-EP forwards the DDN to the MME.

8,9

MME sends the DDN ACK success to the S11-GTP-EP.
Transaction E-T5 started in step seven is completed.

S11-GTP-EP forwards the DDN ACK success towards the SGW-service pod.

10

Transaction S-T4 started in step six is completed.

SGW-service pod updates session information to CDL.

High Priority DDN Call Flow

This section describes High Priority DDN call flow.
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Figure 35: High Priority DDN Call Flow
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Table 55: High Priority DDN Call Flow Description

Step

Description

1

Bearer received downlink data with ARP priority value as four, when UE is in IDLE state.

SGW-UP sends the Sx Report Request to the PFCP-EP with report type as DLDR with
corresponding PDR ID.

New P-T1 transaction is started and routed the session report to all available service pods.

PFCP-EP sends the Sx Session Report Request to the SGW-service pod.

New S-T2 transaction is started and the SGW-service pod sends Sx Session Report Response to
the PFCP-EP.

Transaction P-T1 and S-T2 completed and the PFCP-EP forwards the Sx Session Report Response
to the SGW-UP.

New S-T3 transaction is started for which the DDN isn’t triggered.
SGW-service pod sends the DDN Request to the S11-GTP-EP.

New E-T4 transaction is started and the S11-GTP-EP forwards the DDN Request to the MME.

MME sends the DDN ACK success to the S11-GTP-EP.

Transaction E-T4 is completed.

S11-GTP-EP forwards the DDN ACK success to the SGW-service pod.

Transaction S-T3 completed.

SGW-service pod triggers No User Connect timer and updates session to CDL.

10

SGW-UP sends the Sx Session Report Request to the PFCP-EP with report type as DLDR for
bearer whose ARP priority value is three.

11

New P-T5 transaction is started and routed the session report to all the available service pods.

PFCP-EP sends the Sx Session Report Request to the SGW-service pod.

12

New transaction S-T6 started

SGW-service pod sends the Sx Session Report Response to the PFCP-EP when bearer found as
per the received PDR ID.

13

Transaction S-T6 and P-T5 completed and PFCP-EP forwards the Sx Session Report Response to
the SGW-UP.

14

New transaction S-T7 started and data, high priority DDN sent with the flag value as False.
No User Connect timer is topped.

SGW-service pod sends the DDN Request to the S11-GTP-EP.

15

New E-T8 transaction is started and the S11-GTP-EP forwards the DDN Request to the MME.

16

MME sends the DDN ACK success to the S11-GTP-EP.
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Step Description

17 S11-GTP-EP forwards the DDN ACK success to the SGW-service pod for this PDR ID.

18 Transaction S-17 completed. SGW-service pod triggers the No User Connect timer when received
DDN ACK success and updated the session to CDL.

19 Bearer received the downlink data with ARP priority value as two.
SGW-UP sends the Sx Report Request to the PFCP-EP with report type as DLDR with
corresponding PDR ID.

20 New transaction P-T9 started and routed the session report to all the available service pods.

PFCP-EP sends the Sx Session Report Request to the SGW-service pod.

21 New transaction S-T10 started and the SGW-service pod sends the Sx Session Report Response
to the PFCP-EP when the bearer found as per the received PDR ID.

22 Transaction S-T10 and P-T9 completed and the PFCP-EP forwards the Sx Session Report Response
to the SGW-UP.

At SGW-service pod:

» New transaction S-T11 started and data, high priority DDN sent with the flag value as True.
SGW-service pod stops No User Connect timer.

* SGW-service pod doesn't trigger DDN when high priority DDN already initiated. Transaction
S-11 is completed.

DDN Throttling Call Flow
This section describes DDN Throttling call flow.
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Figure 36: DDN Throttling Call Flow
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Table 56: DDN Throttling Call Flow Description

Step

Description

1

Received DDN with throttling parameters when UE is in IDLE state.
MME sends the DDN ACK to the S11-GTP-EP.

SGW-UP sends the Sx Report Request with report type as DLDR with corresponding PDR ID to
PFCP-EP.

PFCP-EP triggers a new P-T1 transaction and routes the Sx Report Request to available service
pod.

PFCP-EP sends the Sx Session Report Request to the SGW-service pod.

Started a new S-T2 transaction.
Get peer information to check if DDN Throttle is active for this peer.
Check if priority of this bearer is more than the configured ARP watermark

SGW-service pod sends the Sx session Report Response to the PFCP-EP.
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Step Description

5 S-T2 transaction started in step four is completed.
P-T1 transaction started in step threee is completed.

When a bearer found at CP for this PDR ID, the PFCP-EP sends success response to the SGW-UP.

6 A new S-T3 transaction is started for the UE for which DDN is not triggered.
Apply DDN algorithm to check if the DDN must be throttled.

If DDN throttled, SGW-service pod sends the Sx Modification Request with Apply Action as
BUFFER towards PFCP-EP.

7,8 P-T4 transaction is completed.

PFCP-EP sends the Sx Session Modification Request to the SGW-UP and receives the Sx Session
Modification Response from the SGW-UP.

9 P-T1 transaction started in step five is completed.

PFCP-EP sends Sx Modification Response to the SGW-service pod.

10 S-T3 transaction started in step six is completed.

SGW-service pod updates the session to CDL.

Standards Compliance
The Downlink Data Notification Support feature complies with the following standards:

» 3GPP TS23.401, " General Packet Radio Service (GPRS) enhancementsfor Evolved Universal Terrestrial
Radio Access Network (E-UTRAN) access'

» 3GPP TS23.402, "Architecture enhancements for non-3GPP accesses'

» 3GPP TS29.274, "3GPP Evolved Packet System (EPS); Evolved General Packet Radio Service (GPRS)
Tunnelling Protocol for Control plane (GTPv2-C); Sage 3"

» 3GPP TS23.214, " Architecture enhancements for control and user plane separation of EPC nodes"
» 3GPP TS29.244, "Interface between the Control Plane and the User Plane nodes’

» 3GPP TS24.008, "Mobile radio interface Layer 3 specification; Core network protocols;, Sage 3"

Feature Configuration

By default, the DDN throttling is always enabled.

\)

Note cnSGW-C handles DDN throttling parameters sent from the MME.

To configure this feature, use the following configuration:
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config

profile sgw sgw name
ddn throttle-arp-watermark arp value
end

NOTES:
« ddn throttle-ar p-water mar karp_ value—Specify the lowest priority ARP for DDN throttle.

Throttling is applicable only for bearer having ARP PL value greater than the configured value. Must
be an integer in the range of 0-15.

By default, throttling is applicable for all bearers.

Configuration Example

The following is an example configuration.

config

profile sgw sgwl
ddn throttle-arp-watermark 3
end

OAM Support

This section describes operations, administration, and maintenance information for this feature.

Bulk Statistics

The following statistics are supported for the DDN Advance feature.

sgw_ddn stats{app name="smf",cluster="cn",data center="cn",
ddn stats type="control proc triggered",instance id="0", service name="sgw-service"}2

sgw_ddn stats{app name="smf",cluster="cn",data center="cn",ddn stats type="data triggered",
instance id="0", service name="sgw-service"} 18

sgw _ddn stats{app name="smf",cluster="cn",data center="cn",ddn stats type="delayed",
instance id="0", service name="sgw-service"} 7

sgw_ddn stats{app name="smf",cluster="cn",data center="cn",ddn stats type="high priority initiated",
instance id="0", service name="sgw-service"} 3

sgw _ddn stats{app name="smf",cluster="cn",data center="cn",ddn stats type="high priority suppressed",
instance id="0",service name="sgw-service"} 1

sgw_ddn_stats{app name="smf",cluster="cn",data center="cn",ddn stats type="throttled",
instance id="0", service name="sgw-service"} 6

* high priority_initiated - DDN initiated count, due to high priority paging trigger.
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* high priority suppressed - DDN high priority count which is suppressed. When a UE is already working
on the high priority DDN-initiated paging request. It suppresses the incoming high priority paging request.

» throttled - DDN throttled count.
* delayed - DDN initiated count after the DDN delay timer.

* control proc_triggered - The received count of paging triggers from control procedure when UE is in
IDLE state.

* data_triggered - The received count of paging triggers from UPF for downlink data when UE is in IDLE
state.
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DSCP Marking Support

* Feature Summary and Revision History, on page 161

* Feature Description, on page 162

* DSCP Marking for Data Packets, on page 162

* DSCP Marking for CP Signaling Messages, on page 164

Feature Summary and Revision History

Summary Data

Table 57: Summary Data

Applicable Product(s) or Functional Area cnSGW-C
Applicable Platform(s) SMI
Feature Default Setting DSCP Marking for Data packets: Disabled —

Configuration required to enable

DSCP Marking for CP Signaling Messages: Enabled

— Always-on
Related Documentation Not Applicable
Revision History
Table 58: Revision History
Revision Details Release

Validated support for Extended and Non-Standard | 2021.02.3
(Operator-defined) QCI Values.

Added support for DSCP Marking for CP Signaling |2021.02.0
Messages.
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Revision Details Release

First introduced. 2021.01.0

Feature Description

Differentiated Services Code Point (DSCP) is a means of classifying and managing network traffic. It provides
quality of service (QoS) in modern Layer 3 IP networks.

This feature supports the following:
» DSCP Marking for Data Packets

» DSCP Marking for CP Signaling Messages

DSCP Marking for Data Packets

Feature Description

This feature supports marking of DSCP with the combination of QCI and ARP.

It also supports the programming of the DSCP marking value to the User Plane (UP) for data packets.

How it Works

This section describes how this feature works.

DSCP Marking IEs

DSCP marking IEs are sent in the Sx Establishment Request or the Sx Modification Request message. These
IEs are a part of Forwarding Action Rule (FAR) IE. The following are the supported IEs and their functions:

* Inner Packet Marking (Private Extension IE): Sends the user-datagram DSCP marking values to the UP.
* Transport Packet Marking (3GPP Spec-defined IE): Sends the encaps-header DSCP values to the UP.

* Transport Packet Marking Options (Private Extension IE): Sends copy-inner and copy-outer options of
encaps-header marking to the UP.

Feature Configuration

To configure this feature, use the following configuration:

config
profile
sgw-gos-profile gos profile name
dscp-map
operator-defined-qci non standard gos class id
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gci geci value
downlink downlink value
user-datagram
dscp—marking dscp marking value
encaps-header
dscp—marking dscp marking value
encsp-header enscp header value
dscp—marking dscp marking value
uplink uplink value
user-datagram
dscp—marking dscp marking value
encaps-header
dscp-marking dscp marking value
encsp-header enscp header value
arp-priority-level arp priority level value
uplink
user-datagram
dscp-marking dscp marking value
encaps-header
dscp-marking dscp marking value
downlink
user-datagram
dscp-marking dscp marking value
encaps-header
dscp-marking dscp marking value
end

NOTES:

* sgw-qos-profile gos_profile_name—Specify the QoS profile configuration name for SGW.
* dscp-map—Configures QCI to DSCP-Marking mapping.

« oper ator-defined-qci non_standard gos class id—Specify the non-standard QoS class identifier. Must
be an integer in the range of 128-254.

* qci gci_value—Specify the standard QCI value. Must be an integer from the following options: 1-9, 65,
66, 69, 70, 80, 82, 83.

e arp-priority-level arp_priority value—Specify the ARP Priority Level. Must be an integer in the range
of 1-15.

» uplink uplink_value—Specify the uplink QCI value.

+ downlink downlink_value—Specify the downlink QCI value.

» gbr—Specify the type of the QCI to GBR.

* non-gbr—Specify the type of the QCI to non-GBR.

» encaps-header—Specify the DSCP value to be applied to the encaps header.
« user-datagram—Specify the DSCP value to be applied to the user datagram.
* copy-inner—Starts copying the inner DSCP to outer value.

* copy-outer—Starts copying the outer DSCP to inner value.
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« dscp-marking dscp_marking_value—Specify the DSCP value to be applied to packets. (A hexadecimal
string value, starting with 0x. For example: 0x3F)

* qci—The QCI uplink and downlink options are the same. Similarly, the commands for
oper ator-defined-qci and standard QCI are the same, the only difference is the mandatory selection of
bearer-type in oper ator-defined-qci. You can also specify ARP along with the type of the bearer.

Configuration Example

The following is an example configuration.

config
profile sgw-gos-profile g
dscp-map gci 1 uplink encaps-header copy-inner user-datagram dscp-marking 0x1
dscp-map gci 1 downlink user-datagram dscp-marking 0x2 encaps-header dscp-marking 0x3
dscp-map gci 2 gbr uplink user-datagram dscp-marking 0x5 encaps-header dscp-marking 0x6

dscp-map operator-defined-gci 128 gbr arp-priority-level 1 uplink user-datagram

dscp-marking 0x7
end

Configuration Verification

To verify the configuration:

show running-config profile sgw-gos-profile g
profile sgw-gos-profile g
dscp-map gci 1 uplink encaps-header copy-inner user-datagram dscp-marking 0x1
dscp-map gci 1 downlink user-datagram dscp-marking 0x2 encaps-header dscp-marking 0x3
dscp-map gci 2 gbr uplink user-datagram dscp-marking 0x5 encaps-header dscp-marking 0x6
dscp-map operator-defined-qgci 128 gbr arp-priority-level 1 uplink user-datagram

dscp-marking 0x7
end

DSCP Marking for CP Signaling Messages

Feature Description

This feature supports the marking of DSCP values to control packets as per the configuration at the following
interfaces:

* GTPC: S11, S5
* PFCP: Sxa

Feature Configuration

Configuring this feature involves the following steps:

* Configuring DSCP under the S11 Interface for the GTP Endpoint. For more information, refer to
Configuring DSCP under S11 Interface for GTP Endpoint, on page 165.
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* Configuring DSCP under the S5e Interface for the GTP Endpoint. For more information, refer to
Configuring DSCP under S5¢ Interface for GTP Endpoint, on page 165.

* Configuring DSCP under the Sxa Interface for the Protocol Endpoint. For more information, refer to
Configuring DSCP under Sxa Interface for Protocol Endpoint, on page 166.

Configuring DSCP under S11 Interface for GTP Endpoint

To configure this feature, use the following configuration:

config
instance instance-id instance id
endpoint endpoint name
interface interface name
dscp dscp value
end

NOTES:

« endpoint endpoint_name—Specify the endpoint name.
« interface interface_name—Specify the endpoint interface name.

» dscp dscp_value—Specify the DSCP value. Must be a hexadecimal string starting with 0x (for example,
0x3F), or a decimal value (for example, 12). The decimal value must be in the range of 0-63.

Configuration Example

The following is an example configuration.

config
instance instance-id 1
endpoint gtp
interface sll
dscp 0x2
end

Configuration Verification

To verify the configuration:

show running-config instance instance-id 1 endpoint
endpoint gtp
interface sll
dscp 0x2
end

Configuring DSCP under S5e Interface for GTP Endpoint

To configure this feature, use the following configuration:

config
instance instance-id instance id
endpoint endpoint name
interface interface name
dscp dscp value
end
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Configuration Example

The following is an example configuration.

config
instance instance-id 1
endpoint gtp
interface sbe
dscp 0x2
end

Configuration Verification

To verify the configuration:

show running-config instance instance-id 1 endpoint
endpoint gtp
interface sbe
dscp 0x2
end

Configuring DSCP under Sxa Interface for Protocol Endpoint

To configure this feature, use the following configuration:

config
instance instance-id instance id
endpoint endpoint name
interface interface name
dscp dscp value
end

Configuration Example

The following is an example configuration.

config
instance instance-id 1
endpoint gtp
interface sxa
dscp 0x2
end

Configuration Verification

To verify the configuration:

show running-config instance instance-id 1 endpoint
endpoint gtp
interface sxa

dscp 0x2
end

Removing DSCP Configuration

When you remove the DSCP signaling configuration from the interface or endpoint, it uses the default marking.
The default value is 10 or Oxa (in Hexadecimal).

To clear the DSCP configuration:

config
instance instance-id instance id
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endpoint endpoint name
interface interface name
no dscp

end

Configuration Example
The following is an example configuration for the removal of the DSCP configuration.

config
instance instance-id 1
endpoint gtp
interface sll
no dscp
end

Configuration Verification

To verify the DSCP configuration removal:

show running-config instance instance-id 1 endpoint
instance instance-id 1
endpoint gtp
interface sbe
dscp 0x4
exit
interface sll
exit
exit
endpoint protocol
interface sxa
dscp 8
end
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Dynamic Routing by Using BGP

* Feature Summary and Revision History, on page 169

* Feature Description, on page 170

* How it Works, on page 170

* Configuring Dynamic Routing by Using BGP, on page 177
* Monitoring and Troubleshooting, on page 180

Feature Summary and Revision History

Summary Data

Table 59: Summary Data

Applicable Product(s) or Functional Area cnSGW-C
SMF
Applicable Platform(s) SMI
Default Setting Disabled — Configuration required to enable
Related Changes in this Release Not Applicable
Related Documentation Not Applicable

Revision History

Table 60: Revision History

Revision Details Release

First introduced. 2021.02.0
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Feature Description

Border Gateway Protocol (BGP) allows you to create loop-free inter-domain routing between autonomous
systems (AS). An AS is a set of routers under a single technical administration. The routers can use an Exterior
Gateway Protocol to route packets outside the AS. The Dynamic Routing by Using BGP feature enables you
to configure the <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>