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Executive Summary

Executive Summary

Cisco Validated Designs (CVDs) deliver systems and solutions that are designed, tested, and documented to facilitate and
improve customer deployments. These designs incorporate a wide range of technologies and products into a portfolio of
solutions that have been developed toaddress the business needs of the customers and to guide them from design to
deployment. Cisco and Commvault have partnered to deliver a series of data protection solutions that provide customers
with a new level of management simplicity and scale for managing secondary data on premises.

Secondary storage and their associated workloads account for the vast majority of storage today. Enterprises face
increasing demands to store and protect data while addressing the need tofind new value in these secondary storage
locations as a means todrive key business and IT transformation initiatives. ScaleProtect™ with Cisco Unified Computing
System (Cisco UCS) supports these initiatives by providing a unified modern data protection and management platform
that delivers cloud-scalable services on-premises. The solution drives down costs across the enterprise by eliminating costly
point solutions that do not scale and lack visibility into secondary data.

This CVD provides implementation details for the ScaleProtect with Cisco UCS solution, specifically focusing on the Cisco
UCS C220 Mg Rack Server. ScaleProtect with Cisco UCS is deployed as a single cohesive system, which is made up of
Commvault® Software and Cisco UCS infrastructure. Cisco UCS infrastructure provides the compute, storage, and
networking, while Commvault Software provides the data protection and software designed scale-out platform.



Solution Overview

Solution Overview

Introduction

ScaleProtect with Cisco UCS solution is a pre-designed, integrated, and validated architecture for modern data protection
that combines Cisco UCS servers, Cisco Nexus switches, Commvault Complete™ Backup & Recovery, and Commvault
HyperScale™ Software into a single software-defined scale-out flexible architecture. ScaleProtect with Cisco UCS is
designed for high availability and resiliency, with no single point of failure, while maintaining cost-effectiveness and

flexibility in design to support secondary storage workloads (for example; backup and recovery, disaster recovery, dev/test
copies, and so on.).

ScaleProtect design discussed in thisdocument has been validated for resiliency and fault tolerance during system
upgrades, component failures, and partial as well as complete loss of power scenarios.
Audience

The audience for this document includes, but is not limited to, sales engineers, field consultants, professional services, IT
managers, partner engineers, IT architects, and customers who want to take advantage of an infrastructure that is built to
deliver IT efficiency and enable IT innovation. The reader of this document is expected to have the necessary training and
background to install and configure Cisco UCS, Cisco Nexus, and Cisco UCS Manager as well as a high-level understanding

of Commvault Software and itscomponents. External references are provided where applicable and itis recommended that
the reader be familiar with these documents.

Purpose of this Document

This document provides step-by-step configuration and implementation guidelines for setting up ScaleProtect with Cisco
UCS C220 M5 Solution.

The design that is implemented is discussed in detail in the ScaleProtect with Cisco UCS Design Guide found here:

https://www.cisco.com/c/en/us/td/docs/unified compting/ucs/lUCS CVDs/ucs commvault scaleprotect designguide.html

Solution Summary

Cisco UCS revolutionized the server market through its programmable fabric and automated management that simplify
application and service deployment. Commvault HyperScale™ Software provides the software-defined scale-out
architecture that is fully integrated and includes true hybrid cloud capabilities. Commvault Complete Backup & Recovery
provides a full suite of functionality for protecting, recovering, indexing, securing, automating, reporting, and natively
accessing data. Cisco UCS, along with Commvault Software delivers an integrated software defined scale-out solution
called ScaleProtect with Cisco UCS.

It is the only solution available with enterprise-class data management services that takes full advantage of industry-
standard scale-out infrastructure together with Cisco UCS Servers.


https://www.cisco.com/c/en/us/td/docs/unified_compting/ucs/UCS_CVDs/ucs_commvault_scaleprotect_designguide.html
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Figure 1 ScaleProtect with Cisco UCS C220 Mg Solution Summary
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Architectural Overview

A typical ScaleProtect with Cisco UCS deployment starts with a 3-node block. The solution has been validated with three
Cisco UCS C220 Mg Server Nodes with built-in storage that consists of 4 front-facing internal Large Form Factor (LFF) HDDs
for the software defined data storage tier, rear-loaded NVMe PCle SSD for the accelerated cache tier, and internal M.2
SATA SSD's for the operating system and associated binaries. Connectivity for the solution is provided via a pair of Cisco
UCS 6454 Fabric Interconnects connected to a pair of Cisco Nexus 9336C-FX2 upstream network switches.

ScaleProtect with Cisco UCS can start with more than 3 nodes, the additional nodes are simply added tothe Cisco UCS
6454 Series Fabric Interconnects for linear scalability.
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Figure 2 3-Node ScaleProtect with Cisco UCS Physical Architecture
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The validated configuration uses the following components for deployment:

e  Cisco Unified Computing System (Cisco UCS)

—  Cisco UCS Manager

—  Cisco UCS 6454 Series Fabric Interconnects

— Cisco UCS C220 M5 LFF Server

— Cisco VIC 1457

—  Cisco Nexus 9336C-FX2 Series Switches

— Commvault Complete™ Backup and Recovery vii

— Commvault HyperScale Software release 11 SP16
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Deployment Guidelines

This document guides customers through the low-level steps for deploying the ScaleProtect solution base architecture.
These procedures describe everything from physical cabling to network, compute, and storage device configurations.

# This document includes additional Cisco UCS configuration information that helps in enabling SAN connectivity to ex-
isting storage environment. The ScaleProtect design for this solution doesn’t need SAN connectivity and additional in-
formation isincluded only as a reference and should be skipped if SAN connectivity is not required. All the sections that
should be skipped for default design have been marked as optional.

Software Revisions
Table 1 lists the hardware and software versions used for the solution validation.

Table1 Hardware and Software Revisions

Layer Device Image

Compute Cisco UCS 6454 Series Fabric Interconnects £4.0(4b)
Cisco UCS C220 Mg Rack Server £4.0(4b)

Network Cisco Nexus 9336C-FX2 NX-OS 7.0(3)17(6)

Software Cisco UCS Manager £4.0(4b)
Commvault Complete Backup and Recovery vi1 Service Pack 16
Commvault HyperScale Software vi1 Service Pack 16

Configuration Guidelines

This document provides details for configuring a fully redundant, highly available ScaleProtect configuration. Therefore,
appropriate references are provided toindicate the component being configured at each step, such as o1 and 02 or A and B.
For example, the Cisco UCS fabric interconnects are identified as FI-A or FI-B. Finally, to indicate that you should include
information pertinent to your environment in a given step, <text> appears as part of the command structure. See the
following example during a configuration step for Cisco Nexus switches:

Nexus-9ooo-A (config)# ntp server <NTP Server IP Address> use-vrf management

This document is intended to enable customers and partners to fully configure the customer environment and during this
process, various steps may require the use of customer-specific naming conventions, IP addresses, and VLAN schemes, as
well as appropriate MAC addresses etc.

L This document details network (Cisco Nexus), compute (Cisco UCS), software (Commvault) and related storage config-
urations.

Table 2 and Table 3 lists various VLANs, VSANs and subnets used to setup ScaleProtect infrastructure to provide
connectivity between core elements of the design.

10
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Table2  ScaleProtect VLAN Configuration

VLAN Name VLAN VLAN Purpose Example Subnet

Out of Band Mgmt 11 VLAN for out-of-band management 192.168.160.0/22

SP-Data-VLAN 111 VLAN for data protection and 192.168.20.0/24
management network

SP-Cluster-VLAN 3000 VLAN for ScaleProtect Cluster internal 10.10.10.0/24
network

Native-VLAN 2 Native VLAN

& VSAN ids are optional and are only required if SAN connectivity is needed from the ScaleProtect Cluster to existing
Tape Library or SAN fabrics.

Table3  Optional: ScaleProtect VSAN Configuration

VSAN Name VSAN VSAN Purpose

Backup-VSAN-A 201 Fabric-A VSAN for connectivity to data protection devices.
Backup-VSAN-B 202 Fabric-B VSAN for connectivity to data protection devices.
Prod-VSAN-A 101 Fabric-A VSAN for connectivity to production SAN Fabrics.
Prod-VSAN-B 102 Fabric-B VSAN for connectivity to production SAN Fabrics.

Physical Infrastructure
The information in this section is provided as a reference for cabling the equipment in ScaleProtect environment.

This document assumes that the out-of-band management ports are plugged into an existing management infrastructure
at the deployment site. These interfaces will be used in various configuration steps.

'& Customers can choose interfaces and ports of their liking but failure to follow the exact connectivity shown in figures

below will result in changes tothe deployment procedures since specific port information is used in various configura-
tion steps.

Cisco UCS Connectivity to Nexus Switches

For physical connectivity details of Cisco UCSto the Cisco Nexus switches, refer to Figure 3.

11



Deployment Guidelines

Figure 3 Cisco UCS Connectivity tothe Nexus Switches
vPC peerlink
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Each Cisco UCS C220 M5 rack server in the design is redundantly connected to the managing fabric interconnects with at
least one port connected to each Fltosupport converged traffic. Internally the Cisco UCS C220 Mg servers are equipped
with a Cisco VIC 1457 network interface card (NIC) with quad 10/25Gigabit Ethernet (GbE) ports. The Cisco VICis installed in
a modular LAN on motherboard (MLOM) slot. The standard practice for redundant connectivity is to connect port 1 of each
server's VIC card to a numbered port on Fl A, and port 3 of each server's VIC card tothe same numbered port on FIB. The
use of ports 1 and 3 are because ports 1 and 2 form an internal port-channel, as does ports 3and 4. This allows an optional 4
cable connection method providing an effective 5oGbE bandwidth to each fabric interconnect.

Tables4  Cisco UCS C220 Server Connectivity to Cisco UCS Fabric Interconnects

Local Device Local Port Connection Remote Device Remote
Port

Cisco UCS Fabric Interconnect A Etha/1y 25GbE Cisco UCS C220 M5 LFF Servera VIC Port 1
Cisco UCS Fabric Interconnect A Eth1/28 25GbE Cisco UCS C220 M5 LFF Server2 VIC Port 1
Cisco UCS Fabric Interconnect A Ethi/19 25GbE Cisco UCS C220 M5 LFF Server3 VIC Port 1
Cisco UCS Fabric Interconnect B Etha/17 25GbE Cisco UCS C220 Mg LFF Servera VIC Port 3
Cisco UCS Fabric Interconnect B Eth1/18 25GbE Cisco UCS C220 M5 LFF Server2 VIC Port 3
Cisco UCS Fabric Interconnect B Ethi/19 25GbE Cisco UCS C220 M5 LFF Servers VIC Port 3

Tables  Cisco UCS Fl Connectivity to Nexus Switches

Local Device Local Port Connection Remote Device Remote
Port

12
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Local Device Local Port Connection Remote Device Remote
Port
Cisco UCS Fabric Interconnect A Ethi/s49 40/100GbE Cisco Nexus 9336C-FX2 Etha/25
Cisco UCS Fabric Interconnect A Etha/so 40/100GbE Cisco Nexus 9336C-FX2 Ethi/25
Cisco UCS Fabric Interconnect B Eth1/49 £40/100GbE Cisco Nexus 9336C-FX2 Ethi/26
Cisco UCS Fabric Interconnect B Etha/s0 £40/100GbE Cisco Nexus 9336C-FX2 Etha/26

Optional: Cisco UCS connectivity to SAN Fabrics

For physical connectivity details of Cisco UCSto a Cisco MDS based redundant SAN fabric (MDS 9132T has been shown as
an example), refer to Figure 4. Cisco UCS to SAN connectivity is optional and is not required for default ScaleProtect
implementation. SAN connectivity details are included in the document as a reference which can be leveraged to connect
ScaleProtect infrastructure to existing SAN fabrics in customers environment.

L This document includes SAN configuration details for Cisco UCS but doesn’t explain the Cisco MDS switch configura-
tion details and end device configurations such as Storage Arrays or Tape Library’s.

Figure 4 Cisco UCS Connectivity to Cisco MDS Switches
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ScaleProtect with Cisco UCS C220 M5
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=i et T L J._l——"- et | N DI O S—
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Port-Channel

Table 6  Optional: Cisco UCS Connectivity to Cisco MDS Switches

Local Device Local Port Connection Remote Device Remote
Port
Cisco UCS Fabric Interconnect A FCaia 32Gbps Cisco MDS 9132T A FC1/a
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Local Device Local Port Connection Remote Device Remote
Port
Cisco UCS Fabric Interconnect A FCa/2 32Gbps Cisco MDS 9132T A FCa/2
Cisco UCS Fabric Interconnect B FCia 32Gbps Cisco MDS 9132T B FCa/a
Cisco UCS Fabric Interconnect B FCa/2 32Gbps Cisco MDS 9132T B FCa/2

Table 7 and Table 8 lists the hardware configuration

Solution.
Table7  Cisco UCS C220 M5 Server Node Configuration
Resources Cisco UCS C220 M5 LFF
2x 2™ Gen Intel® Xeon® Scalable Silver 4214
CPU 52.8GHz (24 Cores)
Memory 96GB DDR4
Boot Drives
(2) 960GB SSD —RAID1
Accelerated Cache Tier
Storage

(1) 1.6TB NVMe

Software Defined Data Storage Tier

(4) 4/6/8/20/22TB HDD

Storage Controller

SAS 12GRAID

Network

(2/4) 25Gbps

Table8  ScaleProtect with Cisco UCS C220 M5 Solution Sizing
Cisco UCS HDD 3 Node 6 Node 9 Node 12 Node 15 Node
Model Size" Usable® Usable” Usable® Usable® Usable®
Cisco UCSC220 | 4TB 29 TiB 58 TiB 87 TiB 116 TiB 145 TiB
M5
(4 Drives per 6TB 44 TiB 88 TiB 132 TiB 176 TiB 220 TiB
node)
8TB 58TiB 116 TiB 174 TiB 232 TiB 290 TiB
10 TB 72 TiB 144 TiB 222 TiB 296 TiB 370 TiB
12 TB 87 TiB 174 TiB 261 TiB 348 TiB 435 TiB

1. HDD capacity values are calculated using Base1o (e.g. 1TB = 1,000,000,000,000 bytes)

2. Usable capacity values are calculated using Base2 (e.g. 1TiB =1,099,511,627,776 bytes), post erasure coding
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ScaleProtect Implementation

Figure 5 illustrates the ScaleProtect implementation workflow which is explained in the following sections of this
document.

Figure 5 ScaleProtect Implementation steps
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Network Switch Configuration

This section provides detailed steps to configure the Cisco Nexus gooo switches used in this ScaleProtect environment.

Some changes may be appropriate for a customer's environment, but care should be taken when stepping outside of these
instructions as it may lead to an improper configuration.

For detailed configuration details, refer to the Cisco Nexus 9ooo Series NX-OS Interfaces Configuration Guide.

.

Any Cisco Nexus gk switches can be used in the deployment based on the bandwidth requirements. However, be aware
that there may be slight differences in setup and configuration based on the switch used. The switch model also dic-

tates the connectivity options between the devices including the bandwidth supported, transceiver and cable types re-
quired.

Figure 6 Cisco Nexus Configuration Workflow
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Cisco Nexus 9000 Initial Configuration Setup
This section describes how to configure the Cisco Nexus switches touse ina ScaleProtect environment. This procedure

assumes that you are using Cisco Nexus 9ooo switches running 7.0(3)17(6) code.

Cisco Nexus gooo A

To set up the initial configuration for the Cisco Nexus A switch, follow these steps:

L Oninitial boot and connection to the serial or console port of the switch, the NX-OS setup should automatically start
and attempt to enter Power on Auto Provisioning.

1. Configure the switch.

Abort Power On Auto Provisioning [yes - continue with normal setup, skip - bypass password and basic
configuration, no - continue with Power On Auto Provisioning] (yes/skip/no) [no]: yes

Disabling POAP....... Disabling POAP

poap: Rolling back, please wait... (This may take 5-15 minutes)
-—-- System Admin Account Setup ----

Do you want to enforce secure password standard (yes/no) [y]: Enter

Enter the password for "admin": <Switch Password>

Confirm the password for "admin": <Switch Password>

Would you like to enter the basic configuration dialog (yes/no): yes

Create another login account (yes/no) [n]: Enter

Configure read-only SNMP community string (yes/no) [n]: Enter

Configure read-write SNMP community string (yes/no) [n]: Enter

Enter the switch name: <Name of the Switch A>

Continue with Out-of-band (mgmt0) management configuration? (yes/no) [y]: Enter

MgmtO IPv4 address: <Mgmt. IP address for Switch A>

MgmtO IPv4 netmask: <Mgmt. IP Subnet Mask>

Configure the default gateway? (yes/no) [y]: Enter

IPv4 address of the default gateway: <Default GW for the Mgmt. IP>

Configure advanced IP options? (yes/no) [n]: Enter

Enable the telnet service? (yes/no) [n]: Enter

Enable the ssh service? (yes/no) [y]: Enter

Type of ssh key you would like to generate (dsa/rsa) [rsa]: Enter

Number of rsa key bits <1024-2048> [1024]: Enter

Configure the ntp server? (yes/no) [n]: y

NTP server IPv4 address: <NTP Server IP Address>

Configure default interface layer (L3/L2) [L2]: Enter
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Configure default switchport interface state (shut/noshut) [noshut]: shut

Configure CoPP system profile (strict/moderate/lenient/dense/skip) [strict]: Enter

Would you like to edit the configuration? (yes/no) [n]: Enter

2. Review the configuration summary before enabling the configuration.

Cisco Nexus gooo B

To set up the initial configuration for the Cisco Nexus B switch, follow these steps:

L Oninitial boot and connection to the serial or console port of the switch, the NX-OS setup should automatically start
and attempt to enter Power on Auto Provisioning.

1. Configure the switch.

Abort Power On Auto Provisioning [yes - continue with normal setup, skip - bypass password and basic
configuration, no - continue with Power On Auto Provisioning] (yes/skip/no) [no]: yes

Disabling POAP....... Disabling POAP

poap: Rolling back, please wait... (This may take 5-15 minutes)
-—-- System Admin Account Setup ----

Do you want to enforce secure password standard (yes/no) [y]: Enter

Enter the password for "admin": <Switch Password>

Confirm the password for "admin": <Switch Password>

Would you like to enter the basic configuration dialog (yes/no): yes

Create another login account (yes/no) [n]: Enter

Configure read-only SNMP community string (yes/no) [n]: Enter

Configure read-write SNMP community string (yes/no) [n]: Enter

Enter the switch name: <Name of the Switch B>

Continue with Out-of-band (mgmt0) management configuration? (yes/no) [y]: Enter

MgmtO IPv4 address: <Mgmt. IP address for Switch B>

MgmtO IPv4 netmask: <Mgmt. IP Subnet Mask>

Configure the default gateway? (yes/no) [y]: Enter

IPv4 address of the default gateway: <Default GW for the Mgmt. IP>

Configure advanced IP options? (yes/no) [n]: Enter

Enable the telnet service? (yes/no) [n]: Enter

Enable the ssh service? (yes/no) [y]: Enter

Type of ssh key you would like to generate (dsa/rsa) [rsa]: Enter

Number of rsa key bits <1024-2048> [1024]: Enter

Configure the ntp server? (yes/no) [n]: y

NTP server IPv4 address: <NTP Server IP Address>
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Configure default interface layer (L3/L2) [L2]: Enter

Configure default switchport interface state (shut/noshut) [noshut]: shut

Would you like to edit the configuration? (yes/no) [n]: Enter

Configure CoPP system profile (strict/moderate/lenient/dense/skip) [strict]:

Enter

2. Review the configuration summary before enabling the configuration.

Enable Appropriate Cisco Nexus gooo Features and Settings

Cisco Nexus 9ooo A and Cisco Nexus gooo B

To enable the IP switching feature and set default spanning tree behaviors, follow these steps:

1.  Oneach Nexus 9000, enter the configuration mode:

config terminal

2. Use the following commands to enable the necessary features:

feature lacp

feature vpc

feature interface-vlan
feature udld

feature lacp

feature nxapi

3. Configure the spanning tree and save the running configuration to start-up:

spanning-tree port type network default
spanning-tree port type edge bpduguard default
spanning-tree port type edge bpdufilter default

port-channel load-balance src-dst lé4port

copy run start

Create VLANSs for ScaleProtect IP Traffic

Cisco Nexus 9000 A and Cisco Nexus gooo B

To create the necessary virtual local area networks (VLANS), follow these steps on both switches:

1. From the configuration mode, run the following commands:

vlan <ScaleProtect-Data VLAN id>

name SP-Data-VLAN
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exit

vlan <ScaleProtect-Cluster VIAN id>
name SP-Cluster-VLAN

exit

vlan <Native VLAN id>>

name Native-VLAN

exit

copy run start

Configure Virtual Port Channel Domain

Cisco Nexus 9ooo A

To configure vPC domain for switch A, follow these steps:

1. From the global configuration mode, create a new vPC domain:

| vpc domain 10

2. Make the Nexus goooA the primary vPC peer by defining a low priority value:

| role priority 10

3. Use the management interfaces on the supervisors of the Nexus 9ooos to establish a keepalive link:

|peer—keepalive destination <Mgmt. IP address for Switch B> source <Mgmt. IP address for Switch A>

4. Enable the following features for this vPC domain:

peer-switch

delay restore 150
peer-gateway

ip arp synchronize
auto-recovery

copy run start

Cisco Nexus g9ooo B

To configure the vPC domain for switch B, follow these steps:

1. From the global configuration mode, create a new vPC domain:

vpc domain 10

2. Make the Nexus 9oooA the primary vPC peer by defining a low priority value:
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| role priority 20

3. Use the management interfaces on the supervisors of the Nexus 9ooos to establish a keepalive link:

| peer-keepalive destination <Mgmt. IP address for Switch A> source <Mgmt. IP address for Switch B>

4. Enable the following features for this vPC domain:

peer-switch

delay restore 150
peer-gateway

ip arp synchronize
auto-recovery

copy run start

Configure Network Interfaces for the vPC Peer Links

To configure the network interfaces for the vPC Peer links, follow these steps:

Cisco Nexus 9000 A

1. Define a port description for the interfaces connecting to vPC Peer <Nexus Switch B>>.

interface Ethl/27
description VPC Peer <Nexus-B Switch Name>:1/27
interface Eth1/28

description VPC Peer <Nexus-B Switch Name>:1/28

2. Apply a port channel toboth vPC Peer links and bring up the interfaces.

interface Ethl1l/27,Eth1/28

channel-group 10 mode active

no shutdown

3. Define a description for the port-channel connecting to <Nexus Switch B>.

interface Pol0

description vPC peer-link

4. Make the port-channel a switchport, and configure a trunk to allow Data, Cluster and the native VLAN.

switchport

switchport mode trunk

switchport trunk native vlan <Native VLIAN id>
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switchport trunk allowed vlan <ScaleProtect-Data VLAN id> <ScaleProtect-Cluster VLAN id>

spanning-tree port type network

5. Make this port-channel the VPC peer link and bring it up.

vpc peer-link
no shutdown

copy run start

Cisco Nexus g9ooo B

1. Define a port description for the interfaces connecting to VPC Peer <Nexus Switch A>.

interface Ethl/27
description VPC Peer <Nexus-A Switch Name>:1/27
interface Ethl/28

description VPC Peer <Nexus-A Switch Name>:1/28

2. Apply a port channel to both VPC Peer links and bring up the interfaces.

interface Ethl/27,Ethl/28

channel-group 10 mode active

no shutdown

3. Define a description for the port-channel connecting to <Nexus Switch A>.

interface Pol0

description vPC peer-link

4. Make the port-channel aswitchport, and configure a trunk to allow Data, Cluster and the native VLAN.

switchport

switchport mode trunk

switchport trunk native vlan <Native VLAN id>

switchport trunk allowed vlan <ScaleProtect-Data VILAN id> <ScaleProtect-Cluster VLAN id>

spanning-tree port type network

5. Make this port-channel the VPC peer link and bring it up.

vpc peer-link no shutdown

copy run start
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Configure Network Interfaces to Cisco UCS Fabric Interconnect

Cisco Nexus 9ooo A

1. Define a description for the port-channel connecting to <<UCS Cluster Name>>-A.

interface Po40

description <UCS Cluster Name>-A

2. Make the port-channel a switchport and configure a trunk to allow ScaleProtect Data, ScaleProtect Cluster and the na-

tive VLANS.

switchport
switchport mode trunk
switchport trunk native vlan <Native VIAN id>

switchport trunk allowed vlan <ScaleProtect-Data VLAN id> <ScaleProtect-Cluster VLAN id>

3. Make the port channel and associated interfaces spanning tree edge ports.

| spanning-tree port type edge trunk

4. Setthe MTU to be 9216 tosupport jumbo frames.

| mtu 9216

5. Make this a VPC port-channel and bring it up.

vpc 40

no shutdown

6. Define a port description for the interface connecting to <UCS Cluster Name>-A.

interface Ethl/25

description <UCS Cluster Name>-A:49

7. Apply itto a port channel and bring up the interface.

channel-group 40 force mode active

no shutdown

8. Define a description for the port-channel connecting to <UCS Cluster Name>-B.

interface Po50

description <UCS Cluster Name>-B
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9.

10.

11.

12.

13.

14.

Make the port-channel a switchport and configure a trunk to ScaleProtect Data, ScaleProtect Cluster and the native
VLANS.

switchport
switchport mode trunk

switchport trunk native vlan <Native VIAN id>

switchport trunk allowed vlan <ScaleProtect-Data VLAN id> <ScaleProtect-Cluster VLAN id>

Make the port channel and associated interfaces spanning tree edge ports.

| spanning-tree port type edge trunk

Set the MTU to be 9216 to support jumbo frames.

| mtu 9216

Make this a VPC port-channel and bring it up.

vpc 50

no shutdown

Define a port description for the interface connecting to <UCS Cluster Name>-B.

interface Ethl/26

description <UCS Cluster Name>-B:1/49

Apply it to a port channel and bring up the interface.

channel-group 50 force mode active
no shutdown

copy run start

Cisco Nexus g9oo0 B

1

2.

Define a description for the port-channel connecting to <UCS Cluster Name>-B.

interface Po40

description <UCS Cluster Name>-A

Make the port-channel a switchport and configure a trunk to allow ScaleProtect Data, ScaleProtect Cluster and the na-
tive VLANs.

switchport

switchport mode trunk

switchport trunk native vlan <Native VLAN id>
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switchport trunk allowed vlan <ScaleProtect-Data VLAN id> <ScaleProtect-Cluster VLAN id>

3. Make the port channel and associated interfaces spanning tree edge ports.

| spanning-tree port type edge trunk

4. Setthe MTU to 9216 to support jumbo frames.

| mtu 9216

5. Make this a VPC port-channel and bring it up.

vpc 40

no shutdown

6. Define a port description for the interface connecting to <UCS Cluster Name>-B.
interface Ethl/25
description <UCS Cluster Name>-A:1/50

7. Apply itto a port channel and bring up the interface.

channel-group 40 force mode active

no shutdown

8. Define a description for the port-channel connecting to <UCS Cluster Name>-A.

interface Po50

description <UCS Cluster Name>-B

9. Make the port-channel aswitchport and configure a trunk to allow ScaleProtect Data, ScaleProtect Cluster and the na-
tive VLANSs.

switchport
switchport mode trunk
switchport trunk native vlan <Native VIAN id>

switchport trunk allowed vlan <ScaleProtect-Data VLAN id> <ScaleProtect-Cluster VLAN id>

10. Make the port channel and associated interfaces spanning tree edge ports.

| spanning-tree port type edge trunk

11. Set the MTU to be 9216 to support jumbo frames.

| mtu 9216

12. Make this a VPC port-channel and bring it up.
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vpc 12

no shutdown

13. Define a port description for the interface connecting to <UCS Cluster Name>-A.

interface Ethl/26

description <UCS Cluster Name>-B:1/50

14. Apply itto a port channel and bring up the interface.

channel-group 50 force mode active

no shutdown

copy run start

Uplink into Existing Network Infrastructure

Depending on the available network infrastructure, several methods and features can be used to uplink the ScaleProtect
environment. If an existing Cisco Nexus environment is present, itis recommended to use vPCs to uplink the Cisco Nexus
9336C-FX2 switches included in the present environment into the infrastructure. The previously described procedures can
be used to create an uplink vPC tothe existing environment. Make sure torun copy run start tosave the

configuration on each switch after the configuration is completed.

Cisco Nexus 9ooo A and B using Port Channel Example

To enable data protection and management network access across the IP switching environment leveraging port channel to
a single switch run the following commands in config mode:

'ﬂ The connectivity to existing network is specific to each customer and the following is just an example for reference.
Please consult the customer network team during implementation of the solution.

1. Define a description for the port-channel connecting to uplink switch.

interface po6

description <ScaleProtect Data VLAN>

2. Configure the port as an access VLAN carrying the management/data protection VLAN traffic.

switchport
switchport mode access

switchport access vlan <ScaleProtect Data VLAN id>

3. Make the port channel and associated interfaces normal spanning tree ports.

spanning-tree port type normal

4. Make this a VPC port-channel and bring it up.
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vpc 6

no shutdown

5. Define a port description for the interface connecting to the existing network infrastructure.

interface Ethl1/33

description <ScaleProtect Data VLAN> uplink

6. Apply itto a port channel and bring up the interface.

channel-group 6 force mode active

no shutdown

7. Save the running configuration to start-up in both Nexus gooos and run commands to look at port and port channel in-
formation.

Copy run start

sh int ethl/33 br

sh port-channel summary
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Cisco UCS Server Configuration

This section describes the steps to configure the Cisco Unified Computing System (Cisco UCS) to use in a ScaleProtect
environment.

L These steps are necessary to provision the Cisco UCS C220 Mg Servers and should be followed precisely toavoid im-
proper configuration.

Figure 7 Cisco UCS implementation Workflow

£

This document includes the configuration of the Cisco UCS infrastructure to enable SAN connectivity to existing stor-
age environment. The ScaleProtect design for this solution doesn’t need SAN connectivity and additional information
isincluded only as a reference and should be skipped if SAN connectivity is not required. All the sections that should be
skipped for default design have been marked as optional.

Cisco UCS Base Configuration

To complete Cisco UCS base configuration, follow the steps in this section.

Perform Initial Setup of Cisco UCS 6454 FabricInterconnects

This section provides the configuration steps for the Cisco UCS 6454 Fabric Interconnects (Fl)in a ScaleProtect design that
includes Cisco UCS C220 Mg LFF Rack Servers.
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Figure 8 Cisco UCS Basic Configuration Workflow

Cisco UCS 6454 FabricInterconnect A

To configure Fabric Interconnect A, follow these steps:

1.

Make sure the Fabric Interconnect cabling is properly connected, including the L1and L2 cluster links, and power the
Fabric Interconnects on by inserting the power cords.

Connect tothe console port on the first Fabric Interconnect, which will be designated as the A fabric device. Use the
supplied Cisco console cable (CAB-CONSOLE-RJ45=), and connect it to a built-in DBg serial port, or use a USB to DBg
serial port adapter.

Start your terminal emulator software.

Create a connection tothe COM port of the computer's DBg port, or the USB to serial adapter. Set the terminal emul a-
tion to VT100, and the settings to 9600 baud, 8 data bits, no parity, 1 stop bit.

Open the connection just created. You may have to press ENTER to see the first prompt.
Configure the first Fabric Interconnect, using the following example as a guideline.

Connect tothe console port on the first Cisco UCS 6454 fabric interconnect.

Enter the configuration method. (console/gui) ? console

Enter the setup mode; setup newly or restore from backup. (setup/restore)? setup
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8.

You have chosen to setup a new Fabric interconnect? Continue? (y/n): y
Enforce strong password? (y/n) [yl: y

Enter the password for "admin": <UCS Password>

Confirm the password for "admin": <UCS Password>

Is this Fabric interconnect part of a cluster (select no for standalone)? (yes/no) [n]: yes
Which switch fabric (A/B) []: A

Enter the system name: <Name of the System>

Physical Switch MgmtO IP address: <Mgmt. IP address for Fabric A>
Physical Switch MgmtO IPv4 netmask: <Mgmt. IP Subnet Mask>

IPv4 address of the default gateway: <Default GW for the Mgmt. IP >
Cluster IPv4 address: <Cluster Mgmt. IP address>

Configure the DNS Server IP address? (yes/no) [n]: vy

DNS IP address: <DNS IP address>

Configure the default domain name? (yes/no) [n]: y

Default domain name: <DNS Domain Name>

Join centralized management environment (UCS Central)? (yes/no) [n]: n

Apply and save configuration (select no if you want to re-enter)? (yes/no): yes

Wait for the login prompt to make sure that the configuration has been saved.

Cisco UCS 6454 FabricInterconnect B

To configure Fabric Interconnect B, follow these steps:

1

Connect to the console port on the first Fabric Interconnect, which will be designated as the B fabric device. Use the
supplied Cisco console cable (CAB-CONSOLE-RJ45=), and connect it to a built-in DBg serial port, or use a USB to DBg
serial port adapter.

Start your terminal emulator software.

Create a connection tothe COM port of the computer's DBg port, or the USB to serial adapter. Set the terminal emul a-
tion to VT100, and the settings to 9600 baud, 8 data bits, no parity, 1stop bit.

Open the connection just created. You may have to press ENTER to see the first prompt.
Configure the second Fabric Interconnect, using the following example as a guideline.

Connect tothe console port on the second Cisco UCS 6454 fabric interconnect.

Enter the configuration method. (console/gui) ? console

Installer has detected the presence of a peer Fabric interconnect. This
Fabric interconnect will be added to the cluster. Continue (yln)? y

Enter the admin password for the peer Fabric interconnect: <Admin Password>

Connecting to peer Fabric interconnect... done
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Retrieving config from peer Fabric interconnect... done

Peer Fabric interconnect MgmtO IPv4 Address: <Address provided in last step>

Peer Fabric interconnect MgmtO IPv4 Netmask: <Mask provided in last step>

Cluster IPv4 address : <Cluster IP provided in last step>

Peer FI is IPv4 Cluster enabled. Please Provide Local Fabric Interconnect MgmtO IPv4 Address
Physical switch MgmtO IP address: < Mgmt. IP address for Fabric B>
Apply and save the configuration (select no if you want to re-enter)?

(yes/no) : yes

7. Wait for the login prompt to make sure that the configuration has been saved.

Cisco UCS Setup

Log into Cisco UCS Manager

To log into the Cisco Unified Computing System (UCS) environment, follow these steps:

1. Open aweb browser and navigate to the Cisco UCS fabric interconnect cluster address.
2. Click the Launch UCS Manager link to download the Cisco UCS Manager software.

3. If prompted toaccept security certificates, accept as necessary.

4. When prompted, enter admin as the user name and enter the administrative password.
5. Click Login to log in to Cisco UCS Manager.

Upgrade Cisco UCS Manager Softwareto Version 4.0(4b)

This document assumes you are using Cisco UCS 4.0(4b). To upgrade the Cisco UCS Manager software and the Cisco UCS
Fabric Interconnect software to version 4.0(4b), refer to the Cisco UCS Manager Install and Upgrade Guides.

Anonymous Reporting

To enable anonymous reporting, follow this step:

1. Inthe Anonymous Reporting window, select whether to send anonymous data to Cisco forimproving future products:
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Anonymous Reporting

Cisco Bysterms, Inc. will he callecting feature configuration and usage statistics which will be
sentto Cisco Smart Call Horme server ananymously This data helps us prioritize the features
and improvements that will maost benefit our customers.

Ifyou decide to enahle this feature in future, you can do so from the "Anonymous Repoding”
inthe Call Home settings under the Admin tab.

Wiew Sample Data

Do you authorize the disclosure of this information to Cisco Smart CallHome?

CvesT Mo

T Dont show this message again.
oK || Cancel

Configure Cisco UCS Call Home

L It is highly recommended by Cisco to configure Call Home in Cisco UCS Manager. Configuring Call Home will acceler-
ate resolution of support cases.

To configure Call Home, follow these steps:

1. In Cisco UCS Manager, click the Admin icon on the left.
2. Select All > Communication Management > Call Home.
3. Change the State to On.

4. Fillinall the fields according to your Management preferences and click Save Changes and OK to complete configur-
ing Call Home.

Synchronize Cisco UCS to NTP

To synchronize the Cisco UCS environment to the NTP server, follow these steps:

1. In Cisco UCS Manager, click the Admin tab in the navigation pane.
2. Select All > Timezone Management > Timezone.

All / Time Zone Management ;| Timezone

General Events

Actions Properties

Add NTP Server Time Zone : | America/New_York (Eastern v

NTP Servers

Advanced Filter Export Print

Name

Mo data available
3. Inthe Properties pane, select the appropriate time zone in the Timezone menu.
4. Click Add NTP Server.
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5. Enter <NTP Server IP Address> and click OK.

Add NTP Server ? X

MNTP Server: | 192.168.160.254

6. Click Save Changes and then click OK.

Add Block IP Addresses for KVM Access

To create a block of IP addresses for in band server Keyboard, Video, Mouse (KVM) access in the Cisco UCS environment,
follow these steps:

1. In Cisco UCS Manager, click the LAN tab inthe navigation pane.
2. Select Pools >root > IP Pools.
3. Right-click IP Pool ext-mgmt and select Create Block of IPv4 Addresses.

4. Enter the starting IP address of the block, the number of IP addresses required, and the subnet and gateway infor-

mation.
Create Block of IPv4 Addresses ? X
From : [192.168.163.201 Size : |15 -
Subnet Mask : |255.255.252.0 Default Gateway : |1921168.'|60.'| |
Primary DNS : 0.0.0.0 Secondary DNS : 0.0.0.0
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5. Click OK tocreate.

6. Click OKin the confirmation message.

Server Discovery Policy

The Server discovery policy determines how the system reacts when you add a new Cisco UCS server to a Cisco
UCS system. Cisco UCS Manager uses the settings in the chassis discovery policy to determine whether to group links from
the VIC's to the fabric interconnects in fabric port channels.

'ﬁ To add a previously standalone Cisco UCS C220toa Cisco UCS system, you must first configure it to factory default.
You can then connect both ports of the VIC on the server to both fabric interconnects. After you connect the VIC ports
tothe fabric interconnects, and mark the ports as server ports, server discovery begins.

To modify the chassis discovery policy, follow these steps:

1. In Cisco UCS Manager, click the Equipment tab in the navigation pane and select Equipment in the list on the left
2. Intheright pane, click the Policies tab.

3. Under Global Policies, set the Chassis/FEX Discovery Policy to match the number of uplink ports that are cabled be-
tween the chassis or fabric extenders (FEXes) and the fabric interconnects.
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4. Click Save Changes if values changed from default values.

5. Click OK.

Enable Server Ports

The Ethernet ports of a Cisco UCS Fabric Interconnect connected to the rack-mount servers, or tothe blade chassis or to
Cisco UCS S3260 Storage Server must be defined as server ports. When a server port is activated, the connected server or
chassis will begin the discovery process shortly afterwards. Rack-mount servers, blade chassis, and Cisco UCS S3260 chassis
are automatically numbered in the order which they are first discovered. For this reason, it is important to configure the
server ports sequentially in the order you wish the physical servers and/or chassis to appear within Cisco UCS Manager. For
example, if you installed your servers in a cabinet or rack with server #1 on the bottom, counting up as you go higher in the
cabinet orrack, then you need to enable the server ports tothe bottom-most server first, and enable them one-by-one as
you move upward. You must wait until the server appears inthe Equipment tab of Cisco UCS Manager before configuring
the ports for the next server. The same numbering procedure applies to blade server chassis.
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'ﬁ Cisco UCS Port Auto-Discovery Policy can be optionally enabled to discover the servers without having to manually
define the server ports. The procedure in next section details the process of enabling Auto-Discovery Policy.

To define the specified portstobe used as server ports, follow these steps:

1. In Cisco UCS Manager, click the Equipment tab in the navigation pane
2. Select Fabric Interconnects > Fabric Interconnect A > Fixed Module > Ethernet Ports.
3. Select the first port that is to be a server port, right-click it, and click Configure as Server Port.

4. Click Yes to confirm the configuration and click OK.

Al v / Fabric { Fabric B(su... / Fixed Module / Ethemet Ports / Port17

Port 3 General | Faulls Evems  FSM  Staustcs
Port4

Fault Summary Physical Display
Pens
pans ® O 0]

) o 0 [ Lol :
Pon7
W Up B Admin Down 8 Fall W Link Down

Ponsg

Status
Parta . Prapent

Overall Statas = W Present
port 10 neshec o o 7 SikiD: 1

Aodmionsl Info : xevr-sbsent
Part 11 i

! Aomin State © Disabled Usar Labe

Part 12 MAC O0:DEFBFF-FF:38

Actions (5] Access
Port 13

PortType - Physical Role : Unconfigured

Pant 14
Part 15 License Details

Reconfgure ¥
o i : License State . Not Applicable

-ﬂ S License Grace Pericd ©

pont |
Part Configure as Server Port

Ponj Cealigure s Uglink Port
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Conhgure 83 FCoE Storage Port
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poni

Pen 1‘

port
1

5. Select Fabric Interconnects > Fabric Interconnect B > Fixed Module > Ethernet Ports.

6. Select the matching port as chosen for Fabric Interconnect A which would be configured as Server Port.
7. Click Yes to confirm the configuration and click OK.

8. Repeat steps 1-7 for enabling other ports connected to the other C220 Mg Server Nodes.

9. Wait for a brief period, until the rack-mount server appears in the Equipment tab underneath Equipment > Rack
Mounts > Servers.
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Optional: Edit Policy to Automatically Discover Server Ports

If the Cisco UCS Port Auto-Discovery Policy is enabled, server ports will be discovered automatically. To enable the Port
Auto-Discovery Policy, follow these steps:

1. In Cisco UCS Manager, click the Equipment icon on the left and select Equipment in the second list
2. Intheright pane, click the Policies tab.

3. Under Policies, select the Port Auto-Discovery Policy tab.

4. Under Properties, set Auto Configure Server Port to Enabled.

Equipment

Main Topology View Fabric Interconnects Servers Thermal Decommissioned Firmware Management Policies Faults Diagnostics

Global Palicies Autoconfig Policies Server Inheritance Policies Server Discovery Policies SEL Policy Power Groups Port Auto-Discovery Policy Security

Actions

Properties
Owner © Local
Auto Cenfigure Server Port Disabled ‘e Enabled

5. Click Save Changes.

6. Click OK.

'& The first discovery process can take some time and is dependent on installed firmware on the chassis.

Server Discovery

As previously described, when the server ports of the Fabric Interconnects are configured and active, the servers connected
tothose ports will begin a discovery process. During discovery the servers’ internal hardware inventories are collected,
along with their current firmware revisions. Before continuing with the Cisco UCS C220rack server installation processes,
wait for all of the servers to finish their discovery process and show as unassociated servers that are powered off, with no
errors.

To view the servers’ discovery status, follow these steps:

1. In Cisco UCS Manager, click the Equipment tab in the navigation pane.
2. Click Rack-Mounts and click the Servers tab.
3. Select the respective server and view the Server statusinthe Overall Status column.

4. When the server is discovered, the C220 Mg server is displayed as shown below:
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Equipment [ Rack-Mounts | Servers | Server 1

General | Inventory  Virual Machines  Hybrid Display  Installed Firmware  SEL Logs  CIMC Sessions  VIF Paths

Fault Summary Physical Display

® V) (O]

Q 10 0 0

*awer Control Monitor Health

Status

Overall Status : ¢ OK

D 1
$ Status Details Product Name Cisco UCS G220 M5L

Vendor Cisco Systems Inc PID : UCSC-C220-M5L
e Revision 0 Serial . WZP21450E0G
Create Service Prafile Asset Tag

Name

User Lagel

Unique Identifier 17810a92-cf23-4ec8-0000

5. Click the Equipment > Rack-Mounts > Servers Tab and view the servers’ status in the Overall Status column. Below
are the Cisco UCS C220 Mg Servers for ScaleProtect Cluster:

Equipment | Rack-Mounts | Servers

=

Optional: Enable Fibre Channel Ports

# The FC port and uplink configurations can be skipped if the ScaleProtect Cisco UCS environment does not need access
tostorage environment using FC SAN.

Fibre Channel port configurations differ between the 6454, 6332-16UP and the 6248UP Fabric Interconnects. All Fabric
Interconnects have a slider mechanism within the Cisco UCS Manager GUI interface, butthe fibre channel port selection
options for the 6454 are from the first 8 ports starting from the first port and configured in increments of 4 ports from the
left. For the 6332-16UP the port selection options are from the first 16 ports starting from the first port, and configured in
increments of the first 6, 12, or all 16 of the unified ports. With the 6248UP, the port selection options will start from the
right of the 32 fixed ports, or the right of the 16 ports of the expansion module, going down in contiguous increments of 2.
The remainder of thissection shows configuration of the 6454. Modify as necessary forthe 6332-16UP or 6248UP.

To enable FCuplink ports, follow these steps.

# This step requires a reboot. To avoid an unnecessary switchover, configure the subordinate Fabric Interconnect first.

1. Inthe Equipment tab, select the Fabric Interconnect B (subordinate Fl in this example), and inthe Actions pane, se-
lect Configure Unified Ports, and click Yes on the splash screen.
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2. Slide the lever tochange the ports 1-4 to Fiber Channel. Click Finish followed by Yes to the reboot message. Click
OK.

ﬁ Select the number of ports to be enabled as FC uplinks based on the amount of bandwidth required in the custom-
er specific setup.

Configure Unified Ports

Instructions

The position of the slider determines the type of the ports.
All the ports to the left of the slider are Fibre Channel ports (Purple), while the ports to the right are Ethernet ports (Blue).

Part Transnort

i Rala or Part Channal Mamharshin Nasirad if Rala

3. When the subordinate has completed reboot, repeat the procedure to configure FC ports on primary Fabric Intercon-
nect. As before, the Fabric Interconnect will reboot after the configuration is complete.

Optional: Create VSAN for the Fibre Channel Interfaces

'ﬂ Creating VSANSs is optional and is only required if connectivity to existing production and backup SAN fabrics is re-

quired for the solution. Sample VSAN ids are used inthe document for both production and backup fibre channel net-
works, match the VSAN ids based on customer specific environment.

To configure the necessary virtual storage area networks (VSANSs) for FC uplinks for the Cisco UCS environment, follow
these steps:

1. In Cisco UCS Manager, click the SAN tab in the navigation pane.
2. Expand the SAN >SAN Cloud and select Fabric A.
3. Right-click VSANs and choose Create VSAN.

4. Enter Backup-A as the name of the VSAN for fabric A.
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6. Keep the Disabled option selected for FC Zoning.
5. Click the Fabric A radio button.

6. Enter 201 as the VSAN ID for Fabric A.

7. Enter 201 asthe FCoE VLAN ID for fabric A. Click OK twice.

Create VSAN ? X

MName Backup-A

FC Zoning Settings

FC Zoning : (e Disabled (" Enabled

Do NOT enable local zoning if fabric interconnect is connected to an upstream FC/FCoE switch.

"1 Common{Global (e} Fabric A " Fabric B [ Both Fabrics Configured Differently

You are creating a local WVSAN in fabric A that maps to A VLAN can be used to carry FCoE traffic and can be mapped to this
a VSAN 1D that exists only in fabric A WSAN.

Enter the VSAMN ID that maps to this VSAN. Enter the VLAN |D that maps to this WSAN.

VSANID: 20 FCoE WLAN = | 201

8. Inthe SAN tab, expand SAN> SAN Cloud > Fabric-B.
9. Right-click VSANs and choose Create VSAN.

10. Enter Backup-B as the name of the VSAN for fabric B.
11. Keep the Disabled option selected for FC Zoning.

12. Click the Fabric B radio button.

13. Enter 202 as the VSAN ID for Fabric B. Enter 202 as the FCoE VLAN ID for Fabric B. Click OK twice.
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Create VSAN ? X

Name : | Backup-B

FC Zoning Settings

FC Zoning : () Disabled () Enabled

Do NOT enable local zoning if fabric interconnect is connected to an upstream FC/FCoE switch.

' Common/Global () Fabric A (o) Fabric B () Both Fabrics Configured Differently

You are creating a local VSAN in fabric B that maps to ANVLAN can be used to carry FCoE traffic and can be mapped to this
a VSAN ID that exists only in fabric B. WVSAN.

Enter the VSAN ID that maps to this VSAN. Enter the VLAN ID that maps to this VSAN.

VSANID: | 202 FCoE VLAN : | 202

L The VSANSs created in the following steps are an example of production VSANs used in the document for access to
production storage. Adjust the VSAN id’s based on customer specific deployment.

14. In Cisco UCS Manager, clickthe SAN tab in the navigation pane.
15. Expand the SAN > SAN Cloud and select Fabric A.

16. Right-click VSANs and choose Create VSAN.

17. Enter vsan-Aas the name of the VSAN for fabric A.

7. Keep the Disabled option selected for FC Zoning.

18. Click the Fabric A radio button.

19. Enter 101 as the VSAN ID for Fabric A.

20. Enter 101 as the FCoE VLAN ID for fabric A. Click OK twice.
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Create VSAN ? X

Mame © | vSAN-A

FC Zoning Settings

FC Zoning : |(e) Disabled () Enabled

Do NOT enable local zoning if fabric interconnect is connected to an upstream FC/FCOE switch.

) Common/Global (e Fabric A (7 Fabric B () Both Fabrics Configured Differently
You are creating a local VSAN in fabric A that maps to ANLAN can be used to carry FCoE traffic and can be mapped to this
aVSAN D that exists only in fabric A WSAN.
Enter the VSAM 1D that maps 1o this VSAN. Enter the WLAM ID that maps to this VSAN.
WSANID: | 101 FCoE VLAN: [ 101]

21. Inthe SAN tab, expand SAN> SAN Cloud > Fabric-B.
22. Right-click VSANs and choose Create VSAN.

23. Enter vsan-Bas the name of the VSAN for fabric B.
24. Keep the Disabled option selected for FC Zoning.

25. Click the Fabric B radio button.

26. Enter 102 as the VSAN ID for Fabric B. Enter 102 as the FCoE VLAN ID for Fabric B. Click OK twice.
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Create VSAN ? X

MName : | vSAN-B

FC Zoning Settings

FC Zoning @ (e Disabled | Enablad

Do NOT enable local zoning if fabric interconnect is connected to an upstream FC/FCoE switch.

) Common/Global () Fabric A (e) Faoric B () Both Fabrics Configured Differently

You are creating a local VSAN in fabric B that maps to ANVLAN can be used to carry FCoE traffic and can be mapped to this
a VSAN ID that exists only in fabric B. VSAN.
Enter the WSAN ID that maps to this VSAN. Enter the WVLAN ID that maps to this VSAN.

VSANID: |10z FCOE WLAN :

Optional: Create Port Channels forthe Fibre Channel Interfaces

ﬁ As previously mentioned, Fibre channel connectivity is optional and the following procedure to create port-channels is
included for reference and the procedure varies depending on the upstream SAN infrastructure.

To configure the necessary FC port channels for the Cisco UCS environment, follow these steps:

Fabric-A
1. Inthe navigation pane, under SAN > SAN Cloud, expand the Fabric A tree.

2. Click Enable FC Uplink Trunking.

Al - SAN |/ SAN Cloud | Fabric A
¥ SAN General VSANS Uplink FC Interfaces Uplink FCoE Interfaces FC Port Channels FCoE Port Channels
¥ SAN Cloud

Actlons Properties
Fabric A
D A

» FC Port Channel Create VSAN
L Hor neis
~ Create FC Port Channel Network Type : San
» FCoE Port Channels e: Fe
Create FCoE Port Channel '
. External

» Uplink FC Interfaces
*» Uplink FCoE Interfaces

» VSANs

VSAN Backup-A (201)
VSAN vSAN-A (101
¥ Fabric B
» FC Port Channels Enable FC Uplink Trunking

» FCoE Port Channels

* Uolink FC Interfaces
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3. Click Yes on the warning message.

4. Click Create FC Port Channel on the same screen.

5. Enter 6 for the port channel ID and Po6 for the port channel name.

6. Click Next then choose ports 1 and 2 and click >>to add the ports to the port channel.
7. Select Port Channel Admin Speed as 32gbps.

8. Click Finish.

Create FC Port Channel ? X

Set FC Port Channel Name Port Channel Admin Speed 1 Gbps 2 Gops 4 Ghps B Gbps

&
L~

325bps

Ports Ports in the port channel

WP WNPN;

< Prav m Cancel

9. Click OK.

10. Select FC Port-Channel 6 from the menu in the left pane and from the VSAN drop-down field, keep VSAN 1 selected
in the right pane.
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SAN | SAN Cloud | Fabric A / FC Port Channel Is | FC Port-Channel 6 Poé

Status Properties

1 Down = &

fo . No operational members

11. Click Save Changes and then click OK.

Fabric-B
1. Clickthe SAN tab. In the navigation pane, under SAN > SAN Cloud, expand the Fabric B.

2. Right-click FC Port Channels and choose Create Port Channel.
3. Enter 7 for the port channel ID and Poy for the port channel name. Click Next.
4. Choose ports 1 and 2 and click >> to add the ports to the port channel.

5. Click Finish, and then click OK.

6. Select FCPort-Channel 7 from the menu in the left pane and from the VSAN drop-down list, keep VSAN 1 selected in
the right pane.

7. Click Save Changes and then click OK.

# The procedure (above) creates port channels with trunking enabled to allow both production and backup VSANs, the
necessary configuration needs to be completed on the upstream switches to establish connectivity successfully.

Disable Unused FC Uplink Ports (FCP)

When Unified Ports were configured earlier in thisprocedure, on the Cisco UCS 6454 Fl and the Cisco UCS 6332-16UP FI, FC
ports are configured in groups. Because of this group configuration, some FC ports are unused and need to be disabled to
prevent alerts.

To disable the unused FC ports 3 and 4 on the Cisco UCS 6454 Fls, follow these steps:

1. In Cisco UCS Manager, click Equipment.
2. Inthe Navigation Pane, expand Equipment > Fabric Interconnects > Fabric Interconnect A > Fixed Module > FC Ports.

3. Select FCPort 3and FCPort 4. Right-click and select Disable.
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4. Click Yes and OK to complete disabling the unused FC ports.
5. Inthe Navigation Pane, expand Equipment > Fabric Interconnects > Fabric Interconnect B > Fixed Module > FC Ports.

6. Select FCPort 3 and FCPort 4. Right-click and select Disable.

7. Click Yes and OK to complete disabling the unused FC ports.

Enable Ethernet Uplink Ports

The Ethernet ports of a Cisco UCS 6554 Fabric Interconnect are all capable of performing several functions, such as network
uplinks or server ports, and more. By default, all ports are unconfigured, and their function must be defined by the
administrator.

To define the specified portstobe used as network uplinks to the upstream network, follow these steps:

1. In Cisco UCS Manager, click the Equipment tab in the navigation pane.

2. Select Fabric Interconnects > Fabric Interconnect A > Fixed Module > Ethernet Ports.

3. Select the ports that are to be uplink ports (49 & 50), right click them, and click Configure as Uplink Port.
4. Click Yes to confirm the configuration and click OK.

5. Select Fabric Interconnects > Fabric Interconnect B > Fixed Module > Ethernet Ports.

6. Select the ports that are to be uplink ports (49 & 50), right-click them, and click Configure as Uplink Port.

7. Click Yes to confirm the configuration and click OK.

®

Verify all the necessary ports are now configured as uplink ports.

Equipment | Fabric Interconnects  Fabric Interconnect A (subordinate)

jenera Physical Ports PSUs Physical Display FSM Neighbors Faults Events tatistics

+ - Agvanced Filter Expart Print

Mame Siot Port ID It Type Overall Status Admin State
Port 38 3 Physica ¥ pisabled
Port 39 ) Physica’ ¥ pisabled
Port 40 4 Physica Stp Not Present ¥ Disabled
P a1 Physica ¥ Disabled
Port 2 Physica Sfp Mot Present ¥ Disabled
Por Physica Sfp Not Present ¥ Disabled
Port Physica’ Sip Not Pressent ! pisabled
Por 4 Physica ¥ Disabled
Por Physica ¥ Disabled
Port 47 7 F ica: + Disabled
Por Physica o Mot Pressnt ¥ Disabled
F 49 Physica t up t Enabled
Port 50 5 Physical T up t Enabled
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Create Port Channels for Ethernet Uplinks

If the Cisco UCS uplinks from one Fabric Interconnect are to be combined into a port channel or vPC, you must separately
configure the port channels using the previously configured uplink ports.

To configure the necessary port channels inthe Cisco UCS environment, follow these steps:

1. In Cisco UCS Manager, click the LAN tab inthe navigation pane.
2. Under LAN > LAN Cloud, click to expand the Fabric A tree.
3. Right-click Port Channels underneath Fabric A and select Create Port Channel.

4. Enter the port channel ID number as the unique ID of the port channel.

Create Port Channel

Set Port Channel Name D a0

Name : | Nexus9k-vPC-A
Add Ports

5. Enter the name of the port channel.
6. Click Next.

7. Click each port from Fabric Interconnect A that will participate in the port channel and click the >> buttonto add them
tothe port channel.
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Create Port Channel 7 X
Set Port Channel Name Ports Ports in the port channel
Slot ID Aggr. Po... Port MAC Slot ID Aggr. Po... Port MAC
Add Ports
1 1] 49 00:DE:F... Mo data available
1 o 50 00:DE:F... =
< Prev m Cancel
8. Click Finish.
9. Click OK.

10. Under LAN > LAN Cloud, click to expand the Fabric B tree.

11. Right-click Port Channels underneath Fabric B and select Create Port Channel.
12. Enter the port channel ID number as the unique ID of the port channel.

13. Enter the name of the port channel.

14. Click Next.

15. Click each port from Fabric Interconnect B that will participate inthe port channel and click the >> button to add them
tothe port channel.

16. Click Finish.

17. Click OK.

18. Verify the necessary port channels have been created. It can take a few minutes for the newly formed port channels to
converge and come online.
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Al . LAN ! LAN Cloud ! Fabric A / Port Channels | Port-Channe! 40 vPC40
v LAN anral Por Fault
w LAN Cloud
Status
v Fabrc A Properties

v Port Channs! Cverak Status -

a0
Additions! Info
Port-Channel £0 NX9-PC_A Faboe ID A
A Port Type Aggregation
Eth Intarfaces \ctions
Tranaport Type Fther
o NXGE-VPC_A

~ Fabre B Add Porta

Operational SpaediGhps| : 80

» LAN Pin Groups

Cisco UCS C220 M5 Server Node Configuration

The steps provided in this section details for Cisco UCS C220 Mg Server setup. The procedure includes creation of
ScaleProtect environment specific UCS pools and policies, followed by the Cisco UCS C220 M5 Server Node setup which
will involve Service Profile creation and association using Storage Profile.
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Figure g Cisco UCS C220 Server Node Configuration Workflow

|
)

Create Sub-Organization

In this setup, one sub-organization under the root has been created. Sub-organizations help to restrict user access tological

pools and objects in order to facilitate secure provisioning and to provide easier user interaction. For ScaleProtect backup
infrastructure, create asub-organization as "CV-ScaleProtect”.

To create a sub-organization, follow these steps:

1. Inthe Navigation pane, click the Servers tab.

2. Inthe Servers tab, expand Service Profiles > root. You can also access the Sub-Organizations node under the Policies
or Pools nodes.

3. Right-click Sub-Organizations and choose Create Organization.

4. Enter CV-ScaleProtect asthe name orany other obvious name, enter a description, and click OK.
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Create Organization

Name | CV-ScaleProtect

Description :

Create MAC Address Pools

To configure the necessary MAC address pools for the Cisco UCS environment, follow these steps:

1. In Cisco UCS Manager, click the LAN tab inthe navigation pane.

2. Select Pools >root > Sub-organizations > CV-ScaleProtect.

& In this procedure, two MAC address pools are created, one for each switching fabric.

3. Right-click MAC Pools under the root organization.

4. Select Create MAC Pool to create the MAC address pool.

5. Enter MAC Pool A asthename of the MAC pool.
6. Optional: Enter a description for the MAC pool.

7. Select Sequential as the option for Assignment Order.
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Create MAC Pool ? X
Define Mame and Description MName  MAC_Pool_A
Description :
Add MAC Addresses
Assignment Order : | Default (&) Sequential
Next > Cancel

8. Click Next.
9. Click Add.

10. Specify a starting MAC address.

ﬂ It is recommended to place oA in the second last octet of the starting MAC address toidentify all of the MAC ad-
dresses as Fabric A addresses. It is also recommended tonot change the first three octets of the MAC address.

11. Specify a size for the MAC address pool that is sufficient to support the future ScaleProtect cluster expansion and any
available blade or server resources.

Create a Block of MAC Addresses ? X

First MAC Address : ‘ 00:25:B5:06:0A00 ‘ Size :

To ensure unigueness of MACs in the LAN fabric, you are strongly encouraged to use the following MAC
prefix:
00:25:B5:xx:xx:xx
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12. Click OK.

13. Click Finish.

14. Inthe confirmation message, click OK.

15. Right-click MAC Pools under the root organization.

16. Select Create MAC Pool to create the MAC address pool.
17. Enter MAC_ Pool B asthe name of the MAC pool.

18. Optional: Enter a description for the MAC pool.

19. Select Sequential as the option for Assignment Order.

Create MAC Pool ? X
Define Name and Description Name : MAC_Pool_B
Description
Add MAC Addresses - -
Assignment Order : | Default (s; Sequential
MNext > Cancel

20. Click Next.
21. Click Add.

22. Specify a starting MAC address.

h It is recommended to place 0B in the second last octet of the starting MAC address to identify all of the MAC ad-
dresses as Fabric A addresses. Itis also recommended to not change the first three octets of the MAC address.

23. Specify a size for the MAC address pool that is sufficient to support the future ScaleProtect cluster expansion and any
available blade or server resources.
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Create a Block of MAC Addresses ? X

First MAC Address : = 00:25:B5:06:0B:00 Size : Ed{ b

To ensure unigueness of MACs in the LAN fabric, you are strongly encouraged to use the following MAC
prefix:
00:25:B5n0cxxx

n Cancel

24. Click OK.
25. Click Finish.
26. In the confirmation message, click OK.

Create UUID Suffix Pool

To configure the necessary universally unique identifier (UUID) suffix pool for the Cisco UCS environment, follow these
steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
2. Select Pools > root > Sub-Organizations > CV-ScaleProtect.
3. Right-click UUID Suffix Pools.

4. Select Create UUID Suffix Pool.

5. Enter UUID Pool asthename of the UUID suffix pool.
6. Optional: Enter a description for the UUID suffix pool.

7. Keep the prefix at the derived option.

8. Select Sequential for the Assignment Order.

9. Click Next.

10. Click Add to add a block of UUIDs.

11. Keep the value in From field at the default setting.

12. Specify a size for the UUID block that is sufficient to support the available server resources.
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Create a Block of UUID Suffixes ? X

From : | 0000-000000000551 Size : | 64 =

13. Click OK.
14. Click Finish.
15. Click OK.

Create Server Pool

The following procedure guides you in creating two server pools, one for first server nodes in the chassis and the other of
the second server nodes.

# Always consider creating unique server pools to achieve the granularity thatis required in your environment.

To configure the necessary server pool for the Cisco UCS environment, follow these steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
2. Select Pools > root > Sub-Organizations > CV-ScaleProtect.

3. Right-click Server Pools.

4. Select Create Server Pool.

5. Enter CVLT SP C220 M5 asthe name of the server pool.

6. Optional: Enter a description for the server pool.
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Create Server Pool

Set Name and Description Narne 1 CWLT_SP_C220M5

Description : | ScaleProtect Server Pool with 220 M5 Nodes
Add Servers

Next >

7. Click Next.

8. Select C220 Mg server nodes and click >> toadd them tothe CVLT SP C220M5 server pool.
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10.

11.

Click Finish.

Click OK.

Set Name and Description

Create Server Pool

Servers

Add Servers

PID

Model:

. UCSC-C240-M5L

. UCSC-C240-M5L

. UC5C-C240-M5L

. UCSC-C220-M4S

. UCS5C-C220-M4S

. UCSC-C220-M4S

. UCS5C-C220-M4S

Serial Number:

Vendor:

Verify that the server pools have been created.
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Al - Servers | Paols | root | Sub izations | CV- | Server Pools | Server Pool CVLT...

* Soruty Policies Geners Servors | Faults  Svonts

v Serial over LAN Policies

+ = TehdvarcedFiltar  + Fxpor o Prine
* Server Pool Policies
Mame Chassis ID Slot ID Assigned Rack I Reason
v Earver Poal Policy (usl ficaton
Rack-Mount Server 1 Yo Manually Added
* Threstok Policies
Rack-Mount Server 2 Yes Manuslly Added
» ISCE Authentication Profles
Rack-Mount Server 3 Yas Manuslly Added

* ubdedi Policies
* wNIZWHEA Placement Polcies
Sub-Organizations
= Poals
- oot
= Sarver Pools
* Serves Pool default
» UL Suffix Pools
= Hub-Organizatians
¥ CW-SzalsProtect
= Server Pools
Server Pood CVLT_SP_C22
* Sereer Pool CVLT_SP_ G280
* ULID Suffix Pocls
* Bub-Organizations

= Schedules

* default

Optional: Create a WWNN Address Pool for FC-based Storage Access

L This configuration step can be skipped if the UCS environment does not need to access storage environment using FC.

For FC connectivity to SAN fabrics, create a World Wide Node Name (WWNN) pool by following these steps:

1. In Cisco UCS Manager, click the SAN tab in the navigation pane.
2. Select Pools > root.

3. Right-click WWNN Pools under the root organization and choose Create WWNN Pool to create the WWNN address
pool.

4. Enter WWNN-Pool as the name of the WWNN pool.

5. Optional: Enter a description for the WWNN pool.

6. Select the Sequential Assignment Order and click Next.
7. Click Add.

8. Specify a starting WWNN address.

9. Specify a size for the WWNN address pool that is sufficient to support the available blade or rack server resources. Each
server will receive one WWNN.
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Create WWN Block ? X

From: | 20:00:00:25:B5:00:00:00 Size : | G4 -

To ensure uniqueness of WWHNs in the SAN fabric, you are strongly encouraged to use
the following WWHN prefix:

20:00:00:25:b5: XK

3
o Cancel

10. Click OK and click Finish.

11. In the confirmation message, click OK.

Optional: Create a WWPN Address Pools for FC-based Storage Access

L This configuration step can be skipped if the UCS environment does not need access to storage environment using FC.

For FC connectivity to SAN fabrics, create a World Wide Port Name (WWPN) pool for each SAN switching fabric by
following these steps:

1. In Cisco UCS Manager, click the SAN tab in the navigation pane.
2. Select Pools > root.

3. Right-click WWPN Pools under the root organization and choose Create WWPN Pool to create the first WWPN ad-
dress pool.

4. Enter WWPN-Pool-A as the name of the WWPN pool.
5. Optional: Enter a description for the WWPN pool.

6. Select the Sequential Assignment Order and click Next.
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Create WWPN Pool ? X
Define Mame and Description Name o | WWPN-Pool-A
Description
Add WWN Blocks
Assignment Order : | Default (8 Sequential

Mext > Cancel

7. Click Add.

8. Specify a starting WWPN address.

'& It is recommended to place oA in the second last octet of the starting WWPN address toidentify all of the WWPN
addresses as Fabric A addresses.

9. Specify a size for the WWPN address pool that is sufficient to support the available blade or rack server resources. Each
server's Fabric A vHBA will receive one WWPN from this pool.

Create WWN Block P X

From: | 20:00:00:25:B5:06:0A:00| Size :

To ensure uniqueness of WWNSs in the SAN fabric, you are strongly encouraged to use
the following WWN prefix:

20:00:00:25:b5:xx:xx:XX
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10. Click OK and click Finish.
11. In the confirmation message, click OK.

12. Right-click WWPN Pools under the root organization and choose Create WWPN Pool to create the second WWPN ad-
dress pool.

13. Enter WWPN-Pool-B as the name of the WWPN pool.
14. Optional: Enter a description for the WWPN pool.

15. Select the Sequential Assignment Order and click Next.
16. Click Add.

17. Specify a starting WWPN address.

L It is recommended to place 0B in the second last octet of the starting WWPN address to identify all of the WWPN
addresses as Fabric B addresses.

18. Specify a size for the WWPN address pool that is sufficient to support the available blade or rack server resources. Each
server's Fabric B vHBA will receive one WWPN from this pool.

Create WWN Block P X

From: | 20:00:00:25:B5:06:0B:00 Size: |64 —

To ensure uniqueness of WWNSs in the SAN fabric, you are strongly encouraged to use
the following WWN prefix:

20:00:00:25:b5:xx:xx: XX

19. Click OK and click Finish.

20. In the confirmation message, click OK.

Create VLANS

To configure the necessary virtual local area networks (VLANS) for the Cisco UCS ScaleProtect environment, follow these
steps:

1. In Cisco UCS Manager, clickthe LAN tab inthe navigation pane.
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2. Select LAN > LAN Cloud.
3. Right-click VLANSs.

4. Select Create VLANS.

5. Enter Data VLAN as the name of the VLAN to be used for the native VLAN.

6. Keep the Common/Global option selected for the scope of the VLAN.

7. Keep the Sharing Type as None.

Create VLANSs

VLAN Name/Prefix » | Data_VLAN

Multicast Policy Name : | <not set> v Create Multicast Policy

') Common/Global [ Fabric A () Fabric B () Both Fabrics Configured Differently

You are creating global YLANs that map to the same VLAN IDs in all available fabrics.
Enter the range of VLAN IDs.(e.g. "2008-2019", " 29,35,40-45" , " 23" " 23 34-45")

VLANIDs: | 111]

Sharing Type : |(e) None () Primary [ Isolated {_ Community

Check Overlap

8. Click OK and then click OK again.

9. Repeat steps 3-8 toadd Cluster VLAN as shown below:
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Create VLANs ? X
WVLAN Name/Prefix | Cluster_\WVLAN
Multicast Policy Name : | <not sets v Create Multicast Policy

o) Common/Global % Fabric A Fabric B () Both Fabrics Configured Differently

You are creating global VLANS that map to the same VLAN IDs in all available fabrics.
Enter the range of VLAN IDs.(e.g. " 2009-2019", " 29,35,40-45" , " 23", "23,34-45")

WVLAN IDs : | 3000]

Sharing Type : |(e) None { ) Pramary | 0 |solated () Community

Check Overlap o Cancel

Create Host Firmware Package

Firmware management policies allow the administrator toselect the corresponding packages for a given server
configuration. These policies often include packages for adapter, BIOS, board controller, FC adapters, host bus adapter
(HBA) option ROM, and storage controller properties.

To create a firmware management policy for a given server configuration in the Cisco UCS environment, follow these steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
2. Select Policies > root > Sub-Organizations > CV-ScaleProtect.

3. Expand Host Firmware Packages.

4. Right-click and Select Create Host Firmware Package.

5. EnternameasCV_SP Firmware

6. Select the version 4.0 (4b) C for Rack Packages.
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Create Host Firmware Package 7 X

Name CV_SP_Fimmwarne

Descripticn
How would you like to conhgure the Host Firmware Package?®
» Simple ) Advanced

Blade Package ! | <not sstx A\

Rack Package @ 4.0(4D|C v

Service PACK ! <pot sats

The images from Service Pack will take precedence over the Images from Blade or Rack Package

Adapter

BIOS

Board Controdar

CMC

FC Adapters

Flex Flash Controflar

GPUs

HBA Option ROM

Host NIC

Hast NIC Opticn ROM
+| Local Disk

NVME Mswitch Firrmware

PsU

Bii Swiitch C

D

7. Click OK toadd the host firmware package.

# The Local disk is excluded by default in host firmware policy as a safety feature. Un-Exclude Local Disk within the firm-
ware policy during initial deployment, only if drive firmware is required to be upgraded and is not at the minimum
firmware level. Keep it excluded for any future updates and update the drives manually if required.

Create Network Control Policy for Cisco Discovery Protocol

To create a network control policy that enables Cisco Discovery Protocol (CDP) on virtual network ports, follow these steps:

1. In Cisco UCS Manager, clickthe LAN tab inthe navigation pane.
2. Select Policies > root >Sub-Organization > CV-ScaleProtect.
3. Right-click Network Control Policies.

4. Select Create Network Control Policy.

5. Enter ScaleProtect NCP asthe policy name.
6. For CDP, select the Enabled option.
7. For LLDP, scroll down and select Enabled for both Transit and Receive.

8. Click OK tocreate the network control policy.
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Create Network Control Policy ? X

Mame . | ScaleProtect_NCH|
Description
CopP v Disabled (e Enabled |

MAC Register Mode - |/ Only MNative Vlian 0 All Host Vlans

Action an Uplink Fail :

‘@ Link Down (% Warning |

MAC Security

Forge : |(& Allow () Deny |

LLDP

o Cancel

9. Click OK.

Create Power Control Policy

To create a power control policy for the Cisco UCS environment, follow these steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane. Select Policies > root >Sub-Organizations > CV-
ScaleProtect.

2. Right-click Power Control Policies.

3. Select Create Power Control Policy.

4. Enter No-Power-Cap as the power control policy name.
5. Change the power capping setting toNo Cap.

6. Click OKtocreate the power control policy.
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Create Power Control Policy ? X
MNarme ;| No-Power-CAR

Description

Fan Speed Policy © | Any L

Power Capping

If you choose cap, the server is allocated a certain amount of power based on its priority
within its power group. Priority values range from 1 to 10, with 1 being the highest prionty. If
you choose no-cap, the server 1s exempt from all power capping.

@ Mo Cap () cap

Cisco UCS Manager only enforces power capping when the servers in @ power group require
more power than is currently available. With sufficient power, all servers run at full capacity
regardless of their priority.

7. Click OK.

Create Server BIOS Policy

To create a server BIOS policy for the Cisco UCS environment, follow these steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
2. Select Policies > root > sub-Organizations > CV-ScaleProtect.

3. Right-click BIOS Policies.

4. Select Create BIOS Policy.

5. Enter SP-C220-BIOS astheBIOS policy name.
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Create BIOS Policy ?

Name :  SP-C220-BIOS
Description

Reboot on BIOS Settings Change :

6. Click OK.

7. Select the newly created BIOS Policy.

8. Change the Quiet Boot setting to disabled.

9. Change Consistent Device Naming to enabled.

Al - Servers | Policles / root | BIOS Policles | SP-C220-BI0S
* Servars Main Advancad SootOptions  Server Mansgement  Events
* Sarvice Profiles Actions
* root

Delete
» Sub-Organizations
Shaw Policy Usage
* Service Profile Tempites

w root

Properties
» Sub-Organizetions
Hame © SP-C220-BIOS
* Paolicies
Description
- root
Owner © Local

L3
Adapter Pollcies Reboot on BICS Sellings Change ©

*+ BICS Defaults
* BIOS Policies
To Acdvanced Fiter 4 Export 4 Print
BICS Setting Value
SP-C240-BIOS
CON Control Enabled
SRICV
Front panal lockout Platform Default
usNIC
POST emor pause Platform Default
+ Boot Policies
Quist Boat Disabied

+ Duagnostics Polcles

L Gr:)h!cs Card Policies Resume on AC power loss Platform Default
* Host Firmware Packages

* IPMI/Redfish Accass Profiles

* KWM Management Policies

* Local Disk Confg Policies
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10. Click Advanced tab and then select Processor.

11. From the Processer tab, make changes as shown below.

Servers | Policies | root | BIOS Policies | SP-C220-BIOS

Main Advanced Boot Optio
ntel Directed 10 RAS Memory

Ts Advanced Fiter 4 Export  * Print

ns Server Management Events

use PCI ael LOM and PCle Slots Trusted Pla Graphics Configuration

BIOS Setting Value
Max Variable MTRR Setting Platform Default
P 5T, Coordination Platform Default
Package C State Limit CO0 C1 State
Autonomous Caore C-state Disabled
Processor C State Disabled

C3 Repart Disabled

sor C6 Report Disabled

Processor C7 Report Disabled
Processor CMCI Platform Default
Power Technology Custom
Energy Performance Platform Default

ProcessorEppProfie tatform Default

Adjacent Cache Line Prefetcher form Default

DCU IP Prefewcher ™ Default
DCU Streamer Prefetch Ptatform Default
Hardware Prefetcher Plat Default

12. Change the Workload Configuration to IO Sensitive on the same page.

SMT Mode Platform Default
SVM Mode Platform Default
Demand Scrub Platform Default
Patrol Scrub Platform Default
Workioad Configuration 10 Sensitive

13. Click Save Changes.

Create Maintenance Policy

To update the default Maintenance Policy, follow these steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.

2. Select Policies > root > sub-Organizations > CV-ScaleProtect.

3. Right-click Maintenance Policies and Select Create Maintenance Policy.
4. Enter UserAck Pol asthe Maintenance Policy name

5. Change the Reboot Policy toUser Ack.

6. Optional: Click “"On Next Boot” to delegate maintenance windows to server owners.
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7. Click OK.

Create Maintenance Policy

MName o UserAck_Fol

Description

Soft Shutdown Timer : | 150 Secs v

Storage Config. Deployment Palicy : Vimmediate (o) User Ack

Reboot Policy : yimmediate (o) User Ack ¢ Timer Autormatic

Y B . N
On Next Boot ((Apply pending changes at next reboot.)

Create AdapterPolicy

To create adaptor policy, follow these steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
1. Select Policies > root > Sub-Organizations > CV-ScaleProtect.
2. Right-click Adapter Policies and Select Ethernet Adaptor Policy.

3. Enter name as ScaleP Adap Pol.

4. Enter Transmit Queues = 8, Receive Queues = 8, Ring Size = 4096.
5. Enter Completion Queues = 16 and Interrupts = 32.

6. Under Options, make sure Receive Side Scaling (RSS) is enabled.

7. Click OK.
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Create Ethernet Adapter Policy g
MName - | ScalkeP_Adap_FPo
Description :
(=) Resources
Pooled ®) Disabled () Enabled
Transmit Queues 8 [1-1000]
Ring Size 4098 [64-4096]
Receive Queues g [1-1000]
Ring Size 4095 [64-40986]
Completion Queues : | 16 [1-2000]
Interrupts 32 [1-1024]
(=) Options
Transmit Checksum Offload ) Disabled (#) Enabled
Receive Checksum Offload ) Disabled (#) Enabled
TCP Segmentation Offload ) Disabled (») Enabled
TCP Large Receive Offload 1 Disabled (e Enabled
Receive Side Scaling (RSS) J Disabled (#) Enabled
Accelerated Receive Flow Steering ®) Disabled ( ) Enabled

L To enable maximum throughout, itis recommended tochange the default size of Rxand Tx Queues. RSS should be
enabled, since it allows the distribution of network receive processing across multiple CPUs in a multiprocessor system.

Create VNIC Templates

To create multiple virtual network interface card (vNIC) templates for the Cisco UCS environment, follow these steps. A

total of 2 vNIC Templates will be created:

e VNIC_data - ScaleProtect Data Protection and Management vNIC. This vNIC provides management access and
enables communication from backup clients to ScaleProtect Cluster.

e  VNIC_cluster - ScaleProtect Cluster vNIC. This vNIC provides communication with in ScaleProtect Cluster for Cluster
related traffic.
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Create Data and Cluster vNICs

1. In Cisco UCS Manager, clickthe LAN tab inthe navigation pane.
2. Select Policies > root > Sub-Organizations > CV-ScaleProtect.

3. Right-click vNIC Templates.

4. Select Create vNIC Template.

5. Enter vNIC SP Data asthevNIC template name.

6. Keep Fabric A selected.

7. Select theEnable Failover checkbox.

8. Select Updating Template as the Template Type.

9. Select Redundancy Type as No Redundancy

10. Under VLANS, select the checkbox for Data VLAN VLAN.
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Create vNIC Template g
Name: : |wNIC_SP_Data
Description
Fabric ID - (&) Fabric A () Fabric B Enable Failover
Redundancy
Redundancy Type - |(&) No Redundancy () Primary Template () Secondary Template |
Target

Adapter
[ ] wm

Warning

If WM is selected, a port profile by the same name will be created.
If & port profile of the same name exists, and updating template is selected, it will be DverIrritten

Template Type o |y Initial Template (@) Updating Template
WLANSs VLAN Groups
Y, Advanced Filter 4 Export M Print It
Select Mame Mative VLAM
Cluster_VLAN
)
vy Data_VLAN
default
Rioat.._ LM ARI

o Cancel

11. Set Data_VLAN as the native VLAN.
12. For MTU, enter 1500.
13. Inthe MAC Pool list, select MAC Pool A.

14. Inthe Network Control Policy list, select ScaleProtect NCP.
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Create vNIC Template ? X
T AOVENCED FITEr T EXpOrT M= Frint L
Select Mame Mative WVLAN

Cluster_VLAN

) Data_VLAN :
default
Mative-VLAN

Create VLAN

CDN Source o (e wNIC Name ) User Defined

MTU : 1500

MAC Pool o | MAC_Pool_A(B4/64) w

QoS Paolicy D =notsets w %

Network Control Policy © | SealeProtest NCP w
Pin Group o | =not set= v

Stats Threshold Policy @ | default

Connection Policies

o' Dynamic vNIC () usMIC () VMO

Dynamic vMIC Connection Policy © | <not set>

o Cancel

15. Click OK to create the vNIC template.

16. Click OK.

'ﬁ Use MTU gooo for the backup network if possible and onall participating devices in the network (clients, switches, and
servers). Use standard 1500 MTU if any connections or devices are not configured to support alarger MTU to prevent

drops.

Follow these steps for Cluster VLAN template:

1. Inthe navigation pane, select the LAN tab.
2. Select Policies > root.

3. Right-click vNIC Templates.

72



Cisco UCS Server Configuration

4. Select Create vNIC Template.

5. Enter vNIC SP Cluster asthe vNIC template name.
6. Select Fabric B.

7. Select the Enable Failover checkbox.

8. Under Target, make sure the VM checkbox is not selected.
9. Select Redundancy Type as No Redundancy.

10. Select Updating Template asthe template type.

11. Under VLANS, select the checkboxes for Cluster VLAN.

12. Set Cluster_VLAN as the native VLAN.

Create vNIC Template ?

Name . WNIC_SP_Cluster

Description

Fabric ID : Fabric A e) Fabric B ~| Enable Failover

Redundancy

Redundancy Type ») No Redundancy ( ) Primary Template { ) Secondary Template

Target
| Adapter
VM

Waming

If VM is selected, a port profile by the same name will be created.
If a port profile of the same name exists, and updating template is selected, it will be overwritten

Template Type : Initial Template () Updating Template
VLANs VLAN Groups
Y, Advanced Filter 4 Export % Print Lo
Select Name Native VLAN
v Cluster_VLAN =
Data_VLAN
default

13. Select vNIC Name forthe CDN Source.

14. For MTU, enter 9000.
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15. Inthe MAC Pool list, select MAC_Pool B.

16. In the Network Control Policy list, select ScaleProtect NCP.

Create vNIC Template 4
Ty AOVENCED FIBM T EXPOMT MM 1Nt ks
Select Name: Mative VLAM

v Cluster_VLAN -
Data_VLAN
default
Native-VLAN

Create WLAN
CDN Source o [ wNIC Name () User Defined
MTU : | 9000
MAC Pool o | MAC_Pool_B(64/64) w
QoS Policy D <notset> ¥
Network Control Policy © | ScaleProtect NCP
Pin Group o | =not set> v
Stats Threshold Policy : | default
Connection Policies
‘) Dynamic vNIC (7 ushIC () VMO

Dynamic vNIC Connection Policy © | <pnot set> w
Cancel

17. Click OK to create the vNIC template.

18. Click OK.

Create LAN Connectivity Policy

To configure the necessary Infrastructure LAN Connectivity Policy, follow these steps:

1. In Cisco UCS Manager, click LAN onthe left.

2. Select LAN > Policies > root > Sub-Organizations > CV-ScaleProtect.
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3. Right-click LAN Connectivity Policies.

4. Select Create LAN Connectivity Policy.

5. Enter CVLT SP_LAN asthe name of the policy.

Create LAN Connectivity Policy 7 X
MName - |CVLT_SP_LAN
Description - | Commvault ScaleProtect LAN Connectivity Policy

Click Add to specify one or more vNICs that the server should use to connect to the LAN.

MNarme MAC Address MNative VLAN

Mo data available

(#) Add

6. Clickthe upper Add buttonto add a vNIC.

7. Inthe Create vNIC dialog box, enter vNIC Data eth0 as the name of the vNIC.

# The numeric o and subsequent increment on the later vNIC are used in the vNIC naming to force the device order-
ing through Consistent Device Naming (CDN). Without this, some operating systems might not respect the device
ordering that is set within Cisco UCS.

8. Select the Use vNIC Template checkbox.

9. InthevNIC Template list, select vNIC Data ethO0.

10. Inthe Adapter Policy list, select ScaleP Adap Pol.
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11. Click OK toadd this vNIC to the policy.

Create vNIC 5

MName - | wNIC_Data_ethO

Use wNIC Template : ¥

Redundancy Pair Peer Name :

WNIC Template © | <nat set> v Create vNIC Template

<not set>
Adapter Perfor

Adapter Policy | yic SP Cluster Create Ethernet Adapter Policy

o Cancel

12. Click Add to add another vNIC tothe policy.

13. Inthe Create vNIC box, vNIC Clus_ethl as the name of the vNIC.

14. Select the Use vNIC Template checkbox.

15. Inthe vNIC Template list, select vNIC SP Cluster.

16. Inthe Adapter Policy list, select ScaleP Adap Pol.
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Create vNIC ?

Mame :  wMIC_Clus_eth1
Use vNIC Template :

Redundancy Pair: Peer Name :

VNIC Template : VNIC_SP_Cluster ¥ Create vNIC Template

Adapter Performance Profile

Adapter Policy ' | ScaleP_Adap_Pol ¥ Create Ethernet Adapter Policy

17. Click OK to add the vNIC to the policy.

18. Click OK, then click OK again to create the LAN Connectivity Policy.
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Create LAN Connectivity Policy 7 X
Name : |CWLT_SP_LAN
Description : | Commvault ScaleProtect LAN Connectivity Policy

Click Add to specify one or more vNICs that the server should use to connect to the LAN.

Name MAC Address MNative WVLAN

vNIC vNIC_Clus_eth1 Derved

vNIC vMNIC_Data_eth0 Derived

il Delete (¥) Add € Modify

(¥) Add iSCSI vNICs

o cance |

Optional: Create vHBA Templatesfor FC Connectivity

'L This configuration step can be skipped if the ScaleProtect UCS environment does not need to access storage infrastru c-
ture using FC SAN.

To create virtual host bus adapter (vHBA) templates for the Cisco UCS environment, follow these steps:

1. In Cisco UCS Manager, clickthe SAN tab in the navigation pane.
2. Select Policies > root.

3. Right-click vHBA Templates and choose Create vHBA Template.

4. Enter Infra-vHBA-A asthe vHBA template name.
5. Click the radio buttonto select Fabric A.

6. Inthe Select VSAN list, Choose vsan-A.
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7. Inthe WWPN Pool list, Choose WWPN-Pool-A.

Create vHBA Template

Marme o | Infra-wHBA-A
Description
Fabric ID @A B
Redundancy
Redundancy Type . |ie) No Redundancy () Primary Template () Secondary Template
Select VSAN ;| vSAN-A v Create VSAN
Template Type : Y Initizl Template (@) Updating Template
Max Data Field Size  : | 2048
WWPM Pool © | WWPN-Paol-A(64/64)
QoS Policy : <not set> v
Pin Group : | =not set> A
Stats Threshold Policy © | default v

8. Click OK tocreate the vHBA template.

9. Click OK.

o Cance'

10. Right-click vHBA Templates again and choose Create vHBA Template.

11. Enter Infra-vHBA-B as the vHBA template name.

12. Clickthe radio buttonto select Fabric B.
13. Inthe Select VSAN list, Choose VSAN-B.

14. Inthe WWPN Pool, Choose WWPN-Pool-B.
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Create vHBA Template ¥
Narme Infra-vHBA-B

Description

Fabric ID A e B

Redundancy

Redundancy Type

Select VSAN
Template Type

Max Data Field Size

e Mo Redundancy () Primary Template () Secondary Template

vSAN-B v
Y Initizl Template (o) Updating Template

2048

WWPN Pool WWPN-Pool-B(64/64)
QoS Policy <not set> v

Pin Group : [ =not set> v
Stats Threshold Policy : | default w

15. Click OK to create the vHBA template.

16. Click OK.

o Cance'

17. In Cisco UCS Manager, click the SAN tab in the navigation pane.

18. Select Policies > root > Sub-Organizations > CV-ScaleProtect.

19. Right-click vHBA Templates and choose Create vHBA Template.

20. Enter Backup-vHBA-A as the vHBA template name.

21. Click the radio buttonto select Fabric A.
22. Inthe Select VSAN list, Choose Backup-A.

23. In the WWPN Pool list, Choose WWPN-Pool-A.
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MName
Description

Fabric ID

Redundancy

Cisco UCS Server Configuration

¥

Backup-vHEA-A

Redundancy Type

Select VSAN
Template Type

Max Data Field Size
WWPN Poaol

QoS Policy

Pin Group

o) No Redundancy () Primary Template | Secondary Template

Backup-A v Create VSAN
% Imitial Template (@) Updating Template

2048

WWPN-Pool-A(64/64) w

<not set> »

=not set> v

Stats Threshold Policy @ | default »

24. Click OK tocreate the vHBA template.

25. Click OK.

26. Right-click vVHBA Templates again and choose Create vHBA Template.

27. Enter Backup-vHBA-B as the vHBA template name.

28. Click the radio buttonto select Fabric B.
29. In the Select VSAN list, Choose Backup-B.

30. Inthe WWPN Pool, Choose WWPN-Pool-B.
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Create VHBA Template ?
Mame Backup-vHBA-B

Description

Fabric ID A =B

Redundancy

Redundancy Type . |{#) No Redundancy () Primary Template () Secondary Template

Select VSAN Backup-B v Create VSAN
Template Type o |(w) Initial Template () Updating Template

Max Data Field Size 2048
WWPN Pool WWPN-Pool-B(58/64) ¥
QoS Palicy <not set> ¥
Pin Group <not set= v
Stats Threshold Policy © | gefault v

“ Cancel

31. Click OK to create the vHBA template.

32. Click OK.

Optional: Create FC SAN Connectivity Policies

L This configuration step can be skipped if the ScaleProtect Cisco UCS environment does not need to access storage en-

vironment using FC.

A SAN connectivity policy defines the vHBAs that will be created as part of a service profile deployment.
To configure the necessary FC SAN Connectivity Policies, follow these steps:

1.

In Cisco UCS Manager, clickthe SAN tab in the navigation pane.

Select SAN > Policies > root >Sub-Organizations > CV-ScaleProtect.

Right-click SAN Connectivity Policies and choose Create SAN Connectivity Policy.

Enter CVLT SP_SAN as the name of the policy.

Select WWNN-Pool from the drop-down list under World Wide Node Name.
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Create SAN Connectivity Policy ?

Mame : |CVLT_SP_SANM

Description : | Commvault ScaleProtect SAN Connectivity Policy
A server is identified on a SAN by its World Wide Node Name (WWNN). Specify how the system should assign a WWHNN to the server
associated with this profile.

World Wide Node Name

WWNN Assignment: WWHNN-Pool(64/64) v

Create WWRHNN Pool

The WWHNMN will be assigned from the selected pool.
The available/total WWHNNs are displayed after the pool name.

Mame WWPN

No data available

o Cancel

6. Click Add. You might have to scroll down the screen to see the Add link.
7. Under Create vHBA, enter vHBA1 in the Name field.

8. Check the checkbox Use vHBA Template.

9. From the vHBA Template drop-down list, select Infra-vHBA-A.

10. From the Adapter Policy drop-down list, select Linux.
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Create vHBA

Name o | WHBAT
Use vHBA Template : ¥

Redundancy Pair . Peer Mame :

vHEA Template © | |nfra-vHBA-A ¥ Create vHBA Template

11.

12.

13.

14.

15,

16.

Adapter Performance Profile

?

Adapter Policy © | Linux v Create Fibre Channel Adapter Policy

Click OK.

Click Add.

Under Create vHBA, enter vHBA2 in the Name field.

Check the check box next to Use vHBA Template.

From the vHBA Template drop-down list, select Infra-vHBA-B.

From the Adapter Policy drop-down list, select Linux.
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Create vHBA

17.

18.

19.

20.

21.

22.

Mame o |wHBAZ

Use vHBA Template - &

Redundancy Pair - ) Peer Name :

vHBA Template : | Infra-vHBA-B Create vHBA Template

Adapter Performance Profile

Y

Adapter Policy | Linux v Create Fibre Channel Adapter Policy

Click OK.

Click Add.

Under Create VHBA, enter vHBA3 in the Name field.

Check the check box next to Use vHBA Template.

From the vHBA Template drop-down list, select Backup-vHBA-A.

From the Adapter Policy drop-down list, select Linux.
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Create vHBA ?
Narme: o | WHBAZ
Use vHBA Template : ¥
Redundancy Pair : ] Peer Name :
vHBA Template : | Backup-vHBA-A ¥ Create vHBA Template
Adapter Performance Profile
Adapter Policy © | Linux ¥ Create Fibre Channel Adapter Policy
Cancel
23. Click OK.
24. Click Add.

25. Under Create vHBA, enter vHBA4 in the Name field.
26. Check the check box next to Use vHBA Template.
27. From the vHBA Template drop-down list, select Backup-vHBA-B.

28. From the Adapter Policy drop-down list, select Linux.
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Create vHBA ?

Name - vHBA4
Use vHBA Template : ]

Redundancy Pair : O Peer Name :

vHBA Template ‘ Backup-vHBA-B w Create vHBA Template

Adapter Performance Profile

Adapter Policy : Create Fibre Channel Adapter Policy

29. Click OK.
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Create SAN Connectivity Policy ? X

Name : |CVLT_SP_SANM

Description : | Commvault ScaleProtect SAN Connectivity Policy

A server is identified on a SAN by its World Wide Node Name [WWNN). Specify how the system should assign 2 WWHNN to the server
associated with this profile.
World Wide Node Name

WWNN Assignment: WWHNN-Pool(64/64) v
Create WWHNN Pool

The WWNN will be assigned from the selected pool.
The availableftotal WWNNs are displayed after the pool name.

Name WWPN

p vHBA vHEA4 Dernved

p vHBA vHBA3 Derived

p vHBA vHBEAZ Dernved

p vHBA vHBA1 Derived
(*) Add

30. Click OK again toaccept creating the SAN connectivity policy.

Cisco UCS C220 Mg Server Storage Setup

The following procedures describe how to configure the Cisco UCS C220 M5 Server's disk storage.

LUN Cleanup
For any Cisco UCS C220 server nodes that had LUNs created from previous Service Profile associations, there will be LUNs
existing on those server nodes inan orphaned state preventing use of the disks from those LUNs to a new Service Profile
association.

To clear up orphaned LUNS, follow these steps:

1. In Cisco UCS Manager, click Equipment within the Navigation Pane and click the server node from the displayed list to
clear LUNs from.

2. Within that server node, click the Inventory tab, then the Storage tab within that, and finally the LUNs tab of the Stor-
age tab of the server node.
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3. Select each of the Orphaned LUNs, and right-click the Delete Orphaned LUN option.

4. Click Yes to confirm the action and click OK to continue.

ScaleProtect with Cisco UCS Server Storage Profile

The Storage Profile consists of Storage Polices used for creating Local LUNs out of allocated disks.

The next steps are dependent onthe available disk drives on the Cisco UCS C220 M5 used for ScaleProtect with Cisco UCS.
To complete the storage configuration, you need to identify the physical disks available for the operating system
installation and disk library. For a configuration with 4 disk drives for disk library, use the steps presented here.

The Cisco UCS C220rack server will use a storage profile similar to that for the Cisco UCS S3260 Storage Server, but it will
not need a controller definition, because the C220in the environment has all disks in front-facing drive slots. Two disk
policies need to be created for local LUNs to use for the boot device and disk library for the MediaAgent, and others can be
created if additional local LUNs are needed. The ScaleProtect with Cisco UCS architecture with the Cisco UCS C220 Mg
servers uses the internal M.2 SSD drives. These drives are managed by the software RAID controller in Cisco UCS, and
server will boot tothe internal M.2 SSDs in a software RAID 1 configuration.

The storage profile consists of storage polices used for creating local LUNs from the allocated disks (disk group policies).
Since the Cisco UCS C220 Mg server for ScaleProtect with Cisco UCS uses internal M.2 SSDs for boot and th