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Executive Summary

Executive Summary

Today’s data centers are heterogeneous, and most administrators want to avoid siloed data protection for each
application or infrastructure stack. Customers need data protection to work across the enterprise and for recovery
to be self-service, easy, and fast—whether the data is local or remote. While enterprise applications have been
migrating to centralized data centers and to the cloud, the Internet edge has been moving to branch and remote
locations closer to users, 0T devices, and organizational touch points. With several distributed end points, failure
protection and disaster recovery of these end points has become even more challenging.

Cisco HyperFlex Edge helps you meet the unique challenges of deploying simplified, hyperconverged
environments for multisite, distributed computing with global scale. It incorporates key features optimized to lower
cost and reduce space consumption. Customers can choose clusters with two or three nodes for ease of meeting
a wide range of edge-location computing, GPU acceleration, and storage requirements.

The Cisco HyperFlex™ Systems solution together with Veeam Availability Suite enables a flexible, agile, and
scalable platform that is easy to deploy and protects mission critical applications at all times. Cisco and Veeam
have partnered to extend this solution to protect Remote Office and Branch Office (ROBO) or HyperFlex Edge
locations, which enables backup, restore and replicate, virtualized workloads running on Cisco HyperFlex Edge,
utilizing Veeam Availability Suite deployed on Cisco UCS S3260 Storage Server and Cisco UCS C240 LFF Rack
Server. More importantly, customers can manage all data protection use cases from a single Veeam Management
Console deployed on the primary Data Center.

Veeam and Cisco's solution helps customers realize the full potential of virtualization and hyper converged
infrastructures at remote locations, by simplifying management to minimize risk, decrease downtime, and easily
adapt to business demands. IT administrators can leverage policy-based controls for smarter data protection to
recover the data they want, when they want it, enabling organizations to confidently deploy a high performance,
compatible solution that has been tested and validated by Cisco and Veeam experts.

This Cisco Validated Design (CVD), Cisco HyperFlex Edge Protection with Veeam Backup & Replication, is a
certified solution built on a modern architecture that delivers fast, reliable recovery, reduced total cost of
ownership (TCO) and a better user experience, and addresses the challenge of delivering agile protection for
Cisco HyperFlex platform. This solution utilizes Cisco components such as Cisco Intersight, Cisco UCS Manager,
Cisco Fabric Interconnect, Cisco HyperFlex Data Platform, Cisco HyperFlex HX220c¢c and HX240c¢ nodes, Cisco
Nexus 9000 series networking and Cisco UCS S3260 Storage Server.

A Cisco Validated Design (CVD) and pre-validated reference architectures facilitate faster, more reliable, and more
predictable customer deployments:

e FEach CVD has been extensively tested, validated, and documented by Cisco and partner experts
e (CVD's minimize both integration and performance risks to ensure always-on availability in the enterprise

From design to configuration, instructions to bill of materials (BOMs), CVDs provide everything businesses need to
deploy the solutions in the most efficient manner; everything is clearly and precisely explained.



Solution Overview

Solution Overview
]

Introduction

Designed specifically for virtual environments, Data Protection for Cisco HyperFlex Edge Systems with Veeam
Availability Suite is integrated with VMware vSphere, helping ensure consistent and reliable virtual machine
recovery.

The Cisco HyperFlex solution delivers next generation hyperconvergence in a data platform to offer end-to-end
simplicity for faster IT deployments, unifying computing, networking, and storage resources. The Cisco HyperFlex
solution is built on the Cisco Unified Computing System™ (Cisco UCS®) platform and adheres to a data center
architecture supporting traditional, converged, and hyperconverged systems with common policies and
infrastructure management. The Cisco HyperFlex HX Data Platform is a purpose-built, high-performance,
distributed file system delivering a wide range of enterprise-class data management and optimization services.
This platform redefines distributed storage technology, expanding the boundaries of hyperconverged infrastructure
with its independent scaling, continuous data optimization, simplified data management, and dynamic data
distribution for increased data availability. This agile system is easy to deploy and manage, scales as your business
needs change, and provides the first level of data availability. However, as with most systems, a second layer of
protection that is equally agile is recommended. Veeam Availability Suite can meet this need.

Veeam is an industry leader in the data protection market. In the era of Digital Transformation, Veeam recognizes
the new challenges companies across the globe face in enabling data to be available 24.7.365. As data volumes
explode, the value of data continues to exponentially increase and data center strategies evolve to keep up with
the needs of the business, customers need a data management platform that solves for today’s needs while
seamlessly supporting future data center strategies. Veeam consistently pushes the envelope in bringing
sophisticated backup and disaster recovery functionality to enterprises and cloud providers

Veeam® Backup & Replication™ helps business achieve comprehensive data protection for ALL workloads —
cloud, virtual and physical. With a single console, achieve fast, flexible and reliable backup, recovery and
replication of all applications and data, on-premises or in the cloud.

Audience

The intended audience for this document includes, but is not limited to, sales engineers, field consultants,
professional services, IT managers, partner engineering, and customers looking to provision backup, recovery and
replication of virtualized application on Cisco HyperFlex Clusters deployed across data centers or in Cisco
HyperFlex Edge clusters deployed in several Remote Offices, across different geographies.

Purpose of this Document

This document elaborates on design, deployment, configuration and best practices for protecting Cisco HyperFlex
Edge deployments with Veeam Availability Suite and Cisco UCS 53260 Storage Server.

\What’s New in this Release?

The last version of the CVD was published in March 2018, which elaborated on protection of multi-site HyperFlex
deployment with HyperFlex Data Platform version 2.5(1b) and Veeam 9.5 update2. This version of CVD elaborates
on protection of Cisco HyperFlex Edge Clusters with HyperFlex Data Platform Version 4.0(1b) and Veeam 9.5
update 4.
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Solution Summary

This solution for protection of Cisco HyperFlex Edge with Cisco UCS S3260 Storage Server and Veeam Availability
Suite delivers reliable and fast Backup, Restore and Replication of application VMs residing on multisite Cisco
HyperFlex Edge Clusters. The solution extends across the following:

e HyperFlex clusters deployed across Data Center and protected locally on each of the location.

e HyperFlex Edge cluster deployed across different locations through Cisco Intersight and application VMs on
Edge Clusters protected through remote Backup with Veeam Proxy deployed on HyperFlex Edge clusters
and Veeam Proxy, Repository and Management Console deployed on Cisco UCS S3260 Storage Server in
the primary Data Center.

e HyperFlex Edge cluster deployed across different locations through Cisco Intersight and application VMs on
Edge Clusters protected through local Backup with Veeam Proxy and Repository deployed on HyperFlex
Edge clusters with Veeam Backup Copy Jobs executed between HyperFlex Edge clusters and Veeam
Proxy, Repository and Management Console deployed on Cisco UCS 53260 Storage Server in the primary
Data Center.

o Replication of application VMs deployed on HyperFlex Edge cluster to HyperFlex Cluster deployed on the
primary Data Center.

This solution can be accurately sized in accordance with present demands of enterprise deployments and
thereafter can be scaled as per the future growth projections.

Veeam Availability Suite comprises of Veeam Repository, Veeam Proxy and Veeam Backup Server all reside on a
single Cisco UCS 53260 Storage Server which provides up to 784 TB of raw storage capacity.

Figure 1 provides a high-level view of Cisco HyperFlex with Veeam Backup & Replication Server deployed on
Cisco UCS S3260 Storage Server and Veeam Proxy and Repository deployed on HyperFlex Edge Clusters with
local or remote backups. In additions, application VMs provisioned on HyperFlex Edge clusters are replicated with
Veeam to primary HyperFlex clusters in accordance with the Veeam replication schedule, administered in
accordance with network latencies across HyperFlex Edge site and HyperFlex primary site.



Solution Overview

Figure 1  Cisco HyperFlex Edge Protection with Veeam Backup & Replication
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Technology Overview
I ————————————

Cisco Unified Computing System

Cisco Unified Computing System (Cisco UCS) is a next-generation data center platform that integrates computing,
networking, storage access, and virtualization resources into a cohesive system designed to reduce total cost of
ownership and increase business agility. The system integrates a low-latency, lossless 10-100 Gigabit Ethernet
unified network fabric with enterprise-class, x86-architecture servers. The system is an integrated, scalable,
multi-chassis platform with a unified management domain for managing all resources.

Cisco Unified Computing System consists of the following subsystems:

o Compute - The compute piece of the system incorporates servers based on the Second-Generation Intel®
Xeon® Scalable processors. Servers are available in blade and rack form factor, managed by Cisco UCS
Manager.

e Network - The integrated network fabric in the system provides a low-latency, lossless, 10/25/40/100
Gbps Ethernet fabric. Networks for LAN, SAN and management access are consolidated within the fabric.
The unified fabric uses the innovative Single Connect technology to lowers costs by reducing the number of
network adapters, switches, and cables. This in turn lowers the power and cooling needs of the system.

e Virtualization - The system unleashes the full potential of virtualization by enhancing the scalability,
performance, and operational control of virtual environments. Cisco security, policy enforcement, and
diagnostic features are now extended into virtual environments to support evolving business needs.

e Storage access - Cisco UCS system provides consolidated access to both SAN storage and Network
Attached Storage over the unified fabric. This provides customers with storage choices and investment
protection. Also, the server administrators can pre-assign storage-access policies to storage resources, for
simplified storage connectivity and management leading to increased productivity.

e Management: The system uniquely integrates compute, network and storage access subsystems, enabling
it to be managed as a single entity through Cisco UCS Manager software. Cisco UCS Manager increases IT
staff productivity by enabling storage, network, and server administrators to collaborate on Service Profiles
that define the desired physical configurations and infrastructure policies for applications. Service Profiles
increase business agility by enabling IT to automate and provision resources in minutes instead of days.

Cisco UCS Differentiators

Cisco Unified Computing System is revolutionizing the way servers are managed in the datacenter. The following
are the unique differentiators of Cisco Unified Computing System and Cisco UCS Manager:

e Embedded Management — In Cisco UCS, the servers are managed by the embedded firmware in the Fabric
Interconnects, eliminating need for any external physical or virtual devices to manage the servers.

e Unified Fabric —In Cisco UCS, from blade server chassis or rack servers to Fl, there is a single Ethernet
cable used for LAN, SAN and management traffic. This converged 1/O results in reduced cables, SFPs and
adapters - reducing capital and operational expenses of the overall solution.

e Auto Discovery — By simply inserting the blade server in the chassis or connecting the rack server to the
fabric interconnect, discovery and inventory of compute resources occurs automatically without any
management intervention. The combination of unified fabric and auto-discovery enables the wire-once

11
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architecture of Cisco UCS, where compute capability of Cisco UCS can be extended easily while keeping
the existing external connectivity to LAN, SAN and management networks.

e Policy Based Resource Classification — Once a compute resource is discovered by Cisco UCS Manager, it
can be automatically classified to a given resource pool based on policies defined. This capability is useful in
multi-tenant cloud computing. This CVD showcases the policy-based resource classification of Cisco UCS
Manager.

e Combined Rack and Blade Server Management — Cisco UCS Manager can manage Cisco UCS B-series
blade servers and Cisco UCS C-series rack servers under the same Cisco UCS domain. This feature, along
with stateless computing makes compute resources truly hardware form factor agnostic.

e Model based Management Architecture — The Cisco UCS Manager architecture and management database
is model based, and data driven. An open XML APl is provided to operate on the management model. This
enables easy and scalable integration of Cisco UCS Manager with other management systems.

e Policies, Pools, Templates — The management approach in Cisco UCS Manager is based on defining
policies, pools and templates, instead of cluttered configuration, which enables a simple, loosely coupled,
data driven approach in managing compute, network and storage resources.

e [oose Referential Integrity — In Cisco UCS Manager, a service profile, port profile or policies can refer to
other policies or logical resources with loose referential integrity. A referred policy cannot exist at the time of
authoring the referring policy or a referred policy can be deleted even though other policies are referring to
it. This provides different subject matter experts to work independently from each other. This provides great
flexibility where different experts from different domains, such as network, storage, security, server and
virtualization work together to accomplish a complex task.

e Policy Resolution — In Cisco UCS Manager, a tree structure of organizational unit hierarchy can be created
that mimics the real-life tenants and/or organization relationships. Various policies, pools and templates can
be defined at different levels of organization hierarchy. A policy referring to another policy by name is
resolved in the organizational hierarchy with closest policy match. If no policy with specific name is found in
the hierarchy of the root organization, then the special policy named “default” is searched. This policy
resolution practice enables automation friendly management APIs and provides great flexibility to owners of
different organizations.

e Service Profiles and Stateless Computing — A service profile is a logical representation of a server, carrying
its various identities and policies. This logical server can be assigned to any physical compute resource as
far as it meets the resource requirements. Stateless computing enables procurement of a server within
minutes, which used to take days in legacy server management systems.

e Built-in Multi-Tenancy Support — The combination of policies, pools and templates, loose referential
integrity, policy resolution in the organizational hierarchy and a service profiles-based approach to compute
resources makes Cisco UCS Manager inherently friendly to multi-tenant environments typically observed in
private and public clouds.

e Extended Memory — The enterprise-class Cisco UCS Blade server extends the capabilities of the Cisco
Unified Computing System portfolio in a half-width blade form factor. It harnesses the power of the latest
Intel® Xeon® Scalable Series processor family CPUs and Intel® Optane DC Persistent Memory (DCPMM)
with up to 18TB of RAM (using 256GB DDR4 DIMMs and 512GB DCPMM).

e Simplified QoS — Even though Fibre Channel and Ethernet are converged in the Cisco UCS fabric, built-in
support for QoS and lossless Ethernet makes it seamless. Network Quality of Service (QoS) is simplified in
Cisco UCS Manager by representing all system classes in one GUI panel.

12



Technology Overview

Cisco UCS Manager

Cisco UCS Manager (UCSM) provides unified, integrated management for all software and hardware components
in Cisco UCS. Using Cisco Single Connect technology, it manages, controls, and administers multiple chassis for
thousands of virtual machines. Administrators use the software to manage the entire Cisco Unified Computing
System as a single logical entity through an intuitive graphical user interface (GUI), a command-line interface (CLI),
or a through a robust application programming interface (API).

Cisco UCS Manager is embedded into the Cisco UCS Fabric Interconnects and provides a unified management
interface that integrates server, network, and storage. Cisco UCS Manger performs auto-discovery to detect
inventory, manage, and provision system components that are added or changed. It offers comprehensive set of
XML API for third party integration, exposes thousands of integration points and facilitates custom development for
automation, orchestration, and to achieve new levels of system visibility and control.

Cisco UCS™ Manager 4.0 provides unified, embedded management of all software and hardware components of
the Cisco Unified Computing System™ (Cisco UCS) across multiple chassis and Cisco UCS servers. Cisco UCS
Manager4.0 is a unified software release for all supported Cisco UCS hardware platforms. Release 4.0 enables
support for UCS 6454 Fabric Interconnects, VIC 1400 series adapter cards on Cisco UCS M5 servers and
Second-Generation Intel® Xeon® Scalable processor refresh and Intel® Optane™ Data Center persistent memory
modules on UCS Intel-based M5 servers.

For more information on Cisco UCS Manager Release 4.0 refer to the Release Notes page.

Cisco Intersight

Cisco Intersight is Cisco’s new systems management platform that delivers intuitive computing through cloud-
powered intelligence. This platform offers a more intelligent management level and enables IT organizations to
analyze, simplify and automate their IT environments in ways that were not possible with prior generations of tools.
This capability empowers organizations to achieve significant savings in Total Cost of Ownership (TCO) and to
deliver applications faster to support new business initiatives.

The Cisco UCS platform uses model-based management to provision servers and fabric automatically, regardless
of form factor. Cisco Intersight works in conjunction with Cisco UCS Manager and the Cisco Integrated
Management Controller (IMC). By simply associating a model-based configuration with a resource through service
profiles, your IT staff can consistently align policy, server personality, and workloads. These policies can be
created once and used by IT staff with minimal effort to deploy servers. The result is improved productivity and
compliance and lower risk of failures due to inconsistent configuration.

Cisco Intersight will be integrated with data center, hybrid cloud platforms and services to securely deploy and
manage infrastructure resources across data center and edge environments. In addition, Cisco will provide future
integrations to third-party operations tools to allow customers to use their existing solutions more effectively.

Cisco Intersight manages all Cisco UCS servers and switches in the solution and offers cloud-based, centralized
management of Cisco UCS servers across all Enterprise locations and delivers unique capabilities such as:

e Integration with Cisco TAC for support and case management

e Proactive, actionable intelligence for issues and support based on telemetry data

e Compliance check through integration with Cisco Hardware Compatibility List (HCL)
e Centralized service profiles for policy-based configuration

For more information about Cisco Intersight and the different editions, go to: Cisco Intersight - Manage your
systems anywhere.
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Cisco UCS Fabric Interconnects

The Cisco UCS Fabric Interconnects (FIs) provide a single point for connectivity and management for the entire
Cisco UCS system. Typically deployed as an active-active pair, the systems fabric interconnects integrate all
components into a single, highly-available management domain controlled by the Cisco UCS Manager. Cisco UCS
Fls provide a single unified fabric for the system, with low-latency, lossless, cut-through switching that supports
LAN, SAN and management traffic using a single set of cables.

The 3 generation (6300) Fabric Interconnect deliver options for both high workload density, as well as high port
count, with both supporting either Cisco UCS B-Series blade servers, or Cisco UCS C-Series rack mount servers.
The Fabric Interconnect models featured in this design is Cisco UCS 6332-16UP Fabric Interconnect which is a
1RU 40GbE/FCoE switch and 1/10 Gigabit Ethernet, FCoE and FC switch offering up to 2.24 Tbhps throughput.
The switch has 24x40Gbps fixed Ethernet/FCoE ports with unified ports providing 16x1/10Gbps Ethernet/FCoE or
4/8/16Gbps FC ports. This model is aimed at FC storage deployments requiring high performance 16Gbps FC

connectivity to Cisco MDS switches or FC direct attached storage.
Figure 2  Cisco UCS 6332-16UP Fabric Interconnect

See the Solution Design section for additional information on Fabric Interconnects.

The Cisco UCS 6454 54-Port Fabric Interconnect is a One-Rack-Unit (1RU) 10/25/40/100 Gigabit Ethernet,
FCoE and Fibre Channel switch offering up to 3.82 Tbps throughput and up to 54 ports. The switch has 28
10/25-Gbps Ethernet ports, 4 1/10/25-Gbps Ethernet ports, 6 40/100-Gbps Ethernet uplink ports and 16 unified
ports that can support 10/25-Gbps Ethernet ports or 8/16/32-Gbps Fibre Channel ports. All Ethernet ports are
capable of supporting FCoE.

Figure 3  Cisco UCS Fabric Interconnect 6454
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Cisco UCS 53260 Storage Server

The Cisco UCS S3260 Storage Server (3) is a modular, high-density, high-availability dual-node rack server well
suited for service providers, enterprises, and industry-specific environments. It addresses the need for dense,
cost-effective storage for the ever-growing amounts of data. Designed for a new class of cloud-scale
applications and data-intensive workloads, it is simple to deploy and excellent for big data, software-defined
storage, and data-protection environments.

14



Technology Overview

Figure 4  Cisco UCS S3260 Storage Server

The Cisco UCS S3260 server helps you achieve the highest levels of data availability and performance. With dual-
node capability that is based on the 2nd Gen Intel® Xeon® Scalable and Intel Xeon Scalable processor, it features
up to 840 TB of local storage in a compact 4-Rack-Unit (4RU) form factor. The drives can be configured with
enterprise-class Redundant Array of Independent Disks (RAID) redundancy or with a pass-through Host Bus
Adapter (HBA) controller. Network connectivity is provided with dual-port 40-Gbps nodes in each server, with
expanded unified 1/O capabilities for data migration between Network-Attached Storage (NAS) and SAN
environments. This storage-optimized server comfortably fits in a standard 32-inch-depth rack, such as the
Cisco® R 42610 Rack.

You can deploy Cisco UCS S-Series Storage Servers as standalone servers or as part of a Cisco UCS managed
environment to take advantage of Cisco® standards-based unified computing innovations that can help reduce
your TCO and increase your business agility.

The Cisco UCS S3260 uses a modular server architecture that, using Cisco’s blade technology expertise, allows
you to upgrade the computing or network nodes in the system without the need to migrate data from one system
to another. It delivers:

e Dual 2-socket server nodes based on 2nd Gen Intel Xeon Scalable and Intel Xeon Scalable processors with
up to 48 cores per server node

e Upto 1.5 TB of DDR4 memory per M5 server node and up to 1 TB of Intel Optane™ DC Persistent Memory
e Support for high-performance Nonvolatile Memory Express (NVMe) and flash memory

e Massive 840-TB data storage capacity that easily scales to petabytes with Cisco UCS Manager software

e Policy-based storage management framework for zero-touch capacity on demand

e Dual-port 40-Gbps system /O controllers with a Cisco UCS Virtual Interface Card 1300 platform
embedded chip or PCle-based system 1/O controller for Quad Port 10/25G Cisco VIC 1455 or Dual Port
100G Cisco VIC 1495

e Unified I/O for Ethernet or Fibre Channel to existing NAS or SAN storage environments

Cisco UCS C240 M5 LFF Server

The Cisco UCS C240 M5 LFF server extends the capabilities of the Cisco Unified Computing System portfolio in a
2U form factor with the addition of the Intel® Xeon® Processor Scalable Family, 24 DIMM slots for 2666-MHz or
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2933-MHz DIMMSs with capacity points up to 128 GB, 2666-MHz DCPMMs with capacity points up to 512 GB, up
to 6 PCI Express (PCle) 3.0 slots, and up to 12 front-facing internal LFF drives. The Cisco UCS C240 M5 LFF
server also includes one dedicated internal slot for a 12G SAS storage controller card.

The latest update includes support for 2nd Generation Intel® Xeon® Scalable Processors, 2933-MHz DDR4
memory, and the new 512GB Intel® OptaneTM DC Persistent Memory Modules (DCPMMs). With this combination
of features, up to 9 TB of memory is possible (using 12 x 256 GB DDR4 DIMMs and 12 x 512 GB DCPMMs).

The Cisco UCS C240 M5 server includes a dedicated modular LAN on motherboard (mLOM) slot for installation of
a Cisco Virtual Interface Card (VIC) or third-party network interface card (NIC) without consuming a PCl slot, in
addition to 2 x 10 Intel xX550 10Gbase-T embedded (on the motherboard) LOM ports. The Cisco UCS C240 M5
server can be used standalone, or as part of the Cisco Unified Computing System, which unifies computing,
networking, management, virtualization, and storage access into a single integrated architecture enabling end-to-
end server visibility, management, and control in both bare metal and virtualized environments.

Figure 5 Cisco C240 M5 LFF Server
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Cisco UCS VIC 1457 MLOM Interface Card

The Cisco UCS VIC 1457 Card is a quad-port Enhanced Small Form-Factor Pluggable (SFP+) 10/25-Gbps
Ethernet and Fibre Channel over Ethernet (FCoE)-capable PCI Express (PCle) modular LAN-on-motherboard
(mMLOM) adapter installed in the Cisco UCS C-Series Rack Servers. The Cisco UCS VIC 1457 is used in
conjunction with the Cisco UCS 6454 model Fabric Interconnects. The mLOM slot can be used to install a Cisco
VIC without consuming a PCle slot, which provides greater I/O expandability. It incorporates next-generation
converged network adapter (CNA) technology from Cisco, providing investment protection for future feature
releases. The card enables a policy-based, stateless, agile server infrastructure that can present up to 256 PCle
standards-compliant interfaces to the host, each dynamically configured as either a network interface card (NICs)
or host bus adapter (HBA). The personality of the interfaces is set programmatically using the service profile
associated with the server. The number, type (NIC or HBA), identity (MAC address and World Wide Name
[WWN]), failover policy, adapter settings, bandwidth, and quality-of-service (QoS) policies of the PCle interfaces
are all specified using the service profile.
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Figure 6 Cisco UCS VIC 1457 mLOM Card

Cisco HyperFlex Data Platform Software

The Cisco HyperFlex delivers a new generation of flexible, scalable, enterprise-class hyperconverged solutions.
The solution also delivers storage efficiency features such as thin provisioning, data deduplication, and
compression for greater capacity and enterprise-class performance. Additional operational efficiency is facilitated
through features such as cloning and snapshots.

The complete end-to-end hyperconverged solution provides the following benefits to customers:

e Simplicity: The solution is designed to be deployed and managed easily and quickly through familiar tools
and methods. No separate management console is required for the Cisco HyperFlex solution.

e Centralized hardware management: The cluster hardware is managed in a consistent manner by Cisco
Intersight. Cisco Intersight also provides a single console for solution management, including firmware
management. Cisco HyperFlex HX Data Platform clusters are managed through a plug-in to VMware
vCenter, or through HyperFlex Connect, a native HTML5 Ul

e High availability: Component redundancy is built into most levels at the node. Cluster-level tolerance of
node and network failures is implemented as well.

e Enterprise-class storage features: Complementing the other management efficiencies are features such as
thin provisioning, data deduplication, compression, cloning, and snapshots to address concerns related to
overprovisioning of storage.

e Flexibility with a " pay-as-you-grow" model: Customers can purchase the exact amount of computing and
storage they need and expand one node at a time up to the supported cluster node limit.

e Agility to support different workloads: Support for both hybrid and all-flash models allows customers to
choose the right platform configuration for capacity-sensitive applications or performance-sensitive
applications according to budget requirements.

The Cisco HyperFlex HX Data Platform is a purpose-built, high-performance, distributed file system with a wide

array of enterprise-class data management services. The data platforms innovations redefine distributed storage
technology, exceeding the boundaries of first-generation hyperconverged infrastructures. The data platform has
all the features that you would expect of an enterprise shared storage system, eliminating the need to configure
and maintain complex Fibre Channel storage networks and devices. The platform simplifies operations and helps
ensure data availability. Enterprise-class storage features include the following:
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Replication of all written data across the cluster so that data availability is not affected if single or multiple
components fail (depending on the failure scenario).

Deduplication is always on, helping reduce storage requirements in which multiple operating system
instances in client virtual machines result in large amounts of duplicate data.

Compression further reduces storage requirements, reducing costs, and the log- structured file system is
designed to store variable-sized blocks, reducing internal fragmentation.

Thin provisioning allows large volumes to be created without requiring storage to support them until the
need arises, simplifying data volume growth and making storage a “pay as you grow” proposition.

Fast, space-efficient clones rapidly replicate virtual machines simply through metadata operations.

Snapshots help facilitate backup and remote-replication operations: needed in enterprises that require
always-on data availability.

The HX Data Platform can be administered through a VMware vSphere web client plug-in or through the HTML5-
based native Cisco HyperFlex Connect management tool. Additionally, since the HX Data Platform Release 2.6,
Cisco HyperFlex systems can also be managed remotely by the Cisco Intersight™ cloud-based management
platform. Through the centralized point of control for the cluster, administrators can create datastores, monitor the
data platform health, and manage resource use.

Cisco HyperFlex Connect HTML5 Management Web Page

A HTML 5 based Web Ul is available for use as the primary management tool for Cisco HyperFlex. Through this
centralized point of control for the cluster, administrators can create volumes, monitor the data platform health,
and manage resource use. Administrators can also use this data to predict when the cluster will need to be
scaled. To use the HyperFlex Connect Ul, connect using a web browser to the HyperFlex cluster IP address:
http://<hx controller cluster ip>.

Figure 7 HyperFlex Connect GUI
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Cisco HyperFlex HX Data Platform Administration Plug-in
The Cisco HyperFlex HX Data Platform is also administered secondarily through a VMware vSphere web client

plug-in.
Figure 8  HyperFlex Web Client Plug-in
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Cisco HyperFlex HX Data Platform Controller

A Cisco HyperFlex HX Data Platform controller resides on each node and implements the distributed file system.
The controller runs as software in user space within a virtual machine, and intercepts and handles all I/O from the
guest virtual machines. The Storage Controller Virtual Machine (SCVM) uses the VMDirectPath 1/O feature to
provide PCI passthrough control of the physical servers SAS disk controller. This method gives the controller VM
full control of the physical disk resources, utilizing the SSD drives as a read/write caching layer, and the HDDs or
SDDs as a capacity layer for distributed storage. The controller integrates the data platform into the VMware
vSphere cluster using three preinstalled VMware ESXi vSphere Installation Bundles (VIBs) on each node:

e |0 Visor: This VIB provides a network file system (NFS) mount point so that the ESXi hypervisor can access
the virtual disks that are attached to individual virtual machines. From the hypervisors perspective, it is
simply attached to a network file system. The 10 Visor intercepts guest VM 1O traffic, and intelligently

redirects it to the HyperFlex SCVMs.

e VMware API for Array Integration (VAAI): This storage offload API allows vSphere to request advanced file
system operations such as snapshots and cloning. The controller implements these operations via
manipulation of the filesystem metadata rather than actual data copying, providing rapid response, and thus

rapid deployment of new environments.

e stHypervisorSve: This VIB adds enhancements and features needed for HyperFlex data protection and VM

replication.
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Cisco HyperFlex Storage Integration with Veeam

Veeam Backup & Replication integrates with HyperFlex by calling Cisco’s native snapshot APIs which improve the
performance of backup and replication of VMware vSphere VMs hosted on Cisco HyperFlex. HyperFlex snapshots
leverage VMware vSphere Storage APIs Array Integration (VAAI), which enables VMware vSphere ESXi hosts to
communicate with storage devices and offload storage operations such as snapshot creation and cloning to the
storage controller. Veeam Backup & Replication can use HyperFlex Snapshots for VM data processing, which
helps speed up backup and replication operations, reduce impact of backup and replication activities on the
production environment and improve Recovery Point Objectives (RPO). During the Backup or Replication process,
Veeam processes application aware consistency with the Agentless VM Ingest processing and uses the HyperFlex
Snapshots to preserve this stage for backup. Cisco’s integration into VMware allow Veeam to completely avoid the
usage of VMware VM Snapshots.

Figure 9  Data Flow for Veeam Backup from HyperFlex Snapshots
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Veeam Availability Suite

Veeam is an industry leader in the data protection market. It delivers Availability for Any App, Any Data, Across Any
Cloud Veeam® Availability Suite™ delivers Availability for ALL workloads — cloud, virtual and physical — from a
single management console. Meet your service-level and data center Availability objectives across your
organization. Veeam Availability Suite is the premier solution, providing the industry leading data protection
capabilities of Veeam Backup & Replication™, paired with the advanced monitoring and reporting of Veeam ONE™
for holistic coverage of all workloads.

Backup

Veeam Backup & Replication operates at the virtualization layer and uses an image-based approach for VM
backup. To retrieve VM data, no agent software needs to be installed inside the guest OS. Instead, Veeam Backup
& Replication leverages vSphere snapshot capabilities and Application Aware Processing. When a new backup
session starts, a snapshot is taken to create a cohesive point-in-time copy of a VM including its configuration, OS,
applications, associated data, system state and so on. Veeam Backup & Replication uses this point-in-time copy
to retrieve VM data. Image-based backups can be used for different types of recovery, including full VM recovery,
VM file recovery, Instant VM Recovery, file-level recovery and application item recovery.
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Use of the image-based approach allows Veeam Backup & Replication to overcome shortfalls and limitations of
traditional backup. It also helps streamline recovery verification and the restore process — to recover a single VM,
there is no need to perform multiple restore operations. Veeam Backup & Replication uses a cohesive VM image
from the backup to restore a VM to the required state without the necessity for manual reconfiguration and
adjustment. In Veeam Backup & Replication, backup is a job-driven process where one backup job can be used to
process one or more VMs. A job is a configuration unit of the backup activity. Essentially, the job defines when,
what, how and where to back up. It indicates what VMs should be processed, what components should be used
for retrieving and processing VM data, what backup options should be enabled and where to save the resulting
backup file. Jobs can be started manually by the user or scheduled to run automatically. The resulting backup file
stores compressed and deduplicated VM data. Compression and Deduplication is done by the Veeam Proxy
server.

Regardless of the Backup method you use, the first run of a job creates a full backup of VM image. Subsequent
job runs are incremental — Veeam Backup & Replication copies only those data blocks that have changed since
the last backup job run. To keep track of changed data blocks, Veeam Backup & Replication uses different
approaches, including the VMware Changed Block Tracking (CBT) technology.

Changed Block Tracking

To perform incremental backup, Veeam Backup & Replication needs to know which data blocks have changed
since the previous job run.

Figure 10 Change Block Tracking
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For VMware VMs with hardware version 7 or later, Veeam Backup & Replication employs VMware vSphere
Changed Block Tracking (CBT) — a native VMware feature. Instead of scanning VMFS, Veeam Backup &
Replication queries CBT on vSphere through VADP and gets the list of blocks that have changed since the last run
of this job. Use of CBT increases the speed and efficiency of block-level incremental backups. CBT is enabled by
default; if necessary, you can disable it in the settings of a specific backup job.

Restore

Veeam Backup & Replication offers several recovery options for various disaster recovery scenarios:
e Veeam Explorer enables you to restore Single Application specific items

e Instant VM Recavery enables you to instantly start a VM directly from a backup file

e [Full VM recovery enables you to recover a VM from a backup file to its original or another location

o VM file recovery enables you to recover separate VM files (virtual disks, configuration files and so on)

e Virtual drive restore enables you to recover a specific hard drive of a VM from the backup file, and attach it
to the original VM or to a new VM
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e Windows file-level recovery enables you to recover individual Windows guest OS files (from FAT, NTFS and
ReFS file systems)

e Multi-0S file-level recovery enables you to recover files from 15 different guest OS file systems

Veeam Backup & Replication uses the same image-level backup for all data recovery operations. You can restore
VMSs, VM files and drives, application objects and individual guest OS files to the most recent state or to any
available restore point.

VVeeam Explorer

Veeam Explorers are tools included in all editions of Veeam Backup & Replication. As of v9 and restore application
items directly from VM backups and replicas. It provides fast and effortless Active Directory, Exchange,
SharePoint, SQL Server and Oracle recovery without needing to provision extra storage, deploy agents, restore an
entire virtual machine (VM) for granular recovery or spin anything up in an isolated network. This includes powerful,
easy-to-use and affordable eDiscovery and granular recovery for:

e Microsoft Active Directory: Search and restore all Active Directory object types (e.g., users, groups,
computer accounts, contacts, expiring links), Group Policy Objects (GPQOs), Active Directory-integrated
Microsoft DNS records and Configuration Partition objects.

e Microsoft Exchange: Get instant visibility into Exchange 2010, 2013 and 2016 backups, advanced search
capabilities and quick recovery of individual Exchange items (e.g., emails, contacts, notes, etc.), Online
Archive mailboxes, Purges folder support and hard-deleted (i.e., permanently deleted) items; eDiscovery
features include detailed export reports and export size estimation based on query search criteria.

e Microsoft SharePoint: Get instant visibility into SharePoint 2010, 2013 and 2016 backups, search for and
quickly restore full SharePoint sites, item permissions and specific files. Export recovered items directly to
their original SharePoint server or send them as an email attachment.

e Microsoft SQL Server: Get fast transaction- and table-level recovery of SQL databases, including agentless
transaction log backup and replay, so you can restore your SQL databases to a precise point in time and
achieve low RTPO.

e QOracle: Get transaction-level recovery of Oracle databases including agentless transaction log backup, so
you can restore your Oracle databases to a precise point in time, self-service restore and restore via
PowerShell.

# Each Explorer has a corresponding User guide.

Instant VM Recovery

With instant VM recovery, you can immediately restore a VM into your production environment by running it
directly from the backup file. Instant VM recovery helps improve recovery time objectives (RTO), minimize
disruption and downtime of production VMs. It is like having a " temporary spare" for a VM, users remain
productive while you can troubleshoot an issue with the failed VM.

When instant VM recovery is performed, Veeam Backup & Replication uses the Veeam vPower technology to
mount a VM image to an ESX(i) host directly from a compressed and deduplicated backup file. Since there is no
need to extract the VM from the backup file and copy it to production storage, you can restart a VM from any
restore point (incremental or full) in a matter of minutes.

After the VM is back online you can use VMware storage vMotion to migrate the VM back to production storage.
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VM Object Recovery

Veeam Backup & Replication can help you to restore specific VM files (.vmdk, .vmx and others) if any of these files
are deleted or the datastore is corrupted. This option provides a great alternative to full VM restore, for example,
when your VM configuration file is missing and you need to restore it. Instead of restoring the whole VM image to
the production storage, you can restore the specific VM file only. Another data recovery option provided by Veeam
Backup & Replication is restore of a specific hard drive of a VM. If a VM hard drive becomes corrupted for some
reason (for example, with a virus), you can restore it from the image-based backup to any good-to-know point in
time.

Replication

To ensure efficient and reliable data protection in your virtual environment, Veeam Backup & Replication
complements image-based backup with image-based replication. Replication is the process of copying a VM from
its primary location (source host) to a destination location (redundant target host). Veeam Backup & Replication
creates an exact copy of the VM (replica), registers it on the target host and maintains it in sync with the original
VM.,

Replication provides the best recovery time objective (RTO) and recovery point objective (RPO) values, since you
have a copy of your VM in a ready-to-start state. That is why replication is commonly recommended for the most
critical VMs that need minimum RTOs. Veeam Backup & Replication provides means to perform both onsite
replication for high availability (HA) scenarios and remote (offsite) replication for disaster recovery (DR) scenarios.
To facilitate replication over WAN or slow connections, Veeam Backup & Replication optimizes traffic transmission
— it filters out unnecessary data blocks (such as, duplicate data blocks, zero data blocks or blocks of swap files)
and compresses replica traffic. Veeam Backup & Replication also allows you to apply network throttling rules to
prevent replication jobs from consuming the entire bandwidth available in your environment.

Replication is a job-driven process with one replication job used to process one or more VMs. You can start the
job manually every time you need to copy VM data or, if you want to run replication unattended, create a schedule
to start the job automatically. Scheduling options for replication jobs are like those for backup jobs.

WAN Acceleration

WAN accelerators are optional components in the replication infrastructure. You can use WAN accelerators if you
replicate VMs over a slow connection or over the WAN.

In the replication process, WAN accelerators are responsible for global data caching and deduplication. To use
WAN acceleration, you must deploy two WAN accelerators in the following manner:

e The source WAN accelerator must be deployed in the source side, close to the backup proxy running
the source-side Data Mover Service.

e The target WAN accelerator must be deployed in the target side, close to the backup proxy running the
target-side Data Mover Service.

Deployment Types

Veeam Backup & Replication supports several replication scenarios that depend on the location of the target host
and the data transport path.

Onsite Replication

If the source host and the target host are in the same site, you can perform onsite replication.

Onsite replication requires the following replication infrastructure components:
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e Backup proxy. In the onsite replication scenario, the source-side Data Mover Service and the target-side
Data Mover Service are started on the same backup proxy. The backup proxy must have access to the
backup server, source host, target host and backup repository holding replica metadata.

e Backup repository for storing replica metadata.

Figure 11 Veeam Backup & Replication Components and Data Movement
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In the onsite replication scenario, Veeam Backup & Replication does not perform data compression. Replication
traffic is transferred uncompressed between the two Data Mover Services started on the same backup proxy.

Offsite Replication
If the source host is in the primary site and the target host is in the DR site, you can perform offsite replication.

Offsite replication can run over two data paths:
e Direct data path

e \ia a pair of WAN accelerators

Direct Data Path

The common requirement for offsite replication is that one Data Mover Service runs in the production site, closer
to the source host, and another Data Mover Service runs in the remote DR site, closer to the target host. During
backup, the Data Mover Services maintain a stable connection, which allows for uninterrupted operation over the
WAN or slow links. For more information, see Resume on WAN Disconnect.
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Figure 12 Veeam Direct Path Replication
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WAN Accelerators
If you have a high latency WAN link, you can replicate VM data using a pair of WAN accelerators. WAN
accelerators provide advanced technologies to optimize VM data transfer:

e (lobal data caching and deduplication

e Resume on disconnect for uninterrupted data transfer

WAN accelerators add a new layer in the backup infrastructure — a layer between the source-side Data Mover
Service and the target-side Data Mover Service. The data flow goes from the source backup proxy via a pair of
WAN accelerators to the target backup proxy that, finally, transports VM data to the target host.
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Figure 13 Veeam Replication through WAN Accelerators
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In case of software or hardware malfunction, you can quickly recover a corrupted VM by failing over to its replica.
When you perform failover, a replicated VM takes over the role of the original VM. You can fail over to the latest

state of a replica or to any of its good known restore points.

In Veeam Backup & Replication, failover is a temporary intermediate step that should be further finalized. Veeam
Backup & Replication offers the following options for different disaster recovery scenarios:

e You can perform permanent failover to leave the workload on the target host and let the replica VM act as
the original VM. Permanent failover is suitable if the source and target hosts are nearly equal in terms of
resources and are located on the same HA site.

e You can perform failback to recover the original VM on the source host or in a new location. Failback is used
in case you failed over to a DR site that is not intended for continuous operations and would like to move the
operations back to the production site when the consequences of a disaster are eliminated.

Veeam Backup & Replication supports failover and failback operations for one VM and for several VMs. In case
one or several hosts fail, you can use failover plans to restore operations with minimum downtime.

Failover-Plans

If you have several VMs running interdependent applications, you need to failover them one by one, as a group.
To do this automatically, you can prepare a failover plan.

In a failover plan, you set the order in which VMs must be processed and time delays for VMs. The time delay is
an interval of time for which Veeam Backup & Replication must wait before starting the failover operation for the
next VM in the list. It helps to ensure that some VMSs, such as a DNS server, are already running at the time the
dependent VMs start. The failover plan must be created in advance. In case the primary VM group goes offline,
you can start the corresponding failover plan manually. When you start the procedure, you can choose to fail over
to the latest state of a VM replica or to any of its good known restore points.
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Planned Failover

If you know that your primary VMs are about to go offline, you can proactively switch the workload to their replicas.
A planned failover is smooth manual switching from a primary VM to its replica with minimum interrupting in
operation. You can use the planned failover, for example, if you plan to perform datacenter migration, maintenance
or software upgrade of the primary VMs. You can also perform planned failover if you have an advance notice of a
disaster approaching that will require taking the primary servers offline.

Failback

If you want to resume operation of a production VM, you can fail back to it from a VM replica. When you perform
failback, you get back from the VM replica to the original VM, shift your I/O and processes from the target host to
the production host and return to the normal operation mode.

If you managed to restore operation of the source host, you can switch from the VM replica to the original VM on
the source host. If the source host is not available, you can restore the original VM to a new location and switch
back to it.

Backup Server

Components

Veeam Availability Suite combines the backup, restore and replication capabilities of Veeam Backup & Replication™
with the advanced monitoring, reporting and capacity planning functionality of Veeam ONE™. Veeam Availability
Suite delivers everything you need to reliably protect and manage your Cisco HyperFlex VMware environment.
Veeam Backup & Replication is a modular solution that lets you build a scalable backup infrastructure for
environments of different sizes and configuration. The installation package of Veeam Backup & Replication includes
a set of components that you can use to configure the backup infrastructure. Some components are mandatory
and provide core functionality; some components are optional and can be installed to provide additional
functionality for your business and deployment needs. You can co-install all Veeam Backup & Replication
components on the same machine, physical or virtual, or you can set them up separately for a more scalable
approach.

Figure 14 shows an overview on the main Veeam components.

Figure 14 Veeam Backup & Replication Components
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Backup Server

The backup server is a Windows-based physical or virtual machine on which Veeam Backup & Replication is
installed. It is the core component in the backup infrastructure that fills the role of the “configuration and control
center”. The backup server performs all types of administrative activities:

e (Coordinates backup, replication, recovery verification and restore tasks
e Controls job scheduling and resource allocation
e Manages all Proxy and Repository servers and other components of the backup infrastructure

The backup server is used to set up and manage backup infrastructure components as well as specify global
settings for the backup infrastructure.

Figure 15 Veeam Backup Server Management
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In addition to its primary functions, a newly deployed backup server also performs the roles of the default backup
proxy and the backup repository.

The backup server uses the following services and components:

e Veeam Backup Service is a Windows service that coordinates all operations performed by Veeam Backup &
Replication such as backup, replication, recovery verification and restore tasks. The Veeam Backup Service
runs under the Local System account or account that has the Local Administrator permissions on the
backup server.

e Veeam Backup Shell provides the application user interface and allows user access to the application's
functionality.

e Veeam Guest Catalog Service is a Windows service that manages guest OS file system indexing for VMs
and replicates system index data files to enable search through guest OS files. Index data is stored in the
Veeam Backup Catalog — a folder on the backup server. The Veeam Guest Catalog Service running on the
backup server works in conjunction with search components installed on Veeam Backup Enterprise
Manager and (optionally) a dedicated Microsoft Search Server.

e Veeam Backup SQL Database is used by Veeam Backup Service, Veeam Backup Shell and Veeam Guest
Catalog Service to store data about the backup infrastructure, jobs, sessions and so on. The database
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instance can be located on a SQL Server installed either locally (on the same machine where the backup
server is running) or remotely.

e Veeam Backup PowerShell Snap-In is an extension for Microsoft Windows PowerShell 2.0. Veeam Backup
PowerShell adds a set of cmdlets to allow users to perform backup, replication and recovery tasks through
the command-line interface of PowerShell or run custom scripts to fully automate operation of Veeam
Backup & Replication.

e Backup Proxy Services. In addition to dedicated services, the backup server runs a set of data mover
services.

Backup Proxy

The backup proxy is an architecture component that sits between data source and target and is used to process
jobs and deliver backup traffic. In particular, the backup proxy tasks include retrieving VM data from the production
storage, compressing, deduplicating and sending it to the backup repository (for example, if you run a backup job)
or another backup proxy (for example, if you run a replication job). As the data handling task is assigned to the
backup proxy, the backup server becomes the “point of control” for dispatching jobs to proxy servers.

The role of a backup proxy can be assigned to a dedicated Windows server (physical or virtual) in your
environment. You can deploy backup proxies both in the primary site and in remote sites. To optimize
performance of several concurrent jobs, you can use several backup proxies. In this case, Veeam Backup &
Replication will distribute the backup workload between available backup proxies.

Figure 16 Veeam Distributed Proxy Server Deployment
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Use of backup proxies lets you easily scale your backup infrastructure up and down based on your demands.
Backup proxies run light-weight services that take a few seconds to deploy. The primary role of the backup proxy
is to provide an optimal route for backup traffic and enable efficient data transfer.

The backup proxy uses the following services and components:

e Veeam Installer Service is an auxiliary service that is installed and started on any Windows server once it is
added to the list of managed servers in the Veeam Backup & Replication console. This service analyses the
system, installs and upgrades necessary components and services depending on the role selected for the
server.

o Veeam Data Mover Service is responsible for deploying and coordinating executable modules that act as
"data movers" and perform main job activities on behalf of Veeam Backup & Replication, such as
communicating with VMware Tools, copying VM files, performing data deduplication and compression and
SO on.

Backup Repository

A backup repository is a location used by Veeam Backup & Replication jobs to store backup files, copies of VMs
and metadata for replicated VMs. By assigning different repositories to jobs and limiting the number of parallel jobs
for each one, you can balance the load across your backup infrastructure.

You can configure one of the following types of backup repositories:

o Microsoft Windows server with local or directly attached storage. The storage can be a local disk, directly
attached disk-based storage (such as a USB hard drive), or iSCSI/FC SAN LUN in case the server is
connected into the SAN fabric.

e Linux server with local, directly attached storage or mounted NFS. The storage can be a local disk, directly
attached disk-based storage (such as a USB hard drive), NFS share, or iISCSI/FC SAN LUN in case the
server is connected into the SAN fabric.

e CIFS (SMB) share. SMB share cannot host Veeam Data Mover Services. For this reason, data to the SMB
share is written from the gateway server. By default, this role performed by a backup proxy that is used by
the job for data transport.

e Deduplicating storage appliance. Veeam Backup & Replication supports different deduplicating storage
appliances.

Backup & Replication Console

The Veeam Backup & Replication console is a separate client-side component that provides access to the backup
server. The console is installed locally on the backup server by default. You can also use it in a standalone mode —
install the console on a dedicated machine and access Veeam Backup & Replication remotely over the network.
The console lets you log into Veeam Backup & Replication and perform all kinds of data protection and disaster
recovery operations as if you are working on the backup server.
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Figure 17 Veeam Backup & Replication Console
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You can install as many remote consoles as you need so that multiple users can access Veeam Backup &
Replication simultaneously. Veeam Backup & Replication prevents concurrent modifications on the backup server.

Backup Proxy

Transport Modes

Job efficiency and time required for job completion greatly depends on the transport mode. The transport mode is
a method that is used by the Veeam Data Mover Service to retrieve VM data from the source and write VM data to

the target.

For data retrieval, Veeam Backup & Replication offers the following modes:

e Direct storage access

e Virtual appliance

e Network (NBD)
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Figure 18 Veeam Backup & Replication Transport Modes
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In the Direct storage access mode, Veeam Backup & Replication reads/writes data directly from/to the storage
system where VM data or backups are located. With the Direct NFS access mode for Cisco HyperFlex, Veeam
Backup & Replication bypasses the ESX(i) host and reads/writes data directly from/to NFS datastores. To do this,
Veeam Backup & Replication deploys its native NFS client on the backup proxy and uses it for VM data transport.
VM data still travels over the LAN but there is no load on the ESX(i) host.

The Virtual appliance mode is recommended if the role of a backup proxy is assigned to a VM. In the Virtual
appliance mode, Veeam Backup & Replication uses the VMware SCSI HotAdd capability that allows attaching
devices to a VM while the VM is running. During backup, replication or restore disks of the processed VM are
attached to the backup proxy. VM data is retrieved or written directly from/to the datastore, instead of going
through the network.

The Network mode can be used with any infrastructure configuration. In this mode, data is retrieved via the ESX(i)
host over the LAN using the Network Block Device protocol (NBD). The Network mode is the recommended data
transport mode to be used with Cisco HyperFlex in combination with Native HX Snapshots. To take the full
advantage of the mode a 10Gbit/s Ethernet is mandatory.

Veeam Repository Sizing

When estimating the amount of required disk space, you should know the following:
e Number of backup VMs
e Total size of VMs and the data change rate
e Frequency of backups
e Retention period for backups
e Wil jobs use forward or reverse incremental
e Frequency of active and synthetic fulls

When testing for backup and recoveries, it is not possible beforehand, you should make assumptions on
compression and deduplication ratios, change rates, and other factors. The following figures are typical for most
deployments; however, it is important to understand the specific environment to find out possible exceptions:

e Data reduction thanks to Compression and Deduplication is usually 2:1 or more; it's common to see 3:1 or
better, but you should always be conservative when estimating required space.
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e Typical daily change rate is between 2 and 5% in a mid-size or enterprise environment; this can greatly vary
among servers; some servers show much higher values. If possible, run monitoring tools like Veeam ONE to
have a better understanding of the real change rate values.

e Include additional space for one-off full backups.

¢ Include additional space for backup chain transformation (forward forever incremental, reverse incremental)
- at least the size of a full backup multiplied by 1.25x.

e Using the numbers above, you can estimate required disk space for any job. Besides, always leave plenty of
extra headroom for future growth, additional full backups, moving VMs, restoring VMs from tape.

# A repository sizing tool that can be used for estimation is available at http://vee.am/rps. Note that this
tool is not officially supported by Veeam, and it should be used " as is", but it is nonetheless heavily used
by Veeam Architects and regularly updated.
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Solution Design

Data Protection for Cisco HyperFlex with Veeam Availability Suite is designed to deliver reliable backup and
recovery solution with low recovery time objectives (RTOs) and recovery point objectives (RPOs) for all
applications and data residing in virtual machines within the HyperFlex environment.

In addition to reliable backup and recovery of application data and VMSs, the solution provides:
e Granular recovery of virtual machines and files
o Ability to automatically verify every backup, VM and replica
e Instant VM recovery of failed VM through backups located in primary and HyperFlex Edge sites.
o Multiple backup end points such as tape drives, on cloud or on local repository
e SureBackup and SureReplica for Backup and Replication verification
e Storage Integration of Cisco Hyperflex with Veeam Backup and Replication

This section elaborates on the deployment architecture, design considerations, deployment procedure and
validations for protection of application data and Virtual Machines through Veeam Availability Backup and
Replication suite. The application VMs can reside, across multiple HyperFlex across Data Centers or on HyperFlex
Edge clusters deployed in a Remote Office Branch Office (ROBO)

The key deployment scenarios to protect Cisco HyperFlex cluster with Veeam Availability Suite are listed as below
e (Cisco HyperFlex Single Site Backup and Replication
e (Cisco HyperFlex Edge Remote office - Branch Office Replication

e (Cisco HyperFlex multi-site Backup and Replication

# To protect multiple HyperFlex Cluster and HyperFlex Edge sites through single Veeam Management
Console, all the HyperFlex Clusters must be connected to the same vCenter. In the event, customers
have different vCenter connected to HyperFlex Clusters, each vCenter should be configured through a
different Veeam Management Console. In this case, Customers can configure Veeam Backup copy Jobs
across different protection end points. Veeam Backup Enterprise Manager (Enterprise Manager) can be
deployed to manage multiple Veeam Backup & Replication installations from a single web console.

Figure 19 illustrates the end-to-end deployment scenarios for Cisco HyperFlex with Veeam Availability Suite.
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Figure 19 Deployment Overview: Multisite and Remote Office deployment of Cisco HyperFlex with Veeam
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Backup & Replication for Cisco HyperFlex Edge Sites

Several organizations today have Remote office and Branch offices (ROBQO) spread across geographies, which
provide localized data availability and allow businesses to execute critical workloads locally. ROBO deployments
typically require fewer compute and storage resources with just few servers running workloads to support local

needs.

Cisco HyperFlex™ Edge brings the robust feature set and simplicity of Cisco HyperFlex systems to customers
edge environments with a flexible, scalable, low-cost, centrally managed solution that can be deployed and
maintained with massive scale

Organizations may have several HyperFlex Edge or other ROBO deployments, spread across regions but a major
challenge faced by these deployments is provisioning of availability of several compute and storage sites deployed
remotely. The present design overcomes these challenges by providing the following features:

Local or Remote Backup of application VMs deployed on HyperFlex Edge sites
Protection of local Backups on HyperFlex Edge sites through Veeam Backup copy jobs

Restoration of application Data either on the Primary HyperFlex Edge cluster or to remote HyperFlex Edge
clusters

Replication of application VMs always deployed on HyperFlex Edge site and provision of Failover and Fall
Back
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e Management of HX Edge Site protection through a single Veeam Backup and Management Console

This requires minimal infrastructure and protection is executed through a Veeam Proxy and Repository installed in
a Virtual Machine provisioned on the HyperFlex Edge Cluster. Moreover, it ensures remote sites are in compliance

and reduces IT management time at remote offices.

Protection of Cisco HyperFlex Edge sites can be achieved through:

e [ ocal Backups of HX Edge application VMs

e Remote Backups of HX Edge application VMs

The replication process for the scenarios remain same, for example, application VMs on Edge sites can be
replicated to primary site and the RPO is dependent on the network latencies between the HyperFlex Edge site

and HyperFlex primary site.

Table 1

Local Backup versus Remote Backup for HyperFlex Edge Protection

Local Backup for HX Edge Protection

Remote Backup for HX Edge Protection

Requires high storage allocation on the HX Edge site. The
recommended storage for repository on HX Edge is 50% of the
storage of HX Edge site

Requires low storage allocation on HX Edge Site. The small
Repository on HX Edge site is utilized only for Veeam
replication meta data. The recommended storage for
Veeam is 400 GB

Suggested for deployments which involve high latencies
between HX Edge and Veeam repository on Cisco UCS S3260
storage server. Local Repository on Edge helps to quickly
restore VMs or VM files to HX edge cluster.

Requires low latencies across HX Edge and HX Primary
site. Recovery Point Objective (RPO) is dependent on the
latencies between HX Edge and Veeam repository on Cisco
UCS S3260 storage server

Backups on HX Edge Site are protected through Veeam Backup
Copy jobs to Primary S3260 storage server

Backups are remote, hence the backup protection policy
for primary site is applicable

Lower RTOs for cases when some VMs on HX Edge Site fail i.e.
entire HX Edge site has not failed

Higher RTOs, as the VMs must be restored from primary
site

May involve higher data loss during disasters i.e. entire HX Edge
is destroyed or failed. RPOs during disaster is dependent on the
Veeam Backup Copy job schedule

Data loss is dependent on the RPO
policy of HX Edge site protection. Backups are stored on
Primary Veeam Repository

Suggested when some VMs or VM files on HX Edge site need to
be restored frequently. Such as Test/Dev/QA deployments

Suggested when VM or VM files need to be restored
infrequently

Protection of HyperFlex Edge Sites through Remote Backups

This section elaborates on the key features for protection of HyperFlex Edge sites through Remote Backups.

Figure 20 illustrates the topology of this deployment.
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Figure 20 Protection of HyperFlex Edge Sites through Remote Backups
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The key deployment features are:

e Veeam Management Console, Veeam Primary Proxy, and Veeam Repository reside on Cisco UCS S3260
or Cisco UCS C240 LFF M5 server located in the Primary Data Center.

e Remote backups of HX Edge VMs on Cisco UCS 53260 server on primary Data Center.
e Veeam Proxy is deployed as a Virtual Machine on each of the protected HyperFlex Edge sites.

e Veeam Repository is deployed on the same virtual machine as Veeam Proxy. This Repository is used to
store Metadata for Veeam Replication.

e Replication through Veeam between HX Edge and primary HyperFlex Cluster.

e Frequency of VM replication across HX Edge and HX primary cluster is dependent on network latencies,
amount of changes to VM Data and performance of Veeam Proxies and Repository across the two
replication sites.

e All the Backups and its components are managed through a single Veeam Console.

e The RPO for application VMs on HX Edge Cluster is dependent on the network latencies between HX Edge
and HX Primary Cluster.

e All the HyperFlex clusters must be connected to the same vCenter.
For details on deployment procedure, go to section Cisco HyperFlex Edge Site Protection through Remote Backup

& Replication.

Protection of HyperFlex Edge Sites through Local Backups

This section elaborates on the key features for protection of HyperFlex Edge sites through Local Backups.
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Figure 21 illustrates the topology of this deployment.

Figure 21 Protection of HyperFlex Edge Sites through Local Backups
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The key deployment features are

Veeam Management Console, Veeam Primary Proxy and Veeam Repository reside on either Cisco UCS
53260 or Cisco UCS C240 LFF M5 server located in the Primary Data Center.

Local backups of HX Edge VMs on Veeam Repository deployed as a virtual machine on HyperFlex Edge
Cluster.

Veeam Proxy and Repository is deployed on the same Virtual Machine on each of the protected HyperFlex
Edge sites.

Veeam Backup Copy jobs are scheduled between HX Edge Site and S3260 storage server located in
primary Data Center.

As the backups are local to HX Edge and Veeam full backups should exist on local repository, it is
recommended to use the Veeam Repository Sizing guidelines to allocate storage to repository.

Replication through Veeam between HX Edge and primary HyperFlex Cluster.

Schedule of VM replication across HX Edge and HX primary cluster is dependent on network latencies,
amount of changes to VM Data and performance of Veeam Proxies and Repository across the two
replication sites.

All the Backups and its components are managed through a single Veeam Console.

All the HyperFlex clusters must be connected to the same vCenter.

For details on deployment procedure, go to section Cisco HyperFlex Edge Site Protection through Remote Backup
& Replication.
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Design Considerations

This section elaborates on the design considerations for Backup and Replication of Application VM on HyperFlex
with Veeam Availability Suite and Cisco UCS S3260 Storage Server.

Cisco UCS Management

Cisco UCS provides unified management across Cisco UCS, HyperFlex hyperconverged infrastructure, and third-
party storage, servers, and networks.

Cisco UCS Manager can manage Cisco UCS B-Series Blade Servers, Cisco UCS C-Series Rack Servers and
Cisco UCS 53260 Storage Servers under the same Cisco UCS domain. This feature, along with stateless
computing, makes compute resources truly hardware agnostic.

Cisco Intersight (https://intersight.com) is an API driven, cloud-based system management platform enables the
support of monitoring and deploying Cisco HyperFlex clusters. The Cisco Intersight website and framework can be
upgraded with new and enhanced feature sets independently of the products that are managed, meaning that
many new features and capabilities can come with no downtime or upgrades required by the end users. Future
releases of Cisco HyperFlex will enable further functionality along with these upgrades to the Cisco Intersight
framework. This unigue combination of embedded and online technologies will result in a complete cloud-based
management solution that can care for Cisco HyperFlex throughout the entire lifecycle, from deployment through
retirement.

In the latest release of Cisco Intersight, you can monitor standalone Cisco UCS S3260 storage servers managed
through IMC, Integrated Management Controller Version 4.0(4e).

In addition, Cisco UCS Central Software extends the policy-based functions and concepts of Cisco UCS Manager
across multiple Cisco Unified Computing System (Cisco UCS) domains in one or more physical locations. This
allows hardware configuration from a single Cisco UCS Central window, across multiple UCS domains, either in
same Data Center or across Data Centers.

Cisco Unified Computing System™ (Cisco UCS) management helps significantly reduce management and
administration expenses by automating routine tasks to increase operational agility. Cisco UCS management
provides enhanced storage management functions for the Cisco UCS S3260 and all Cisco UCS servers. Cisco
UCS Manager supports Storage profiles give you flexibility in defining the number of storage disks and the roles
and uses of these disks and other storage parameters.

Figure 22 illustrates the single management window through Cisco UCS Central.
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Figure 22 Unified Management across Data Centers
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The connectivity hybrid display of Cisco UCS S3260 storage server with Cisco UCS Fabric Interconnect 6454 is
shown in Figure 23.

Figure 23 Connection Hybrid Display for Cisco UCS S3260 Storage Server
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The LAN network provides network reachability to the applications hosted on Cisco UCS servers in the data
center. The infrastructure consists of a pair of Cisco Nexus 9336C-FX2 switches deployed in NX-OS standalone
mode. Redundant 40Gbps links from each Cisco Nexus switch are connected to ports on each Fl and provide
80Gbps of bandwidth through each Cisco Nexus. Virtual Port Channels (vPCs) are used on the Cisco Nexus links
going to each Fl. Jumbo Frames are also enabled in the LAN network to support backup and replication of
application VMs on Veeam Server.

The design also uses the following best practices:
e Jumbo frames on unified fabric links between Cisco UCS and fabric interconnects
e QoS poalicy for traffic prioritization on the unified fabric

e Port-channels with multiple links are used in the unified fabric for higher aggregate bandwidth and
redundancy

The Veeam Backup & Replication Server is deployed on Cisco UCS 3260 Storage Server and provides an
aggregated bandwidth of 100 Gbps for VM backup and Replication. The present deployment supports Veeam AS
on Cisco UCS C240 M5 LFF server connected to common pair of Fabric interconnects and provides network
throughput of up to 100 Gbps.

WAN Acceleration for Backup and Replica

Remote Site Backup and Replication always involves moving large volumes of data between remote sites. The
most common problems that backup administrators encounter during Remote Site Backup and Replication are:

e Insufficient network bandwidth to support VM data traffic
e Transmission of redundant data

Veeam Backup and Replication offers the WAN acceleration technology that helps optimize data transfer over
WAN. Built-in WAN Acceleration utilizes global caching, variable block length data fingerprinting and traffic
compression to significantly reduce bandwidth requirements, while multiple WAN optimization ensures that
available bandwidth is leveraged to its fullest potential.

Figure 24 illustrates the WAN Acceleration for faster Backup and Replication jobs across distributed Data Centers.

Figure 24 WAN Accelerators on Backup Infrastructure
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In this design, Veeam WAN Acceleration is utilized for Remote Site Backup and Replication. It is recommended to
have a caching layer such as SSD to create global cache across the Primary and Remote Site; WAN Accelerator
is installed on a Cisco UCS 53260 Storage Server.

Veeam Backup Enterprise Manager Console

Veeam Enterprise Manager is intended for centralized reporting and management of multiple backup servers. It
provides delegated restore and self-service capabilities as well as the ability for users to request Virtual Labs from
backup administrators. It provides a central management point for multiple backup servers from a single interface.
Enterprise Manager is also a part of the data encryption and decryption processes implemented in the Veeam
solution. For best practices, Veeam recommends deploying Enterprise Manager in the following scenarios:

e |tis recommended to deploy Enterprise Manager if you are using encryption for backup or backup copy
jobs. If you have enabled password loss protection
(http://helpcenter.veeam.com/backup/em/index.html?em manage kevs.html) for the connected backup
servers backup files will be encrypted with an additional private key which is unique for each instance of
Enterprise Manager. This will allow Enterprise Manager administrators to unlock backup files using a
challenge/response mechanism effectively acting as a Public Key Infrastructure (PKI).

e If an organization has Remote Office/Branch Office (ROBO) deployments, then leverage Enterprise Manager
to provide site administrators with granular restore access via web Ul (rather than providing access to the
Backup and Replication console).

e In enterprise deployments, delegation capabilities can be used to elevate the first line support to perform in-
place restores without administrative access.

e For deployments spanning multiple locations with stand-alone instances of Veeam Backup and Replication,
Veeam Enterprise Manager will be helpful in managing licenses across these instances to ensure
compliance.

e Enterprise Manager is required when automation is essential to delivering IT services — to provide access to
the Veeam RESTful APl

Veeam Transport Mode for HX Cluster

The best practice is to utilize the HyperFlex and Veeam Storage integration which enables VMware vSphere ESX

hosts to communicate with storage devices and offload storage operations such as snapshot creation and cloning
to the HyperFlex storage controller. This allows space efficient and nearly instant snapshots without performance

impact.

Customers can allow Veeam Backup & Replication to read data from Cisco HyperFlex snapshots in the following
transport modes:

e Direct Storage access
e Virtual appliance
e Network

The recommended mode is Direct Storage access which uses the NFS protocol to directly connect to the
HyperFlex data store. It provides the best performance and the lowest overhead on ESXi hosts. In this mode,
Veeam Backup & Replication bypasses the ESXi host and reads/writes data directly from/to the HyperFlex data
store over the “Storage Controller Data Network.”
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This design utilizes the Veeam and HyperFlex Storage Integration feature. The setup for Backup with Direct
Storage Access is detailed in section Configure HyperFlex Veeam Storage Integration.

For Further details on implementation of Veeam storage integration with HyperFlex, go to: Veeam Cisco
HyperFlex Integration.

‘ﬁ Veeam Direct NFS mode utilizing HyperFlex storage network may cause high latency for application VMs
running on HyperFlex Cluster. You should restrict the number of parallel backups when application VMs
are running CPU, memory or disk intensive workloads as well as backups concurrently on same Hyper-
Flex cluster.

Veeam Proxy Server Distribution

This section elaborates on the recommendations for placement of Veeam proxy servers across Remote Offices
and multi-site for backup and replication jobs. Customers should be cautious on selecting a Veeam Proxy as a
virtual or bare metal, as having several virtual proxies on a single site may lead to excessive Windows licensing
and high manageability cost but may provide high availability of backup and replication jobs as compared to a
single bare metal server proxy. Veeam proxy deployed in a physical sever would provide several physical cores
for parallel processing of Backup and Replication jobs, few Veeam proxies to manage, less Windows licensing cost
but in the event of failled single server proxy, it would lead to single point of failure.

Proxy Distribution for HyperFlex Edge ROBO Replication

Veeam Backup and Replication provides replication of application VM on HyperFlex Edge Cluster deployed on a
Remote Office to the Primary HyperFlex Cluster. The Solution Design is explained in the previous section under
Backup & Replication for Cisco HyperFlex Edge Sites.

As the HyperFlex Edge sites are either 2 nodes or 3 node clusters, the Veeam Proxy Server is configured as a
virtual machine deployed on HyperFlex Edge cluster. This avoids any separate hardware requirements on remote
site for HyperFlex Edge Cluster protection. Moreover, to avoid excessive resource utilization through Veeam
Proxy, the Max concurrent task in Veeam Proxy is configured as 4.

The validation for protection of the HyperFlex Edge site through Backup and Replication is detailed in section
Validation.

Proxy Distribution for Multisite HyperFlex Cluster Deployments

Veeam Backup & Replication provides backup and replication of application VM on HyperFlex Cluster across Data
Centers.

In the deployment, each of the Veeam backup server across the data center is deployed on a physical Cisco UCS
C240 M4 LFF or Cisco UCS 53260 Storage server. The Veeam Proxy is deployed on the same Backup Server.
Some of the important design consideration for location of Veeam Proxy in multisite HyperFlex deployments are as
follows:

e Backup through Veeam for application VM residing on HyperFlex cluster utilizes Veeam and HyperFlex
Storage Integration which enables HX native snapshot and backup through HyperFlex storage network. This
provides offloading of overhead for snapshot from ESXi Host to HyperFlex Storage Controller. It also
enables distribution of Backup traffic to each of HyperFlex storage networks on ESXi nodes. One of the
requirements for this feature is; Veeam Proxy should have access to private HyperFlex Storage network.
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e In cases where the Proxy Server is connected to the same Fabric Interconnect of Hyperflex Cluster,
customers can easily create vNIC on Proxy server which has same VLAN as that of the HyperFlex Storage
Network. The configuration details are detailed in section Cisco UCS S3260 Configuration. The selection of
the proxy and Backup server on the same bare metal server, connected to the Fabric Interconnect to the
HyperFlex Cluster, allows the ease of deployment, scalability of parallel backup with up to 36 jobs
(maximum number of physical cores on Cisco UCS S3260 Storage Server), and faster backup time, since
having the Backup and Proxy server on the same physical server, allows minimal latencies between proxy
and Backup Server. Hence, for large parallel backup jobs, and decreased backup time, it is recommended
to deploy Veeam Proxy and Backup Server on same S3260 storage sever, connected to Fabric
Interconnect of HyperFlex Cluster.

e [or scenarios wherein Veeam Proxy is unable to access HyperFlex Storage network, Veeam Backup
transport mode will fall back to Network mode. To allow HyperFlex snapshots executed through Veeam,
ensure HyperFlex Cluster is discovered by Veeam Backup & Replication Server. In this case, during Storage
discovery or ReScan of Hyperflex in Veeam console, you will see the warning o Unable to find any ESXi IP
suitable for backup from HyperfFlex snapshots.

This is illustrated in Figure 25 marked in RED.

Figure 25 NFS ESXi IP Warning During HyperFlex Discovery through Veeam Console

System X
Name: Storage discovery Status: Success
Action type: Storage Rescan Start time:  11/6/2019 6:18:59 PM
Initiated by:  WIN-38HD5SK2R16\Administrator End time:  11/6/2019 6:22:11 PM
Log
Message Duration

Cisco HyperFlex 192.168.110.200 configuration refresh completed

Whitelisted backup proxy IP addresses on system 192.168.110.200

Found NFS ESXi IP addresses suitable for backup from HyperFlex snapshots from system 192.168.110.... 0:00:07
( ! Cannot find any NFS ESXi IP addresses suitable for backup from HyperFlex snapshots from system 19... 0:02:53)
Cisco HyperFlex 192.168.110.200 rescan completed

Veeam Backup Copy Jobs

Customers should protect their backups on either Primary Data Center or Remote Data Center through Veeam
Backup Copy jobs, executed across backup locations. In present design, Backup Copy jobs are executed across
primary Data and HyperFlex Edge site executing local Backups.

This is detailed in section Cisco HyperFlex Edge Site Protection through Local Veeam Backups.
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Capacity

Disk drive manufacturers have adopted a size reporting methodology using calculation by powers of 10, also
known as decimal prefix. As an example, a 120 GB disk is listed with a minimum of 120 x 1079 bytes of usable
addressable capacity, or 120 billion bytes. However, many operating systems and filesystems report their space
based on standard computer binary exponentiation, or calculation by powers of 2, also called binary prefix. In this
example, 2710 or 1024 bytes make up a kilobyte, 2710 kilobytes make up a megabyte, 2”10 megabytes make up
a gigabyte, and 2710 gigabytes make up a terabyte. As the values increase, the disparity between the two
systems of measurement and notation get worse, at the terabyte level, the deviation between a decimal prefix
value and a binary prefix value is nearly 10 percent.

The International System of Units (SI) defines values and decimal prefix by powers of 10 as listed in Table 2.

Table 2 Sl Unit Values (Decimal Prefix)

Value Symbol Name
1000 bytes kB Kilobyte
1000 kB MB Megabyte
1000 MB GB Gigabyte
1000 GB B Terabyte

The International Organization for Standardization (ISO) and the International Electrotechnical Commission (IEC)
defines values and binary prefix by powers of 2 in ISO/IEC 80000-13:2008 Clause 4 as listed in Table 3.

Table 3 IEC Unit Values (Binary Prefix)

Value Symbol Name
1024 bytes KiB Kibibyte
1024 KiB MiB Mebibyte
1024 MiB GiB Gibibyte
1024 GiB TiB Tebibyte

For the purpose of this document, the decimal prefix numbers are used only for raw disk capacity as listed by the
respective manufacturers. For all calculations where raw or usable capacities are shown from the perspective of
the Veeam software, filesystems or operating systems, the binary prefix numbers are used. This is done primarily
to show a consistent set of values as seen by the end user from within the Veeam management console when
viewing Veeam Repository capacity, allocation and consumption, and within most operating systems.

Table 4 lists a set of Veeam usable capacity values, using binary prefix. These values provide an example of the
capacity calculations, for determining the appropriate size of Veeam Repository.

Table 4 Veeam Usable Physical Capacities

Cisco UCS C-Series | Capacity Capacity Disk RAID Usable Capacity
Server Model Disk Size Quantity (per configuration | (per node)
(each) node)
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Design Considerations

Cisco UCS C-Series | Capacity Capacity Disk RAID Usable Capacity
Server Model Disk Size Quantity (per configuration | (per node)
(each) node)
818 56 RAID 60 - 320 TiB
4 SPANs
S3260 Mb storage 13 disks per
server SPAN
4 Global hot
spare disk
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Deployment Hardware and Software

|
Table 5 and Table 6 lists the software revisions and physical components used throughout this document.

Software Versions

Table 5 Software Revisions

Components Software Version Comments
Compute & Storage Cisco UCS S3260 M5 4.0(4d) Cisco UCS S3260 Storage
Storage Server Server is directly managed
through Fabric Interconnect.
HX-E-220M5SX Hyper Converged node for
HX Edge Cluster
Cisco HX240c M5 LFF Hyper Converged Node for
HX Cluster
Management Cisco UCS Manager 4.0(4d) Cisco UCS Management for
all servers directly attached
to Fabric Interconnects
Backup and Replication Veeam Availability Suite 9.5 update 4 Pre-configured with Veeam

Backup Server, Veeam
Proxy, Veeam Repository

Operating System

Windows 2019 Data Center
Edition

Hyper Converged Software

Cisco HX Data Platform

HX Data Platform Release
4.01(1b)

Virtualization

VMware vSphere

6.5.0 U2

VMware vCenter

6.5 U2

Network

Cisco Nexus9000 C9336C-
FX2

NXOS: version 9.3(1)

Cisco Platform Switch for
ToR, MoR, Ebor
deployments; Provides
connectivity to users and
other networks and
deployed in NX-0OS
Standalone mode

Cisco UCS 6454 FI 4.0(4d) Fabric Interconnect with
embedded UCS Manager for
Cisco UCS S3260 Storage
Server

Cisco UCS 6332 UP 4.0(4d) Fabric Interconnect with

embedded UCS Manager for
Cisco HyperFlex Cluster
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Physical Components

Table 6 Veeam Deployment Hardware Components

Component

Hardware Required

Fabric Interconnects

Two (2) Cisco UCS 6454 Fabric Interconnects

Servers

One Cisco UCS S3260 Storage Server

For complete server specifications and more information, please refer to the links below:

Cisco Fabric Interconnect 6454

Cisco UCS S3260 M5 Storage Server

Table 7 lists the required hardware components and disk options for the Cisco UCS 53260 M5 storage server

model, which is used for Veeam Backup & Replication server.

Table 7 Cisco UCS S3260 Storage Server

Cisco UCS C240 M5 LFF options

Hardware Required

Processors

Two Intel Xeon Processor 5220 Scalable Family CPUs

Memory

256 GB of total memory using four (8) 32 GB DDR4 2666 MHz 1.2v modules

Disk Controller

Cisco UCS S3260 Dual Raid Controller

Storage HDDs

56 8 TB 3.5 Inch, 12G SATA, 7200 RPM, 4K sector HDDs
Network Cisco UCS VIC 1455 Quad Port 10/25G
Boot Device Two UCS S3260 480GB Boot SSD

VLAN Configurations

Table 8 lists the VLANs necessary for deployment as outlined in this guide.

Table 8 Necessary VLANs

HX Storage Controller storage network interfaces

HX Storage Cluster roaming storage interface

VLAN Name VLAN Purpose VLAN ID Used in Validating
This Document
hx-inband-mgmt | ESXi host management interfaces 3175
HX Storage Controller VM management interfaces
HX Storage Cluster roaming management interface
Veeam Network
hx-storage-data | ESXi host storage vmkernel interfaces 3172
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VLAN Name VLAN Purpose VLAN ID Used in Validating
This Document
hx-vm-data Guest VM network interfaces 3174
hx-vmotion ESXi host vMotion vmkernel interfaces 3173
Native-VLAN VLAN to which untagged frames are assigned 1
Multisite -VLAN VLAN which allows communication across Primary and 215
Remote DataCenter. This VLAN is not required when hx-
inband-mgmt VLAN allows communication across Data
Center

Licensing

Cisco UCS systems and the Veeam software must be properly licensed for all software features in use, and for all
ports in use on the Cisco UCS Fabric Interconnects. Please contact your resale partner or your direct Cisco and
Veeam sales teams to ensure you order all the necessary and appropriate licenses for your solution.

# Veeam Enterprise License is required for Veeam Storage Integration with Cisco HyperFlex.

Network Design

Cisco UCS Uplink Connectivity

Cisco UCS network uplinks connect “northbound” from the pair of Cisco UCS Fabric Interconnects to the LAN in
the customer datacenter. All Cisco UCS uplinks operate as trunks, carrying multiple 802.1Q VLAN IDs across the
uplinks. The default Cisco UCS behavior is to assume that all VLAN IDs defined in the Cisco UCS configuration are
eligible to be trunked across all available uplinks.

Cisco UCS Fabric Interconnects appear on the network as a collection of endpoints versus another network
switch. Internally, the Fabric Interconnects do not participate in spanning-tree protocol (STP) domains, and the
Fabric Interconnects cannot form a network loop, as they are not connected to each other with a layer 2 Ethernet
link. All link up/down decisions through STP will be made by the upstream root bridges.

Uplinks need to be connected and active from both Fabric Interconnects. For redundancy, multiple uplinks can be
used on each Fl, either as 802.3ad Link Aggregation Control Protocol (LACP) port-channels or using individual
links. For the best level of performance and redundancy, uplinks can be made as LACP port-channels to multiple
upstream Cisco switches using the virtual port channel (vPC) feature. Using vPC uplinks allows all uplinks to be
active passing data, plus protects against any individual link failure, and the failure of an upstream switch. Other
uplink configurations can be redundant, however spanning-tree protocol loop avoidance may disable links if vPC is
not available.

All uplink connectivity methods must allow for traffic to pass from one Fabric Interconnect to the other, or from
fabric A to fabric B. There are scenarios where cable, port or link failures would require traffic that normally does
not leave the Cisco UCS domain, to now be forced over the Cisco UCS uplinks. Additionally, this traffic flow
pattern can be seen briefly during maintenance procedures, such as updating firmware on the Fabric
Interconnects, which requires them to be rebooted. The following sections and figures detail several uplink
connectivity options.
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Single Uplinks to Single Switch

This connection design is susceptible to failures at several points; single uplink failures on either Fabric
Interconnect can lead to connectivity losses or functional failures, and the failure of the single uplink switch will
cause a complete connectivity outage.

Figure 26 Connectivity with Single Uplink to Single Switch
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Fabric Interconnect A Fabric Interconnect B

Port Channels to Single Switch

This connection design is now redundant against the loss of a single link but remains susceptible to the failure of
the single switch.

Figure 27 Connectivity with Port-Channels to Single Switch
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Single Uplinks or Port Channels to Multiple Switches

This connection design is redundant against the failure of an upstream switch, and redundant against a single link
failure. In normal operation, STP is likely to block half of the links to avoid a loop across the two upstream
switches. The side effect of this is to reduce bandwidth between the Cisco UCS domain and the LAN. If any of the
active links were to fail, STP would bring the previously blocked link online to provide access to that Fabric
Interconnect through the other switch. It is not recommended to connect both links from a single Fl to a single
switch, as that configuration is susceptible to a single switch failure breaking connectivity from fabric A to fabric B.
For enhanced redundancy, the single links in Figure 28 could also be port-channels.
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Figure 28 Connectivity with Multiple Uplink Switches
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vPC to Multiple Switches

This recommended connection design relies on using Cisco switches that have the virtual port channel feature,
such as Catalyst 6000 series switches running VSS, Cisco Nexus 5000 series, and Cisco Nexus 9000 series
switches. Logically the two vPC enabled switches appear as one, and therefore spanning-tree protocol will not

block any links. This configuration allows for all links to be active, achieving maximum bandwidth potential, and
multiple redundancy at each level.

Figure 29 Connectivity with vPC
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Cisco UCS 53260 Storage Server and HyperFlex Configuration

Cisco UCS Base Configuration

This deployment details the configuration steps for the Cisco UCS 6332 Fabric Interconnects (FI) in a design that
supports both HyperFlex (HX) Cluster and Cisco UCS S3260 Storage Server. The base configuration of Cisco
UCS will remain similar for both Cisco HX and Cisco UCS S3260 Storage Server.

If you have a pre-installed HyperFlex environment and discovered S3260 storage server, proceed to section
Cisco UCS 53260 Configuration.

Perform Initial Setup of Cisco UCS 6454 Fabric Interconnects

This section describes the steps to configure the Cisco Unified Computing System (Cisco UCS) to use in a
HyperFlex environment. These steps are necessary to provision the Cisco HyperFlex and Cisco UCS S3260
Storage Server and should be followed precisely to avoid improper configuration.

Cisco UCS Fabric Interconnect A
To configure Fabric Interconnect A, follow these steps:

1. Make sure the Fabric Interconnect cabling is properly connected, including the L1 and L2 cluster links, and the
management ports, then power the Fabric Interconnects on by inserting the power cords.

2. Connect to the console port on the first Fabric Interconnect, which will be designated as the A fabric device.
Use the supplied Cisco console cable (CAB-CONSOLE-RJ45=), and connect it to a built-in DB9 serial port, or
use a USB to DB9 serial port adapter.

3. Start your terminal emulator software.

4. Create a connection to the COM port of the computers DB9 port, or the USB to serial adapter. Set the termi-
nal emulation to VT100, and the settings to 9600 baud, 8 data bits, no parity, and 1 stop bit.

5. Open the connection which was just created. You may have to press ENTER to see the first prompt.

6. Configure the first Fabric Interconnect, using the following example as a guideline:
---- Basic System Configuration Dialog ----

This setup utility will guide you through the basic configuration of
the system. Only minimal configuration including IP connectivity to
the Fabric interconnect and its clustering mode is performed through these steps.
Type Ctrl-C at any time to abort configuration and reboot system.
To back track or make modifications to already entered values,
complete input till end of section and answer no when prompted
to apply configuration.
Enter the configuration method. (console/gui) ? console

Enter the setup mode; setup newly or restore from backup. (setup/restore) ? setup

You have chosen to setup a new Fabric interconnect. Continue? (y/n): y
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Enforce strong password? (y/n) [yl: y

Enter the password for "admin":
Confirm the password for "admin":

Is this Fabric interconnect part of a cluster (select 'no' for standalone)? (yes/no) [n]:
Enter the switch fabric (A/B) []: A
Enter the system name: HX1-FI
Physical Switch MgmtO IP address : 192.168.110.8
Physical Switch MgmtO IPv4 netmask : 255.255.255.0
IPv4 address of the default gateway : 192.168.110.1
Cluster IPv4 address : 192.168.110.10
Configure the DNS Server IP address? (yes/no) [n]: yes
DNS IP address : 192.168.110.16

Configure the default domain name? (yes/no) [n]: no

Join centralized management environment (UCS Central)? (yes/no) [n]: no
Following configurations will be applied:

Switch Fabric=A

System Name=HX1-FI

Enforced Strong Password=no

Physical Switch MgmtO IP Address=192.168.110.8
Physical Switch MgmtO IP Netmask=255.255.255.0
Default Gateway=192.168.110.1

Ipve value=0

DNS Server=192.168.110.16

Cluster Enabled=yes
Cluster IP Address=192.168.110.10
NOTE: Cluster IP will be configured only after both Fabric Interconnects are initialized

Apply and save the configuration (select 'no' if you want to re-enter)? (yes/no): yes
Applying configuration. Please wait.

Configuration file - 0Ok

Cisco UCS Fabric Interconnect B

To configure Fabric Interconnect B, follow these steps:

yes

1. Connect to the console port on the first Fabric Interconnect, which will be designated as the B fabric device.

Use the supplied Cisco console cable (CAB-CONSOLE-RJ45=), and connect it to a built-in DB9 serial port, or

use a USB to DB9 serial port adapter.

2. Start your terminal emulator software.

3. Create a connection to the COM port of the computers DB9 port, or the USB to serial adapter. Set the termi-

nal emulation to VT100, and the settings to 9600 baud, 8 data bits, no parity, and 1 stop bit.
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4. Open the connection which was just created. You may have to press ENTER to see the first prompt.

5. Configure the second Fabric Interconnect, using the following example as a guideline:
---- Basic System Configuration Dialog ----

This setup utility will guide you through the basic configuration of
the system. Only minimal configuration including IP connectivity to
the Fabric interconnect and its clustering mode is performed through these steps.
Type Ctrl-C at any time to abort configuration and reboot system.
To back track or make modifications to already entered values,
complete input till end of section and answer no when prompted
to apply configuration.

Enter the configuration method. (console/gui) ? console

Installer has detected the presence of a peer Fabric interconnect. This Fabric interconnect
will be added to the cluster. Continue (y/n) ? vy

Enter the admin password of the peer Fabric interconnect:
Connecting to peer Fabric interconnect... done
Retrieving config from peer Fabric interconnect... done
Peer Fabric interconnect MgmtO IPv4 Address: 192.168.110.8
Peer Fabric interconnect Mgmt0O IPv4 Netmask: 255.255.255.0
Cluster IPv4 address : 192.168.110.10

Peer FI is IPv4 Cluster enabled. Please Provide Local Fabric Interconnect MgmtO IPv4 Address

Physical Switch MgmtO IP address : 192.168.110.9

Apply and save the configuration (select 'no' if you want to re-enter)? (yes/no): yes
Applying configuration. Please wait.

Configuration file - Ok

Cisco UCS Setup

Log into Cisco UCS Manager

To log into the Cisco Unified Computing System (Cisco UCS) environment, follow these steps:

1. Open a web browser and navigate to the Cisco UCS fabric interconnect cluster address.
2. Click the Launch UCS Manager link to download the Cisco UCS Manager software.

3. If prompted to accept security certificates, accept as necessary.

4. When prompted, enter admin as the user name and enter the administrative password.

5. Click Login to log into Cisco UCS Manager.
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Upgrade Cisco UCS Manager Software to Version 4.0(4d)

This document assumes you are using Cisco UCS 4.0(4d). To upgrade the Cisco UCS Manager software and the
Cisco UCS Fabric Interconnect software to version 4.0(4d), refer to Cisco UCS Manager Install and Upgrade
Guides.

Anonymous Reporting

To create anonymous reporting, follow this step:

1.

In the Anonymous Reporting window, select whether to send anonymous data to Cisco for improving future
products:

Anonymous Reporting

Cisco Systems, Incwill be collecting feature configuration and usage statistics which will be
sent to Cisco Smart Call Home sener anomymously. This data helps us prioritize the features
and improvements that will most benefit our customers.

Ifyou decide to enahble this feature in future, you can do so from the "Anomyvimous Repoting”
inthe Call Home settings under the Admin tab.

Vienwwy Sarmple Data

Do you authorize the disclosure of this information to Cisco Smart CallHome?

Cvas T Mo

" Don't show this message again.
Ok Cancel

Add Block of IP Addresses for KVM Access

To create a block of IP addresses for in band server Keyboard, Video, Mouse (KVM) access in the Cisco UCS
environment, follow these steps:

1.

2.

In Cisco UCS Manager, click the LAN tab in the navigation pane.
Select Pools > root > IP Pools.
Right-click IP Pool ext-mgmt and select Create Block of IPv4 Addresses.

Enter the starting IP address of the block and the number of IP addresses required, and the subnet and gate-
way information.
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Subnet Mask : [2

Primary DNS ‘

Create Block of IPv4 Addresses

From - [182768 71032

Size : |4 2

-

Default Gateway : [152.168.110.1

Secondary DNS \OfU-iEr-U il

D -

5. Click OK to create.

6. Click OK in the confirmation message.
Synchronize Cisco UCS to NTP

To synchronize the Cisco UCS environment to the NTP server, follow these steps:

1. In Cisco UCS Manager, click the Admin tab in the navigation pane.

2. Select All > Timezone Management.

‘ All - ‘ All / Time Zone Management /| Timezone
e Collection Policy Chassis | General Events
Collection Policy Fex
Properties

0 Collection Policy Host Actions

Collection Policy Port Add NTP Server

Collection Policy Server

+ fabric

Time Zone : |AmerncalLos_Angeles (Pacif »

NTP Serve

: America/Los_Angeles (Pacific Time)

3. Inthe Properties pane, select the appropriate time zone in the Timezone menu.

4. Click Add NTP Server.

5. Enter <<var_switch_a_ntp_ip>> and click OK.
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Add NTP Server
NTP Server: | 192.168.110.16

6. Click OK.
7. Click Save Changes

Uplink Ports

Fabric Interconnect 6454 support unified fabric and provide both LAN and SAN connectivity for all servers within
their domains. By default, all ports are unconfigured, and their function must be defined by the administrator. To
define the specified ports to be used as network uplinks to the upstream network, follow these steps:

1. In Cisco UCS Manager, click the Equipment tab in the navigation pane.

2. Select Fabric Interconnects > Fabric Interconnect A > Fixed Module > Ethernet Ports.

3. Select the ports that are to be uplink ports, right click them, and click Configure as Uplink Port.
4. Click Yes to confirm the configuration and click OK.

5. Select Fabric Interconnects > Fabric Interconnect B > Fixed Module > Ethernet Ports.

6. Select the ports that are to be uplink ports, right-click them, and click Configure as Uplink Port.
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Al - Equipment | Fabric ! Fabric
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Fs onnect 0 (subordinae)

Port Auso-Discavery Policy

8. Verify all the necessary ports are now configured as uplink ports.

Uplink Port Channels

If the Cisco UCS uplinks from one Fabric Interconnect are to be combined into a port channel or vPC, you must
separately configure the port channels using the previously configured uplink ports. To configure the necessary
port channels in the Cisco UCS environment, follow these steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.

2. Under LAN > LAN Cloud, click to expand the Fabric A tree.

3. Right-click Port Channels underneath Fabric A and select Create Port Channel.
4. Enter the port channel ID number as the unique ID of the port channel.

5. Enter the name of the port channel.

6. Click Next.

7. Click each port from Fabric Interconnect A that will participate in the port channel and click the >> button to
add them to the port channel.

8. Click Finish.

9. Click OK.

10. Under LAN > LAN Cloud, click to expand the Fabric B tree.

11. Right-click Port Channels underneath Fabric B and select Create Port Channel.

12. Enter the port channel ID number as the unique 1D of the port channel.
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13. Enter the name of the port channel.

14. Click Next.

15. Click on each port from Fabric Interconnect B that will participate in the port channel and click the >> button to

add them to the port channel.
16. Click Finish.

17. Click OK.

18. Verify the necessary port channels have been created. It can take a few minutes for the newly formed port

channels to converge and come online.

LAN | LAN Cloud | Fabric A | Port Channels |

General Prset Faults

Status

Port-Channel 81 FIA-PO

Oweral Stats 4 Up

Addtional Info . none

Actions

Exh Interfal

* Upink Eth Interfaces Disable: Port Channel
¥ VLANS Acid Perts
» V2 Optimization Sets

w Fabric B

Edit Chassis Discovery Policy

Setting the discovery policy simplifies the addition of B-Series Cisco UCS chassis and of additional fabric
extenders for further C-Series connectivity. To modify the chassis discovery policy, follow these steps:

1. In Cisco UCS Manager, click the Equipment tab in the navigation pane and select Equipment.

2. Inthe right pane, click the Policies tab.

o 61
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o | default
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3. Under Global Policies, set the Chassis/FEX Discovery Action to Platform Max.
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4. Click Save Changes.

5. Click OK.

Server Ports

The Ethernet ports of a Cisco UCS Fabric Interconnect connected to the rack-mount servers, or to the blade
chassis, or to Cisco UCS S3260 Storage Server must be defined as server ports. When a server port is activated,
the connected server or chassis will begin the discovery process shortly afterwards. Rack-mount servers, blade
chassis, and S3260 chassis are automatically numbered in the order which they are first discovered. For this
reason, it is important to configure the server ports sequentially in the order you wish the physical servers and/or
chassis to appear within Cisco UCS Manager. For example, if you installed your servers in a cabinet or rack with
server #1 on the bottom, counting up as you go higher in the cabinet or rack, then you need to enable the server
ports to the bottom-most server first, and enable them one-by-one as you move upward. You must wait until the
server appears in the Equipment tab of Cisco UCS Manager before configuring the ports for the next server. The
same numbering procedure applies to blade server chassis.

To define the specified ports to be used as server ports, follow these steps:

1. In Cisco UCS Manager, click the Equipment tab in the navigation pane.
2. Select Fabric Interconnects > Fabric Interconnect A > Fixed Module > Ethernet Ports.
3. Select the port17-18 port that is to be a server port, right-click it, and click Configure as Server Port.

4. Click Yes to confirm the configuration and click OK.
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5. Select Fabric Interconnects > Fabric Interconnect B > Fixed Module > Ethernet Ports.

6. Select the matching four ports as chosen for Fabric Interconnect A which would be configured as Server Port.
7. Click Yes to confirm the configuration and click OK.

8. Repeat steps 6-8 for Fabric Interconnect B

9. Wait for a brief period, until the rack-mount server appears in the Equipment tab underneath Equipment >
Rack Mounts > Servers, or the chassis appears underneath Equipment > Chassis.

Server Discovery

As previously described, when the server ports of the Fabric Interconnects are configured and active, the servers
connected to those ports will begin a discovery process. During discovery the servers internal hardware
inventories are collected, along with their current firmware revisions. Before continuing with the HyperFlex and
Cisco UCS S3260 storage server installation processes, wait for all the servers to finish their discovery process
and show as unassociated servers that are powered off, with no errors.

To view the server discovery status, follow these steps:

1. In Cisco UCS Manager, click the Equipment tab in the navigation pane, and click Equipment.
2. In the properties pane, click the Servers tab.
3. Click the Chassis > Chassis1 Tab and view the Chassis status in the Overall Status column.

4. When the chassis is discovered, the S3260 storage server is displayed as shown below:
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HyperFlex Installation

The Cisco HyperFlex software is distributed as a deployable virtual machine, contained in an Open Virtual
Appliance (OVA) file format. The HyperFlex OVA file is available for download at www cisco.com.

When the OVA is installed, the HyperFlex installer is accessed via a webpage using your local computer and a
web browser. The HyperFlex Installer configures Cisco UCS and deploys the HyperFlex Data Platform on a Cisco
UCS Cluster. To configure Cisco UCS for HyperFlex and then install HyperFlex Data Platform, refer to: Cisco
HyperFlex Installation Guide.

As shown in Figure 30, the present setup is deployed with four node HyperFlex Cluster with HX240C-M5L nodes.
The cluster is attached to a separate pair of Cisco UCS Fabric Interconnect 6332UP.
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Figure 30 Cisco UCS Manager Summary for a Four Node HX Cluster
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Figure 31 details the HyperFlex Cluster summary through the HX Connect.

Figure 31 HX Cluster Summa
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Cisco UCS 53260 Configuration
This section details the steps for the Cisco UCS configuration for the Cisco UCS S3260 Storage Server.
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Create Sub-Organization

In this setup, there are two sub-organizations under the root, each for HX and Veeam Infrastructure. Sub-
organizations help to restrict user access to logical pools and objects in order to facility security and to provide
easier user interaction. For Veeam Backup infrastructure, create a sub-organization as " Veeam." To create a
sub-organization, follow these steps:

1. In the Navigation pane, click the Servers tab.

2. Inthe Servers tab, expand Service Profiles > root. You can also access the Sub-0Organizations node under the
Policies or Pools nodes.

3. Right-click Sub-Organizations and choose Create Organization.

All Servers / Service Profiles / root /| Sub-Organizations

H

Sub-Organizations
» Servers

» Service Profiles + = T Bgort i B

ame
v root Neme

Sub-Organizations Ve

» Service Profile Templates

ge mo

an

* root

» Sub-Organizations

» Policies

(i

v root

» Adapter Policies

.

» BIOS Defaults
» BIOS Policies
» Boot Policies
» Diagnostics Policies

» Graphics Card Policies

Create Chassis Firmware Packages

To create S3260 Chassis Firmware packages, follow these steps:

1. In the Navigation pane, click the Chassis tab.

2. Inthe Chassis tab, expand Policies > root > sub-Organizations > Veeam.

3. Right-click Chassis Firmware Packages and select Create Chassis Firmware Packages.
4. Enter S3260_FW_Package as the Package name.

5. Select 4.0(4¢)C from the Chassis Package drop-down list.

6. Click OK.
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Create Chassis Firmware Package

Name . | S3260_FW_Package
Description ‘

Chassis Package : |4~0(4U)C v
Service Pack : ’<n~ot set> v

The images from Service Pack will take precedence over the images from Chassis Package
Excluded Components:

Chassis Adaptor

Chassis Board Controller
Chassis Management Controller
Local Disk

SAS Expander

LI

D -

Create Disk Zoning Policy

You can assign disk drives to the server nodes using disk zoning. Disk zoning can be performed on the controllers
in the same server or on the controllers on different servers.

To create S3260 Disk Zoning Policy, follow these steps:

1. In the Navigation pane, click Chassis.
2. Expand Policies > root > Sub-Organizations > Veeam.

3. Right-click Disk Zoning Policies and choose Create Disk Zoning Policy.
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Create Disk Zoning Policy ?
Name : |SB260_DiSkZone |
Description

Preserve Config : (]

Disk Zoning Information

+ =— TY,Advanced Filter 4 Export  #% Print -I:!-

Mame Slot Number Ownership Assigned to Ser..  Assigned to Con... Controller Type

Mo data available

(® Add [i] Delete @ Modify

4. Enter S3260_DiskZone as the Disk Zone Name.

5. In the Disk Zoning Information Area, click Add.

6. Select Ownership as Dedicated.

7. Select Server as 1 (Disk would be assigned to node 1 of S3260 Storage server).
8. Select Controller as 1.

9. Slot range as 1-56 (In the present setup we have 56 X 8 TB SAS drives).
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Add Slots to Policy ? X

Ownership : |{':‘,u Unassigned (e) Dedicated () Shared () Chassis Global Hot Spare |

Server : ‘1 v ‘

Controller : ‘1 v ‘

Controller Type : SAS

Drive Path : |{_‘§j. Path Both () Path 0 () Path 1 |

Slot Range : l 1-56 ‘

10. Click OK.

11. Click OK to complete the Disk Zoning Configuration Policy.
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~ - . g e - i~
Create Disk Zoning Policy ? X
Name S3260_DiskZone
Description
Preserve Config
Disk Zoning Information
4+ = YsAdvancedF + Exp - P it
] 1 L -
p O L r =
» o = o
p ¢
p © L =
p © < L B
13 - 3 =
+) Add

Set Cisco UCS 53260 Disk to Unconfigured Good

To prepare all disks from the Cisco UCS S3260 Storage Servers for storage profiles, the disks must be converted
from JBOD to Unconfigured Good. Identify the disk in JBOD mode and set to Unconfigured Good. To convert the
disks, follow these steps:

1. Select the Equipment tab in the left pane of the Cisco UCS Manager GUI.

2. Goto Equipment >Chassis > Chassis 1 > Storage Tab> Disks.

3. Select disks and right-click Sset JBOD to Unconfigured Good.

Create MAC Address Pools

To configure the necessary MAC address pools for the Cisco UCS environment, follow these steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.

2. Select Pools > root > Sub-organizations > Veeam.

‘ﬁ In this procedure, a single MAC address pool is created, thus creating single vNIC for each
VLAN. vNIC failover will be addressed through Fabric Failover under vNIC.

3. Right-click MAC Pools under the root organization.

69



Cisco UCS S3260 Storage Server and HyperFlex Configuration

4. Select Create MAC Pool to create the MAC address pool.
5. Enter Veeam_MAC Pool as the name of the MAC pooal.
6. Optional: Enter a description for the MAC pool.

7. Select Sequential as the option for Assignment Order.

Create MAC Pool ®» X
Define Name and Description Name . veeam_mac_pool
Description :
Add MAC Addresses = -
Assignment Order : \ Default (o) Sequential
Next > Cancel
8. Click Next.
9. Click Add.

10. Specify a starting MAC address.

11. Specify a size for the MAC address pool that is sufficient to support the available blade or server resources.
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Create a Block of MAC Addresses

First MAC Address : | 00:25:85:9A00:00 | Size: [32] .

To ensure uniqueness of MACs in the LAN fabric, you are strongly encouraged to use the following MAC
prefix:
00:25:B5:xx:xx:xx

12. Click OK.

13. Click Finish.

Create IP Pool

To configure the necessary IP Pools to allow KVM access to Cisco UCS S3260 compute node, follow these steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
2. Select Poaols > root > Sub-Organizations >Veeam.

3. Right-click IP Pools and select create IP Pools.

4. Enter IP Pool Name as Veeam-ip-pool.

5. Add Block of IP address as shown in the figure below and click Finish.
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Create Block of IPv4 Addresses
From . [192768.170.36 Size
Subnet Mask - [255.255.2550 |

Primary DNS : [0.0.0.0

Create UUID Suffix Pool

To configure the necessary universally unique identifier (UUID) suffix pool for the Cisco UCS environment, follow
these steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
2. Select Poaols > root > Sub-Organizations >Veeam.

3. Right-click UUID Suffix Pools.

4. Select Create UUID Suffix Pool.

5. Enter UUID_Pool as the name of the UUID suffix pool.
6. Optional: Enter a description for the UUID suffix pool.
7. Keep the prefix at the derived option.

8. Select Sequential for the Assignment Order.

9. Click Next.

10. Click Add to add a block of UUIDs.

11. Keep the From field at the default setting.

12. Specify a size for the UUID block that is sufficient to support the available server resources.
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Create a Block of UUID Suffixes

From : ‘ 0000-000000000991 Size : |32

13. Click OK.
14. Click Finish.
15. Click OK.

Create Server Pool

To configure the necessary server pool for the Cisco UCS environment, follow these steps:

& Consider creating unique server pools to achieve the granularity that is required in your environment.

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
2. Select Pools > root.

3. Right-click Server Pools.

4. Select Create Server Pool.

5. Enter S3260-Pool as the name of the server pool.

6. Optional: Enter a description for the server pool.
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7. Click Next.

8. Select 53260 server node to be used for and click >> to add them to the S3260-Pool server pool.

Create Server Pool ? X
Set Name and Description Servers Pooled Servers
Add Servers
C S R U PD A S C C SI R u PD A S C
U tu ( U U
H U ' >>
( - |
1 H 1
Z H L
H U
H U
S H U
H u
H U
8 H U
9 H U V
Model Model:
Serial Number: Senal Number:
Vendor: Vendor:
9. Click Finish.
10. Click OK.
=2 Pools - Pools | root | Server Pools
Server Pools
w Pools
E v 100t D 4+ = TsAdvanced Fiker 4 Export 4 Print
Sarver Pool default w Server Pool 53260-Poo 1 o
H » Server Pool $3260-Pool Saras e
» ULID Suffix Pools Server Pool default 0 o
(=)

» Sub-Organizations
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Create VLANSs

r.

If HyperFlex is already configured and Cisco UCS S3260 is connected to the same Cisco UCS Fabric In-
terconnect as Cisco HyperFlex nodes, this step is not required. HX Management and Veeam network are
on the same VLAN. We need to add multisite VLAN for communication across data center and to Hyper-
Flex ROBO deployments. If HX Management VLAN can communicate across Data Center, then the addi-

tion of multisite VLAN is not required.

To configure the necessary virtual local area networks (VLANSs) for the Cisco UCS environment, follow these

steps:

1.

2.

In Cisco UCS Manager, click the LAN tab in the navigation pane.

Select LAN > LAN Cloud.

Right-click VLANSs.

Select Create VLANS.

Enter HX-multisite as the name of the VLAN to be used

Keep the Common/Global option selected for the scope of the VLAN.

Keep the Sharing Type as None.

Click OK and then click OK again.

Repeat steps 3-8 to add backup VLAN as shown below:

e/Pref

-reate VLANs

iX-multisite

Check Overlap

Cancel

10. VLANSs configured in the present configuration are details below:
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= All . LAM / LAN Cloud | VLANS

=l

n

2 VLAN default (1) T Add O inla

® G e hame © default VLAN 1D 1
0 0 o 0 Native VLAN . Yes Fabiic 1D Dusl
- Lan f Types Wirtual
Actions
© External Transport Type - Ether

Create Host Firmware Package

Firmware management policies allow the administrator to select the corresponding packages for a given server
configuration. These policies often include packages for adapter, BIOS, board controller, FC adapters, host bus
adapter (HBA) option ROM, and storage controller properties.

To create a firmware management policy for a given server configuration in the Cisco UCS environment, follow
these steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.

2. Select Policies > root >Sub-Organizations > Veeam.

3. Expand Host Firmware Packages.

4. Right-click and Select Create Host Firmware Package.

5. Select the version 4.0(4d)B for Blade and 4.0(4d)C for Rack Packages.

6. Click OK to add the host firmware package.
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Create Host Firmware Package

Name :  $3260-Host-FW

Description :
How would you like to configure the Host Firmware Package?

(e) Simple () Advanced

Blade Package : [4.0(ad)B v |
Rack Package : |4.0(4d)C -
Service Pack : |=not set> v

The images from Service Pack will take precedence over the images from Blade or Rack Package

Excluded Components:

E Adapter

[ | BiOS

[ | Board Controller

[ ] cmc

L FC Adapters

I: Flex Flash Controller

[ ] apus

[ ] HBA Option ROM

’: Host NIC

’: Host NIC Option ROM
E Local Disk

[ | NVME Mswitch Firmware
[ | psu
[

] Dei Cuitah Cie

QoS Policy

To enable quality of service and create QoS policy in the Cisco UCS fabric, follow these steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.
2. Select LAN > LAN Cloud > QoS System Class.
3. Inthe right pane, click the General tab.

4. Make sure the Class of Service is configured as shown below. This is already created through the HyperFlex
installer.
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Al - LAN / LAN Cloud | QoS System Class

Eth Interface 1/32 | Ganeral | Events  FSM

Uglink Eth Interfacas

» Internal Fabne &

Acti P i
+ VLANS ctions roperties
» VP Optimization Sets Cwner - Loeal
» Fabric B
Priority Enabled CoS Packet Weight Weight MTU Multicast
Drop (%) Optimized
» LAN P Groups
- Platinum Ll 5 [ 4 25 8218
» Threshold Palicies
» VLAN Groups Gold L) a L 4 25 norma
» VLANS
Siver 4 2 L best-effort 6 nonmal o
* Appliances
» Fabric A Branze v 1 L best-effort 6 0216
v et :;“ & Ay ¢ best-effor 6 narma
» VLANs ort
Fibre o = 32 NiA
* Internal LAN Channel -

ﬂ The QoS System Class describes are in alignment with the HyperFlex Infrastructure configuration.

5. In Cisco UCS Manager, click the LAN tab in the navigation pane.
6. Select LAN > Policies > root > Sub-Organizations> Veeam >QoS Policies.
7. Right-click QoS Policies and select Create QoS Policy.

8. Enter the name as Silver and select Silver for the priority.

9. Click OK.

Create QoS Policy ?
Name :  Veeam_QoS

Egress

Priority . | Sibver v

Burst(Bytes) : | 10240

Rate(Kbps) : | line-rate

Host Control : [(e) None Full
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Create Network Control Policy for Cisco Discovery Protocol

To create a network control policy that enables Cisco Discovery Protocol (CDP) on virtual network ports, follow
these steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.
2. Select Policies > root >Sub-Organization > Veeam.

3. Right-click Network Control Policies.

4. Select Create Network Control Policy.

5. Enter Veeam_NCP as the policy name.

6. For CDP, select the Enabled option.

7. Click OK to create the network control policy.

Create Network Control Policy ? X
MNarme ;| Weeam _NCP

Description

CDP : | Disabled (®) Enabled

MAC Register Mode : |(®) Only Native Vian () All Host Vians

Action on Uplink Fail : |(e) Link Down () Warning

MAC Security

Forge - |(&) Allow () Deny

LLDP

8. Click OK.

Create Power Control Policy

To create a power control policy for the Cisco UCS environment, follow these steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
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2. Select Policies > root >Sub-Organizations >Veeam.

3. Right-click Power Control Policies.

4. Select Create Power Control Policy.

5. Enter No-Power-Cap as the power control policy name.
6. Change the power capping setting to No Cap.

7. Click OK to create the power control policy.

8. Click OK.
Create Power Control Policy ? X
Name : No-Power-Cap
Description
Fan Speed Policy : TAn-,r vi‘

Power Capping

If you choose cap, the server is allocated a certain amount of power based on its priority
within its power group. Priority values range from 1 to 10, with 1 being the highest priority. If
you choose no-cap, the server is exempt from all power capping.

|w_6-No Cap () cap

Cisco UCS Manager only enforces power capping when the servers in a power group require
more power than is currently available. With sufficient power, all servers run at full capacity
regardless of their priority.

o Cancel

Create Server BIOS Policy

To create a server BIOS policy for the Cisco UCS environment, follow these steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
2. Select Policies > root > sub-Organizations >Veeam.

3. Right-click BIOS Policies.
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4. Select Create BIOS Policy.

5. Enter S3260-BIOS as the BIOS policy name.
6. Keep options under Main” tab as Platform dependent.

7. Click Finish to create the BIOS policy.

Servers | Policies [ root /| Sub-Organizations /| Veeam / BIOS Policies / $3260-BIOS
[ Main dvance B Jptior T r
Actions
Show Policy Usage
Properties
Name : §3260-BIOS
Descriptior
Owner . Local
Reboot on BIOS Settings Change :
T, Advanced Filter 4 Export & Print
BIOS ir
| locka -
Platform Default
8. Go to Advanced options > Processor.
Table 12 lists the details of each vNIC.
Table 9 Processor BIOS Options
Processor options Value
Energy Efficient Turbo Disabled
Package C State Limit Co C1State
Autonomous Core C State Disabled
Processor C State Disabled
Processor C1E Disabled
Processor C3 Report Disabled
Processor C6 Report Disabled
Processor C7 Report Disabled
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These options are detailed in the figure below, marked in RED.

9. Go to Advanced tab >RAS Memory.

10. Select Maximum Performance Value for Memory RAS Configuration row.

Servers | Policies | root / Sub-Organizations | Veeam | BIOS Policies /| S3260-BIOS

11. Click Save Changes.

12. Click OK.

‘ﬁ The recommended BIOS settings are critical for maximum Veeam Backup Performance on the Cisco
UCS S3260 Server.

Create Maintenance Policy

To update the default Maintenance Policy, follow these steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.

2. Select Policies > root.>Veeam
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3. Right-click Maintenance Policies and Select Create Maintenance Policy.
4. Change the Reboot Policy to User Ack.

5. (Optional: Click “On Next Boot” to delegate maintenance windows to server owners).

Create Maintenance Policy ?
Name veeamjnaintenance
Description
Soft Shutdown Timer : | 150 Secs v
Storage Config. Deployment Policy Immediate (o) User Ack
Reboot Policy : Immediate (o) User Ack Timer Automatic

V| On Next Boot |(Apply pending changes at next reboot.)

6. Click Save Changes.
7. Click OK to accept the change.

Create Adaptor Policy

To create adaptor policy, follow these steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
2. Select Policies > root > Sub-Organizations > Veeam.

3. Right Click on Adaptor Policies and Select Ethernet Adaptor Paolicy.
4. Enter name as veeam_adaptorpol.

5. Enter Transmit Queues = Receive Queues = 8, Ring Size = 4096.
6. Enter Completion Queues = 16 and Interrupts = 32.

7. Under Options, ensure Receive Side Scaling (RSS) is enabled.

8. Click OK.
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N _ ‘ N -
Create Ethernet Adapter Policy ? X
Name . | veeam_adaptorpol

Description :

(=) Resources

Pooled . |(e) Disabled Enabled

Transmit Queues : |8 [1-1000]

Ring Size - 1 4096 [64-4096]

Receive Queues ;|8 [1-1000]

Ring Size - 1 4096 [64-4096]

Completion Queues: |16 [1-2000]

Interrupts - |32 [1-1024]

(=) Options

Transmit Checksum Offload : Disabled (#) Enabled

Receive Checksum Offload : Disabled () Enabled

TCP Segmentation Offload : Disabled (o) Enabled

TCP Large Receive Offload : Disabled (e Enabled

Receive Side Scaling (RSS) Disabled (o) Enabled

Accelerated Receive Flow Steering : |(®) Disabled Enabled

Network Virtualization using Generic Routing Encapsulation - |(e) Disabled Enabled

‘ﬁ To enable maximum throughout, it is recommended to change the default size of Rx and Tx Queues. RSS
should be enabled, since it allows the distribution of network receive processing across multiple CPUs in
a multiprocessor system.

Create VNIC Templates

To create multiple virtual network interface card (vNIC) templates for the Cisco UCS environment, follow these
steps. A total of 3 vNIC Templates will be created.

1. vNIC_veeam_mgmt - Veeam Management vNIC. This vNIC has the same VLAN as the HX Management
VLAN.

2. vNIC_multisite. This vNIC provides communication across DataCenter. If the HX Management VLAN can
communicate across data center, this vNIC is not required.
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3. VNIC_storage- This vNIC provides communication of the Cisco UCS S3260 with the HX Storage network. This
is required for Cisco HyperFlex storage integration with Veeam.

Create Data vNICs
To create the data vNICs, follow these steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.
2. Select Policies > root > Sub-Organizations > Veeam.

3. Right-click vNIC Templates.

4. Select Create VNIC Template.

5. Enter vNIC_veeam_mgmt as the vNIC template name.

6. Keep Fabric A selected.

7. Select the Enable Failover checkbox.

8. Select Updating Template as the Template Type.

9. Select Redundancy Type as No Redundancy

10. Under VLANS, select the checkbox for hx-inband-mgmt VLAN.
11. Set hx-inband-mgmt as the native VLAN.

12. For MTU, enter 1500

13. In the MAC Pool list, select Veeam_mac_pool

14. Ensure vNIC_veeam_mgmt is pinned to Fabric A

15. In the Network Control Policy list, select Veeam_NCP.

16. Select QoS Policy as Silver.
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Create vNIC Template

Name : | vnic_veeam_mgmt

Description

Fabric ID : () FabricA

Redundancy

(_) Fabric B

?

[+] Enable Failover

Redundancy Type

Target

(®) No Redundancy () Primary Template ()

Secondary Template |

Adapter
(] wm

Wamning

If VM is selected, a port profile by the same name will be created.

If a port profile of the same name exists, and updating template is selected, it will be overwritten

Template Type o |0 Initial Template (o) Updating Template

VLANs VLAN Groups

Y, Advanced Fiter 4 Export & Print ¥
Select Name Native VLAN VLAN ID

] default 1

HX-MGMT ® 3171

] HX-multisite 149

] HX-Storage-VLAN C 3175
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-

Create VLAN

CDN Source . [®) vNIC Name User Defined |

MTU : 11500

Waming

Make sure that the MTU has the same value in the QoS System Class

corresponding to the Egress priority of the selected QoS Policy.
MAC Pool : | veeam_mac_pool(32/32) v

QoS Policy © | Veeam_QoS v

MNetwork Control Policy : | Veeam_NCP w

Pin Group : |<not set> v

Stats Threshold Policy @ | default v

Connection Policies

Dynamic vNIC (@) usNIC VMQ

usNIC Connection Policy : | <notset> v

17. Click OK to create the vNIC template.
18. Click OK.

Follow these steps for the multisite VLAN template:

1. In the navigation pane, select the LAN tab.

2. Select Palicies > root.

3. Right-click vNIC Templates.

4. Select Create VNIC Template.

5. Enter vNIC_veeam_msite as the vNIC template name.

6. Select Fabric A.

7. Select the Enable Failover checkbox.

8. Under Target, make sure the VM checkbox is not selected.
9. Select Redundancy Type as No Redundancy.

10. Select Updating Template as the template type.

11. Under VLANS, select the checkboxes for HX_multisite.
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12. Set HX_multisite as the native VLAN.

13. Select vNIC Name for the CDN Source.

14. For MTU, enter 1500.

15. Select QoS Policy as Veeam_qos.

16. In the MAC Pool list, select Veeam_mac_pool.

17. In the Network Control Policy list, select Veeam_NCP.

Create vNIC Template

Name © wnic_veeam_msite
Description

Fabric ID . () Fabric A () Fabric B

Redundancy

Enable Failover

?

Redundancy Type : |(®) No Redundancy () Primary Template () Secondary Template

Target
Z‘ Adapter

] vm

Warming

If VM is selected, a port profile by the same name will be created.
If a port profile of the same name exists, and updating template is selected, it will be overwritten

Template Type : .-'__,- Initial Template (e) Updating Template

V0LANS VLAN Groups

Y, Advanced Filter 4 Export ¥ Print fel
Select Name Native VLAN VLAN ID
default
HX-MGMT 3n
v HX-multisite . 49
HX-Storage-VLAN 3175
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Create vNIC Template B <
default
HX-MGMT
v HX-multisite =

HX-Storage-VLAN

D r o) vN ar L Defi i
MTU 1500

Wamnir

Make sur at the MTU has the same value in the
corresponding to the Egress priority of the selected QoS Polic

C Pool veeam_mac_pool(32/32) v

20S Policy Veeam_QoS v
N . . Contre D, " \ ~
Network Control Policy Veeam _NCP v

I J v
Stats Threshold Policy default v

Cor ction Pol

®) us MQ
u C Connection Policy r € v

18. Click OK to create the vNIC template.

19. Click OK.

‘ﬁ The multisite vNIC is required only if HX Management VLAN does not have connectivity to Remote Data-

Center. If Management VLAN has access to remote data center, Veeam Replication or Backup copy traf-
fic would be on HX Management VLAN

Follow these steps for the HXStorage vNIC template:

1. In the navigation pane, select the LAN tab.
2. Select Policies > root.

3. Right-click vNIC Templates.

4. Select Create VNIC Template

5. Enter vNIC_veeam_strge as the vNIC template name.
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6. Ensure vNIC_veeam_strge is pinned to Fabric B. This is required as the HyperFlex storage network traffic is
pinned to Fabric B. This avoids backup traffic on HX Storage VLAN traverse upstream switch.

7. Select the Enable Failover checkbox.

8. Under Target, make sure the VM checkbox is not selected.
9. Select Redundancy Type as No Redundancy.

10. Select Updating Template as the template type.

11. Under VLANS, select the checkboxes for hx-storage-vlan.
12. Set hx-storage-vlan as the native VLAN.

13. Select vNIC Name for the CDN Source.

14. For MTU, enter 1500.

15. Select QoS Policy as Bronze.

16. In the MAC Pool list, select Veeam_mac_pool.

17. In the Network Control Policy list, select Veeam_NCP.
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Create vNIC Template

Name

Description

Fabric ID
Redundancy

vnic_veeam_strge

(O Fabric A (®) Fabric B Enabile Failover

Redundancy Type

Target

(») No Redundancy () Primary Template () Secondary Template |

[w| Adapter

R

Warning

If VM is selected, a port profile by the same name will be created.
If a port profile of the same name exists, and updating template is selected, it will be overwritten

Template Type

() Initial Template (o) Updating Template

VLANs VLAN Groups

Y, Advanced Filter

4 Export % Print

Select Name Native VLAN VLAN ID
[] default v 1
] HX-MGMT 317
L] HX-multisite O 149
™ HX-Storage-VLAN @ 3175

Create VLAN

CDN Source

MTU

Wamning

(®) vNIC Name () User Defined

1500

Make sure that the MTU has the same value in the QoS System Class
corresponding to the Egress priority of the selected QoS Policy.

MAC Pool

QoS Policy

Network Control Policy :

Pin Group

Stats Threshold Policy :

Connection Policies

veeam_mac_pool(32/32) » ‘

t | Veeam_QoS v

i

Veeam_NCP w

<not set> v |

!

default »

Dynamic vNIC () usNIC () VMQ

usNIC Connection Policy @ | <not set> w

Cancel
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18. Click OK to create the vNIC template.

19. Click OK.

# HX Storage VNIC on HX Storage VLAN is required to allow backup traffic to flow through HyperFlex stor-
age network. This allows utilization of Veeam Direct NFS mode for backup jobs.

Create Disk Group Policy

A storage profile encapsulates the storage requirements for one or more service profiles. LUNs configured in a
storage profile can be used as boot LUNs or data LUNs and can be dedicated to a specific server. You can also
specify a local LUN as a boot device. The introduction of storage profiles allows you to do the following:

e Configure multiple virtual drives and select the physical drives that are used by a virtual drive. You can also
configure the storage capacity of a virtual drive.

e Configure the number, type and role of disks in a disk group.
e Associate a storage profile with a service profile

The Cisco UCS Manager Storage Profile and Disk Group Policies are utilized to define storage disks, disk
allocation, and management in the Cisco UCS S3260 system. You would create two disk Group Policies as
follows:

e RAID 1 from two Rear SSDs for OS Boot
e RAIDB0 from 56 HDD as defined under Disk Zoning Policy
Table 10 lists the RAID Policies which can be configured on Cisco UCS S3260.

Table 10 RAID Group Configuration on Cisco UCS S3260

# Disk | RAID Group | # SPANs | # Disk per SPAN | # Global Hot Spares
14 RAID 6 NA NA 1
28 RAID 60 2 13 2
42 RAID 60 3 13 3
56 RAID 60 4 13 4

To create Disk Group Policy, follow these steps:

1. In Cisco UCS Manager, click the Storage tab in the navigation pane.

2. Select Storage Policies > root >Sub-0rganizations > Veeam >Disk Group Policies.
3. Right Click on Disk Group Policy and Select Create Disk Group Policy.

4. Enter name as RAID1_OS.

5. Select RAID Level as RAID1 Mirrored.

6. Number of drives as 2 and Drive Type as SSD.
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7. Strip Size = 64KB, Access Policy = Read Write, Write Cache Policy = Write Back Good BBU, 10 Policy = Di-
rect, Drive Cache = Platform Default.

8. Click OK.

Create Disk Group Policy

RAID Level : |RAID 1 Mirrored v

() Disk Group Configuration (Automatic) () Disk Group Configuration (Manual)

Disk Group Configuration (Automatic)

Number of drives |2 [0-60]
Drive Type . | ") Unspecified (_)HDD (e) SSD

Number of Dedicated Hot Spares : | unspecified [0-60]
Number of Global Hot Spares  : | unspecified [0-60]
Min Drive Size (GB) . | unspecified [0-10240]

Use Remaining Disks - g

Use JBOD Disks : [(C)Yes (@) No

Virtual Drive Configuration

Strip Size (KB) - |64KB v

Access Policy ¢ |(C) Platform Default (») Read Write () Read Only () Blocked

Read Policy ¢ |(C) Platform Default (e) Read Ahead (") Normal |

Wirite Cache Policy : |() Platform Default () Write Through (e) Write Back Good Bbu (_) Always Write Back
10 Policy : |(") Platform Default (o) Direct () Cached |

Drive Cache . |(®) Platform Default () No Change () Enable ( ) Disable

9. Create second Disk Group Policy with RAID 60.

10. Create a RAID60 with 56 HDDs.

11. For 56 DISK configurations of RAID60, we would have 4 SPANs and each SPAN would have 13 disks.
12. Remaining 4 DISK are allocated for Global Hot Spares.

13. Enter name as S3260-RAID60-56d, Select RAID60 from RAID Level and opt for Manual Disk Group Configu-
ration.

14. Click Add, Enter Slot Number as 1, Role as Normal and Span ID as 0.
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Create Local Disk Configuration Reference

Slot Number: 3 [1-254]

Role : |(®) Normal () Dedicated Hot Spare () Global Hot Spare |

- (o {0-8]

15. Repeat step 12, for Slot numbers 2 to 13 with Span ID O.

Create Local Disk Configuration Reference

Slot Number : | 13 [1-254])

: Ig Normal () Dedicated Hot Spare () Global Hot Spare |

o [0-8]

16. For Slot 14, Select Role as Global Hot Spare and Span Id as 0 and for Slot 14 Select Role as Global Hot Spare
and Span Id as unspecified.
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Create Local Disk Configuration Reference ? X
Slot Number : | 14 [1-254]
Role : |(") Normal () Dedicated Hot Spare (e) Global Hot Spare
Span ID :  unspecified [0-8]

17. Repeat steps 12 - 14, for Slot 15 to Slot 28 and enter Span ID as 1.

Create Local Disk Configuration Reference

Slot Number : | 15 [1-254]

Role : |! Normal () Dedicated Hot Spare () Global Hot Spare

Span ID a [0-8]
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Create Local Disk Configuration Reference

Slot Number : | 16 [1-254]

Role : [@-Normal () Dedicated Hot Spare () Global Hot Spare

[0-8]

18. For Slot 27, select Role as Dedicated Hot Spare and SPAN ID as 1.

Create Local Disk Configuration Reference T X
Shot Murmber : | 27 [1-205]

Role : (Normal (w) Dedicated Hot Spare () Global Hot Spare

SpaniD - |1 [0-8]

19. For Slot 28, select Role as Global Hot Spare and leave the Span ID as unspecified.
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Create Local Disk Configuration Reference

Slot Number : | 28 [1-254]

Role ¢ |(O) Normal () Dedicated Hot Spare (e) Global Hot Spare

. unspecified [0-8]

20. Repeat the steps for Slot 29-42 with slot 29-41 with Role as Normal and Span ID as 2 and Slot 42 with Role
as Global Hot Spare and SPAN ID as unspecified.

Create Local Disk Configuration Reference

Slot Number : | 41 [1-254]
Role : |‘:6- Normal () Dedicated Hot Spare () Global Hot Spare |
Span ID . [2 j [0-8]

D -
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Create Local Disk Configuration Reference

Slot Number : | 42 [1-254]

Role : |(O) Normal () Dedicated Hot Spare () Global Hot Spare

[0-8]

- unspecified

21. Repeat the steps for Slot 43-56 with slot 43-57 with Role as Normal and Span ID as 3 and Slot 56 with Role
as Global Hot Spare and SPAN ID as unspecified

Create Local Disk Configuration Reference

Slot Number ; 43 [1-254]
Role : [@® Normal () Dedicated Hot Spare () Global Hot Spare
SpanD  : (3| [0-8]
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Create Local Disk Configuration Reference

Slot Number : 55 [1-254]

Role : Ig‘ Normal () Dedicated Hot Spare () Global Hot Spare

SpaniD  : (3 [0-8]

Cancel

Create Local Disk Configuration Reference

Slot Number : | 56 [1-254]

Role s _ ) Normal () Dedicated Hot Spare (e) Global Hot Spare

Span ID unspecified [0-8]
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Create Disk Group Policy ? X
MName : | 53260-RAIDE0-56d
Descripton :

RAID Level - [raID 60 Striped Dual Parity »

_ Disk Group Configuration {Automatic) (e) Disk Group Configuration (Manual)

Disk Group Configuration (Manual)

Y, Advanced Fiter 4 Export % Print el

Slot Number Role Span ID

50 Normal 3

Normal

54 Normal 3
55 Normal

[ Normal Unspecified
(#) Add [i] Delete

Virtual Drive Configuration

Strip Size (KB) . |G4KB -

Access Policy . | ~) Platform Default (#) Read Wiite () Read Only () Blocked

22. When all 56 Disks with 4 Spans are configured:

a. Select Strip Size as 64KB

b. Access Policy as Read Write

Cc. Read Policy as Read Ahead

d.  Write Cache Policy as Write Back Good BBU
e. 10 Policy as Direct

f. Drive Cache Policy as Platform Default

The figure below displays the RAIDE0 configuration with 56 Disk and suggested Virtual Drive Configuration.
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Create Disk Group Policy

?

Y, Advanced Fiter 4 Export /s Print fel
Slot D
1ed
H ed I
(¥ Add [i] Delete
Virtual Drive Configuration
Strip S B) : |64KB v
Acc Platform Default (e) Read Write Blocked
Read Policy Platform Default (e) Read Ahead Normal
Write Cache Policy : Platform Default Write Through () Write Back Good Bbu Abways Write Back
10 Policy : Platform Default () Direct Cached
») Platform De No Change Enable Disable
Security
Cancel

Table 11 RAID Configuration for Cisco UCS S3260 and Cisco UCS C240 M4 LFF Server

Small - 1 Small - 2 Medium -1 Medium -2 Large -1 Large-2

Raw Capacity | 48 TB 72 1B 140TB 280 TB 560 TB 1680 TB

Minimum 36 TB 54 TB 110TB 220TB 440 TB 1320 1B

Usable

Capacity

Storage 12 x4-TB 12 x6-1B 14 x10-TB | 28 x 10-TB | 56 x 10-TB 168 x 10-TB
SAS 7200~ SAS 7200~ SAS 7200- | SAS 7200~ | SAS 7200~ SAS 7200~
rom drives rom drives rom drives rom drives rom drives rom drives
48 TB raw 72 1B raw 140 TBraw | 280 TB raw | 560 TB raw 1680 TB raw
capacity capacity capacity capacity capacity capacity

Servers 1 Cisco UCS | 1 Cisco 1 Cisco 1 Cisco 1 Cisco UCS | 3x Cisco
C240 M5 UCS C240 UCS S3260 | UCS S3260 | S3260 UCS S3260
(LFF) M5 (LFF)

CPU Intel Xeon Intel Xeon Intel Xeon Intel Xeon Intel Xeon Intel Xeon
pProcessor processor processor processor processor processor
4214 (12 4214 (12 5220 (18 5220 (18 5220 (18 5220 (18
cores, 2.3 cores, 2.3 cores, 2.2 cores, 2.2 cores, 2.2 cores, 2.2
GHz, and GHz, and GHz, and GHz, and GHz, and GHz, and
105W) 105W) 125W) 125W) 125W) 125W)

101




Cisco UCS S3260 Storage Server and HyperFlex Configuration

Small -1 Small -2 Medium -1 Medium -2 Large -1 Large-2
Memory 64 GB 128 GB 256 GB 256 GB 256 GB 256 GB per
server
Total: 768
GB
RAID Cache 2 GB 2 GB 4 GB 4 GB 4 GB 4 GB
RAID RAID 6 RAID 6 RAID 60 RAID 60 RAID 60 RAID 60
Maximum 2x 40 Gbps 2x 40 Gbps | 2x 40 Gbps | 2x 40 Gbps | 2x 40 Gbps 2x 40 Gbps
Bandwidth
4x 25 Gbps 4x 25 Gbps | 4x 25 Gbps | 4x 25 Gbps | 4x 25 Gbps 4x 25 Gbps

Create Storage Profile

To create Storage Profile for Cisco UCS 53260, follow these steps:

1.

Enter name as S3260_Str_Prf_1.

Under Local Lun Selection, click Add.

Right-click and Select Create Storage Profile.
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Create Storage Profile -
Marme - | 53260_Str_Prf_1
Description :
LUNs
Local LUMs Controller Definitions
Y. Advanced Filter 4 Export % Print -I:!-
MName Size (GB) Order Fractional Size (MB)

Mo data available

@ Add Delete

n Cancel

6. Enter Name as OS_Boot.
7. Check Expand to Available; this creates a single lun with maximum space available.

8. Select Disk Group Selection as RAID_OS and click OK.
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Create Local LUN

(e) Create Local LUN () Prepare Claim Local LUN

Name : | OS_Boot

Size (GB) 1 [0-245760]

Fractional Size (MB) -0

Auto Deploy : |(e) Auto Deploy ( ) No Auto Deploy ‘

Expand To Available : @

Select Disk Group Configuration : . RAID OS v | Create Disk Group Policy

9. Click Add under Local LUN.
10. Enter Name as Veeam_Rep; this is the LUN used by Veeam Repository.

11. Check Expand to Available and Select Disk Group Configuration as S3260-RAID60-56d.

12. Click OK.
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Create Local LUN

=3

(e) Create Local LUN () Prepare Claim Local LUN

Name - Veeam_Rep

Size (GB) -1 [0-245760]
Fractional Size (MB) -0

Auto Deploy : |@® Auto Deploy () No Auto Deploy |
Expand To Available - @

Select Disk Group Configuration : ‘ S3260-RAID60-56d w ‘C”ﬁte Disk Group Policy

D

13. Click OK on the Create Storage Profile.
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Create Storage Profile ? X

Name - | S3260_Str_Prf_1

Description :

LUNs
Local LUNs LUN Set Controller Definitions Security Policy
Y, Advanced Fiter 4 Export /& Print {I’
Name Size (GB) Order Fractional Size (MB)
Veeam_Rep 1 Not Applicable
OS_Boot 1 Not Applicable 0

(+) Add

o Cancel

Create Chassis Profile Template

A chassis profile defines the storage, firmware and maintenance characteristics of a chassis. You can create a
chassis profile for the Cisco UCS S3260 Storage Server. When a chassis profile is associated to a chassis, Cisco
UCS Central automatically configures the chassis to match the configuration specified in the chassis profile.

A chassis profile includes four types of information:
e (Chassis definition—Defines the specific chassis to which the profile is assigned.
¢ Maintenance policy—Includes the maintenance policy to be applied to the profile.

e Firmware specifications—Defines the chassis firmware package that can be applied to a chassis through this
profile.

e Disk zoning policy—Includes the zoning policy to be applied to the storage disks.
To create Chassis Profile Template for Cisco UCS S3260 storage server, follow these steps:

1. In Cisco UCS Manager, click the Chassis tab in the navigation pane.
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2. Select Chassis Profile Templates > root > Sub-Organizations > Veeam.
3. Right-click and select Create Chassis Profile Template.
4. Enter name as S3260_Chs_Tmplte.

5. Select Type as Updating Template.

Create Chassis Profile Template

You must enter a name for the chassis profile template and specify the template type. You can also enter a description of the
Identify Chassis Profile Template template.

Chassis Maintenance Policy Name : | S3260_Chs_Tmplte

The template will be created in the following organization. Its name must be unique within this organization.

Policies Where : org-rootforg-Veeam
Type : [ Initial Template (o) Updating Template
Disk Zoning Policy Optionally enter a description for the template. The description can contain information about when and where the chassis profile

template should be used.

6. Select default as the Maintenance Policy and click Next.

7. Select Chassis Firmware Package as S3260_FW_Package.

Create Chassis Profile Template » X

Optionally configure chassis firmware package for this chassis profile template.
Identify Chassis Profile

Template

(= Chassis Firmware Package

Chassis Maintenance Policy
If you select a chassis feumware policy for this chassis profile template, the template will update the firmware on the chassis that it is
associated with,

Policies Otherwise the system uses the firmware already installed on the associated chassis.

Chassis Firmware Package $320_FW_Package v Cihate. Chassi & Dacgd
Disk Zoning Policy

(® Compute Connection Policy

(® Sas Expander Configuration Policy

8. Select Disk Zoning Policy as S3260_DiskZone and click Finish.
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~ ~ . = A .
Create Chassis Profile Template B X
Optionally specify information that affects how the system operates
Identify Chassis Profile Disk Zoning policies are applicable only to UCSC-C3X60-BASE chassis
Template
Chassis Maintenance Policy Disk Zonuing Policy:| S3260_DiskZone v

Policies D0 ERosLONg

$3260_DiskZone

Preserve Config: No
Disks Zoned

+ = TY,Advanced Fiter 4 Export # Print fel

t Number wnershi Assigned 10 S.. Assigned t ntroller Type  Drve Patt

Create Service Profile Template

With a service profile template, you can quickly create several service profiles with the same basic parameters,
such as the number of vNICs and vHBAS, and with identity information drawn from the same pools.

‘& If you need only one service profile with similar values to an existing service profile, you can clone a ser-
vice profile in the Cisco UCS Manager GUI.

For example, if you need several service profiles with similar values to configure servers to host database
software, you can create a service profile template, either manually or from an existing service profile. You then
use the template to create the service profiles.

Cisco UCS supports the following types of service profile templates:

e Initial template: Service profiles created from an initial template inherit all the properties of the template.
However, after you create the profile, it is no longer connected to the template. If you need to make
changes to one or more profiles created from this template, you must change each profile individually.

e Updating template: Service profiles created from an updating template inherit all the properties of the
template and remain connected to the template. Any changes to the template automatically update the
service profiles created from the template.

To create the service profile template, follow these steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
2. Select Service Profile Templates > root >Sub-Organizations > Veeam.
3. Right-click Veeam.

4. Select Create Service Profile Template to open the Create Service Profile Template wizard.
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5. Enter S3260_SP_Template as the name of the service profile template.
6. Select the “Updating Template” option.

7. Under UUID, select UUID_Pool as the UUID pool.

Create Service Profile Template

You must enter a name for the service profile template and specify the template type. You can also specify how a UUID wil
Identify Service Profile Template template and enter a description.

Storage Provisioning Name : | $3260_SP_Template

The template will be created in the following organization. Its name must be unique within this organization.
Networking Where © org-rootjorg-Veeam

The template will be created in the following organization. Its name must be unique within this organization.
SAN Connectivity Type | Initial Template (o) Updating Template |

Specify how the UUID will be assigned to the server associated with the service generated by this template.

uuID
Zoning
vNIC/vHBA Placement UUID Assignment: UUID_Pool(32/32) A

The UUID will be assigned from the selected pool.

vMedia Policy The availableftotal UUIDs are displayed after the pool name.

Server Boot Order
Optionally enter a description for the profile. The description can contain information about when and where the service profi
Maintenance Policy

Server Assignment

Operational Policies

8. Click Next.

Configure Storage Provisioning
To configure the storage provisioning, follow these steps:

1. Click Storage Profile Policy Tab and select S3260_Str_Prf_1 (as created under Storage Profile section).
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Create Service Profile Template

Optionally specify or create a Storage Profile, and select a local disk configuration policy.
Identify Service Profile

Template
Specific Storage Profile Storage Profile Policy Local Disk Configuration Policy
Storage Provisioning
Storage Profile: $3260_Str_Prf 1 v Create Storage Profile
Networking
Name §3260_Str_Prf_1
Description :
SAN Connectivity LUNs

Zoning Local LUNs LUN Set Controller Definitions Security Policy

Y, Advanced Fiter 4 Export o Print
vNIC/vHBA Placement

MName Size (GB Order Fractional Size (MB)
vMedia Policy 0S_Boot 1 Not Applicable
Veeam_Rep 1 Not Apphcable C

Server Boot Order

Maintenance Policy

2. Click Next.

Configure Networking Options
To configure the networking options, follow these steps:

1. Keep the default setting for Dynamic vNIC Connection Palicy.
2. Under How would you like to configure LAN connectivity, select Expert Mode.

3. Select the “Use Connectivity Policy” option to configure the LAN connectivity.
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Identify Service Profile
Template

Storage Provisioning

Metwarking

SAN Connectivity

Zoning

vNIC/vHBA Placement

vMedia Policy

Server Boot Order

Maintenance Policy

Create Service Profile Template

Optionally specify LAN configuration information.

Dynarmic vNIC Connection F’O|it‘-v:| Select a Policy to use (no Dynamic vNIC Policy by default) w

Create Dynamic vNIC Connection Policy

How would you like to configure LAN connectiviby?

) Simple (®) Expert () No wNICs () Use Connectivity Palicy

Click Add to specify one or more vNICs that the server should use to connect to the LAN.

Name MAC Address Fabric ID Nat

Mo data available

Delete (@ Add
Server Assignment < Prev Next> | |

4. Click Add.
5. Under Create vNIC option, enter name as vnic_Mgmt.
6. Select use VNIC Template and choose vNIC_veeam_mgmt.
7. Under Adaptor Policy Select veeam_adaptorpol and click OK.

Create vNIC ? X

Name : | vnic_mgmt

vNIC Template :

Adapter Policy

Use vwNIC Template : ¥

Redundancy Pair :

Adapter Performance Profile

vnic_veeam_mgmt

veeam_adaptorpol v

Peer Name :

8. Repeat steps 1 - 7 and name the vNIC as vnic_Storage, vNIC Template as vNIC_veeam_strge and adaptor

policy as Veeam_adaptorpol
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Create vNIC

Name : | vnic_storage

Use vNIC Template : ¥

Redundancy Pair : U

vNIC Template :

vnic_veeam_strge v

Adapter Performance Profile

Peer Name -

Create vNIC Template

Adapter Policy

veeam_adaptorpol v

Create Ethernet Adapter Policy

9. Repeat steps 1-7 and name the vNIC as vnic_multisite, vNIC Template as vNIC_msite and adaptor policy as
VVeeam_adaptorpol.

Create vNIC

MName : | vnic_multisite
Use vNIC Template : 4

Redundancy Pair : ]

wNIC Template © | ynic_veeam_msite v

Peer Name :

Adapter Performance Profile

Create vNIC Template

? X

Adapter Policy

:

Create Ethernet Adapter Policy

10. Verify that there are 3 vNICs attached to Service Profile adaptor.
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Create Service Profile Template

Optionally specify LAN configuration information
Identify Service Profile
Template

Dynamic vNIC Connection Policy:

Storage Provisioning

?

(¥) ISCSI vNICs

Server Assignment

Operational Policies

11. Click Next.

Table 12 lists the details of each vNIC.

How would you like to configure LAN connectivity 7
SAN Connectivity . _ -
Simple (e) Expert No vNICs Use Connectivity Policy
Click Add to specify one or more vNICs that the server should use to connect to the LAN.
Zoning Name Fabnc ID MNative VLAN
NIC vnic_multisit ed
NIC/vHEA Placement VI e '
wNIC vnic_storage Derved derived
vMedia Policy VNIG vnic_mgmt Tived
Server Boot Order
Maintenance Policy
+) Add

Table 12 vNIC Configured for HX Multisite Backup and Replication

vNIC

Description

vnic_mgmt

Required to manage the Veeam Backup and Replication
Server. This would exist on the HX Management VLAN

vnic_Storage

Required for Cisco HyperFlex storage integration with
Veeam. This feature requires Veeam Enterprise Plus
license

Vnic_multisite

This is required for backup and replication across data
center. In case, HX Management VLAN can communicate
across Data Center, this vNIC is not required

Configure Storage Options

Skip the SAN Connectivity since you will use local storage for S3260 created through Storage Policy and Select

No vHBAs

Configure Zoning Options

1. Set no Zoning options and click Next.

Configure vVNIC/HBA Placement

1. Inthe “Select Placement” list, leave the placement policy as “Let System Perform Placement”.

2. Click Next.
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Configure vMedia Policy

1. From the vMedia Policy, leave as default
2. Click Next.

Configure Server Boot Order

1. Choose Default Boot Policy.

Configure Maintenance Policy

1. Change the Maintenance Policy to Veeammaintenence policy (userAck).

Create Service Profile Template

Specify how disruptive changes such as reboots, network interruptions, and firmware upgrades should be applie
Identify Service Profile service profile.

Template

Storage Provisioning —) Maintenance Policy

Select a maintenance policy to include with this service profile or create a new maintenance policy that will be acc

Networking Maintenance Policy;| yeeammaintenance w Create Maintenance Policy
SAN Connectivity
Name : veeammaintenance
Zoning Description
Soft Shutdown Timer : 150 Secs
VNIC/vHBA Placement Storage Config. Deployment Policy : User Ack
Reboot Policy . User Ack
vMedia Policy
Server Boot Order

Maintenance Policy

Server Assignment

Operational Policies

2. Click Next.

Configure Server Assignment
To configure server assignment, follow these steps:

1. In the Pool Assignment list, select S3260_Poal.

2. Firmware Management at the bottom of the page select S3260-Host_FW as created in the previous section.
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Create Service Profile Template 7 X

Optionally specify a server pool for this service profile template.

You can select a server pool you want to associate with this service profile templste.
Pool Assignment:| 53260-Pool Create Server Pool

Select the power state to be apphed when this profile is associated

with the server
#) Up () Down
SAN Connectlvity
Zaning The senace profile template will be 2ssociated with one of the servers in the selected poal.
IF desired. you can specify an additional sarver pool palicy qualification that tha selectad sarver must meet. To do so, select the gqualification from
the list.
vNIC/vHBA Placement T
Server Pool Qualification <not set> ¥
vMedia Policy Restrict Migratior =
(=) Firmware Management (BIOS, Disk Controller, Adapter)
Server Boot Order -
If you select a host firmware policy for this service profile, the profile will update the firmware on the server that it is associated with.
. N Otherwise the system uses the firmware already installed on the associated server.
Maintenance Policy
Host Firmware Package: S3260-Host-FW »
Create Host Firmware Package
Operational Policies

3. Click Next.

Configure Operational Policies
To configure the operational policies, follow these steps:

1. In the BIOS Policy list, select S3260-BIOS.

2. Expand Power Control Policy Configuration and select No-Power-Cap in the Power Control Policy list.
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Create Service Profile Template

Optionally specify information that affects how the system operates.
Identify Service Profile

Template

(=) BIOS Configuration

Storage Provisioning
If you want to override the default BIOS settings, select a BIOS policy that will be associated with this service p

Networking BIOS Policy : | S3260-BIOS v

SAN Connectivity
(# External IPMI/Redfish Management Configuration

Zoning

(® Management IP Address
vNIC/vHBA Placement

(¥ Monitoring Configuration (Thresholds)
vMedia Policy

(= Power Control Policy Configuration
Server Boot Order Power control policy determines power allocation for a server in a given power group.
Power Control Policy : | No-Power-Cap v Create Power Control Policy

Maintenance Policy

(#) Scrub Polic
Server Assignment P Y

Operational Policies (# KVM Management Policy

(® Graphics Card Policy

% Narrintant Mammans Naliso

< Prev

3. Expand Management IP address and select Veeam-ip-pool.
4. Click Finish to create the service profile template.
5. Click OK in the confirmation message.

Create Chassis Profile

To create chassis profile from the chassis profile template, follow these steps:

1. Click the Chassis tab in the navigation pane.

2. Select Chassis Profile Templates > root > Sub-Organizations > Veeam > Chassis Profile Template Chas-
sis_Template.

3. Right-click Chassis Profile Template Chassis_5S3260_Chs_Tmplte and Select Create Chassis Profiles from
Template.

4. Enter S3260_ChassisSP as the Chassis profile prefix.

116



Cisco UCS S3260 Storage Server and HyperFlex Configuration

5. Enter 1 as “Name Suffix Starting Number and 1 as Number of Instances.

Create Chassis Profiles From Template

Naming Prefix :  S3260_ChassisSP

Name Suffix Starting Number : 1

Number of Instances 11

6. The screenshot below displays the S3260_ChassisSP 1 under Chassis > root > Sub-Organizations > Veeam >
Chassis Profile.

Chassis /| Chassis Profiles / root /| Sub-Organizations /| Veeam |/ Chassis Profile $3260_...

General Policies Chassis FSM Faults Events

Fault Summary Properties

® O © © WARNING

4]
This chassis profile is not modifizble because it is bound to
the chas=s profile template $3260_Chs_Tmpite.

Status To modify this chassis profile, please unbind it from the template.
Owerall Status - B Unassociated MName . §3260_ChassisSP1
(#) Status Details User Label
Description
Actions
Owmer . Local
Rename Chassis Profile Associated Chassis
Create a Clone Chassis Profile Template  © $3260_Chs_Tmplte
Create a Chassis Profile Template Template Instance : org-rootforg-Veeam/cp-53260_Chs_Tmplte

(¥ Assigned Chassis
Change Chassis Profile Association
Unbind from the Template (® Chassis Maintenance Paolicy
Bind to a Template

Change Chassis Maintenance Policy

Associate Chassis Profile to Cisco UCS S3260 Chassis
To Associate Chassis Profile to Cisco UCS 53260 Chassis, follow these steps:
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1. Click the Chassis tab in the navigation pane.

2. Select Chassis Profiles > root > Sub-Organizations > Veeam.

3. Right-click S3260_Chassis_SP1 and select Change Chassis Profile Association.
4. In the Assignment tab, select Existing Chassis.

5. Select the existing chassis.

Associate Chassis Profile ? X

Select a previously-discovered chassis by name, or manually specify a custom chassis by entering
its chassis ID. If no chassis currently exists at that location, the system waits until one is discovered.

You can select an existing chassis you want to associate with this chassis profile.

Chassis Assignment: Select existing Chassis v

®) Available Chassis () All Chassis

Select ID

Restrict Migration :d

6. Click OK.

7. Since having selected User Ack for the Maintenance Policy, you need to acknowledge the Chassis Reboot for
Chassis Profile Association.
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Pending Activities

There are activities in the system requiring reboot.
Click the Pending Activities button on the toolbar to acknowh

Pending ACtiVitieS |— Do not show again

| User Acknowledged Activities ‘ Scheduled Activities

Service Profiles Fabric Interconnects Servers

Y, Advanced Fiter 4 Export M Print |+ Show Current User's Activities | | Acknowdedge All

Mame Overall Status Chassis Acknowledgment St...  Config. Trigger State  Acknowledge

Chassis Profile . Pending Reassociati.. Sysichassis-1 Waiting For User MNone I\

Acknowledge

Pending Activities

Pending Disruptions : Up Time
Pending Changes  : operational-policies

# Details

8. On FSM Tab you will see the Association Status.

j Chassls [ Chassis Profiles  root / Sub-Organizations / Veeam | Chassis Profile 53260._...

Cieneral Policies Chassas F5M Faults Everits

Chassis Profile

FSM Status  In Progress

Description .

Current FSM Name . Assoclate

Completed at :

prososs Sts o e —
Remate Imvocabon Result © Not Applicable

Remote Imvocaton Error Code @ None:

Remote mvocabon Deserption

(=) Step Sequence

Order Name Description Status Timestamgp Retried
2019-08-22T23:42.272

1 Associate Download Images Download images(FS-STAGE: Skip o
2 Associate Copy Remote Copy images to peer node{FSM-..  Skip R (]
“ha 3 Associgte Wait Sefore Installation  Wait before installstion(FSM-STA_.  In Progress A o
4 Associate Update Cme Pending o
5 Assaciate Poll Updste Cme Pending o
6 Associate Undate Adaotor Pendina o

Mame B iate Delete Curl Images
Status © Pending
Description -

326
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9. When the Chassis is Associated you will see the assigned status as Assigned.

Chassls | Chassls Profiles / root / Sub-Organizations /| Veeam / Chassis Profile $3260_...

General Palicies Chassis FSM Faults Events

Fault Summary Properties

® o © © WARNING
N ! This chassis profile is not modifiable because it is bound to

the chassis profle termplate $3260_Chs_Tmplte.

Status To madify this chassis profle, please unbind it from the termplate.
Overall Stats - ¢ 0K Name : §3260_ChassisSP1
® Status Details User Label
Description
Actions
Cwner : Local
Rename Chassis Profile Associated Chassis sys/chassis-1

Chassis Profile Template 53260_Chs_Tmplte

rafile Template Template Instance 1 org-rootforg-Veeam/cp-53260_Chs_Tmplte

sis Profile @ Assigned Chassis
Change
Unbind fros @ Chassis Maintenance Policy
Bind to a Te:

Change aintenance Policy

10. Click the Equipment tab >Chassis > Chassis Tand then click Firmware tab.

11. Ensure Chassis Firmware is updated to attached Firmware Package (4.04d).

u - Eguipment | Ghassis | Chassis 1
o E. Log = S orag 1 b
4
¥ o St

- By

ity

Yeaddy Reads

T e

01 BE2 1 5 pr 4

E) Yook cad

e cad

Aty He 1

2 pr 1

A DO ey e 1

[ il

o Reads

+ Fali Imerconnect B (subordinre) @
» Prician

Pt Ao Diseowery Puicy

Create Service Profiles

This section describes how to associate the Compute Node on S3260 Storage server to a Service Profile.
To create service profiles from the service profile template, follow these steps:

1. On Servers tab in the navigation pane.
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2. Select Service Profile Templates > root > Sub-Organizations > Veeam > Service Template
S3260_SP_Template.

3. Right-click S3260_SP_Template and select Create Service Profiles from Template.
4. Enter SP_S3260_node as the service profile prefix.

5. Enter 1 as “Name Suffix Starting Number.”

6. Enter 1 as the “Number of Instances.”

7. Click OK to create the service profile.

Create Service Profiles From Template 7 X

Maming Prefix : | SP_S3260_node

Mame Suffix Starting Mumber @ | 1

MNurnber of Instances R

8. Click OK in the confirmation message.

Associate Service Profile to Server Node of Cisco UCS S3260 Chassis

Adding the compute node of S3260 chassis to the Server Pool and associated this pool to Service Profile
template, the association of server Service Profile to compute node is automatic. If there is no unassociated
compute node in the Server Pool, you will need to add a node to server pool which would allow association to
Service Profile.

To associate the service profile to the server node of the Cisco UCS S3260 chassis, follow these steps:

The status for association of Service Profile to compute node is displayed below.
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1. When Service Profile Association is complete, confirm that the overall status is OK.
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2. Verify the Boot Lun and Veeam Repository LUN under Storage tab of Service

122

A .‘ Frpaipmant | Chassis | Chossis 1 Servers | Sarvee 1
~ tquprent Gowral | wemory Vil Machin Votaled Famwae s SELLog v Tt Heuth  Diegwses  Fadls  Secets PSM Sltisics  Tarpomturcs
v Chisis

- Chesss 1 ol acavid
e ® o o o
» PRLs 0 o) o 3
» SOCs
v Servens Status

UCS-53260-MSSRE

FCH221872CL

Bockea

Profile.




Cisco UCS S3260 Storage Server and HyperFlex Configuration

Servers | Service Profiles | root | Sub-Organizations | Veeam | Service Profile SP_S32...

General

Storage Metwork ISCSIwvNICs whedia Policy Boot Order Virtual Machines FC Zones Policies Server Details CIMC Sessions FSM VIF Patt
Local Disk Configuration Poicy  vHBAs  wHBA Initiator Groups
Actions Storage Profile Policy
Mame o 53260_Str_Prf_1
Description
Storage Profile Instance - -roatforg-Veeam/profile-S3260_Sw_Prf_1
Local LUNs | LUMN Set Controllier Definitions Security Policy Faults
Yo Acvanced Finer 4 Export o Print
Narme: RAID Leve! Size (MB) Config State Deploy Name LUN ID [
| 05_Boot RAID 1 Mirared 456809 Applied 05_Bool-1 1001 ¢
Veeam_Rep RAID 60 Striped Dual Parity 335734432 Appled Veeam_Rep-1 1000 !
Detalls
Actions LUN Details
Profile LUN Name  : OS_Boot Order Not Applicable
Renams Refsranced LUN RAID Level . RAID 1 Mirrored Size (MB) 456800
Configured Size (GB) : 1 Admin State Onling
Set Undeployed
Config State : Applied Boatable © Enabled
Deployed LUN Details
LUN Mew MNama Referenced LUN Mame - 05_Boot-1
3. Verify Service Profile has 3 vNICs.
a . Servers ! Veeam ( SP_. | WMICE
| [rem— | =M
Actiorn Dynamie wNIC Eonnaetics Palicy
» Suli Dvgarizarions Mot Harting Selected
- Ve NICHBA Placiant Poficy
o Narting Selected
» ISCE W
e LAN Cannectivity Policy
» Sub Crganalions LA Canrectivty Fobcy rmarce
= Gervice Frofle Templates Create LAN Correct
- ren aNICs
= Sub-Crgarizions
= inse
[—— [ Faliic 10 Autusl B St Heest Prr Sl Fes P
» Service Tempaie S3260_57
o sE sy AN e
» Su-Organaatiors
S 3 3 ap A 1 ANY HUE
— 2 E an my N oL
» sapter Foicis
b KIS Dedsks
* DKIS Prbcies
s & A

4. Ensure all the components of S3260 are updated to Firmware version 4.0(4c).
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Veeam Availability Suite 9.5 Update 4 Installation

This section elaborates on the installation and configuration of Veeam Availability Suite 9.5 update 4 on Cisco UCS
S3260 storage server node. The important high-level steps are as follows:

e Install and configure Windows 2019 on S3260 server node
e Install Veeam Availability Suite 9.5 update 4

e Configure Backup Infrastructure for Veeam Availability Suite

Install and Configure Windows 2019

To install and configure Windows 2016, follow these steps:

1. In the Navigation pane, select Server tab.
2. Inthe Servers tab, expand Service Profiles > root > Sub-Organizations > Veeam >SP_53260_node 1.

3. Click KVM console and open the * jnlp with java webstart.

| All - | Servers | Service Profiles / root / Sub- P [ Veeam | Service Pro...
Organizations
* Sarvers General Storage Network iISCSIvNICs Boot Order Virtual Machines FC Zones Policies Sarver [
¥ Senace Profiles ® e e
oot » © o C WARNING

_ This service profile is not modifiable because it i
¥ Sub-Orgarizations the service profile template S3260_SP_Temn
» hx-cluster Status To modify this service profile, please unbind it from

¥ Veeamn Name . SP_53260_nodel

Owverall Status : ¢ OK

. User Label
(¥ Status Details
» SCSIuNICs Description
vHBAS X Owrer - Local
Actions
» yNICS Unique Identifier . 25a10a62-197b-11e6-0000-000000000551
UUID Pool : UUID_Pool
» WNIC etho - -Po
UUID Pool Instance : org-root/org-Veeam/uuid-pool-UUID_Pool
* vNIC eth Associated Server - sys/chassis-1/blade-1
Shutdown Server
¥ VeeamProxy1 Reset Service Profile Template  © 53260_SP_Template
» ISCSIvNICs Template Instance - org-root/org-Veeam/ls-53260_SP_Template

KVM Console 77

4. In KVM Console, go to the Virtual Media tab and select Activate Virtual Devices.

5. On the Virtual Media tab, select MAP CD/DVD and browse to Windows 2019 Installer and Map Device.
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A B24-Fl / (Chassis - 1 Server - 1) - KVM Console(Launched By: admin)
File View Macros Tools Virtual Media Help
..}, Shutdown ¢ Create Image

KVM Console | Server v Activate Virtual Devices

indowsZU’ rver.iso Mapped to

Wind 2019Se iso Mapped to CD/DVD
Map Removable Disk ...
Map Floppy ...

Configuring and testing memory..

6. Reset the server and wait for the ISO image to load.

7. Install Windows 2019.

File View Macros Tools Virtual Media Help
_} Shutdown Server %/, Reset

KVM Console | Server

Windows Server: 2019

Languagg to instalt
Time and currency format EEEIEREIIREE I

Enter your language and other preferences and chick “Next” to continue
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8. Select the DriveO. This drive is RAID1 config created from the two SSD in the rear of S3260 chassis for OS
installation through Storage Profile in the Cisco UCS Service Profile. Drive3 is the RAID60 configuration creat-
ed from the top load SAS drives for Veeam Repository.

(; el Windows Setup

Where do you want to install Windows?

Mame Total size

Freespace Type

Drive 0 Unallocated Space 4461 GB

T

— Drive 1 Unallocated Space 327865.7 GB

9. Click Next and complete Windows 2019 installation.

Update Cisco VIC Driver for Windows 2019

4461 GB

3278657 GB

For detailed information, refer to [nstalling Windows 2016/2019 Drivers.

Use the Windows drivers ISO located here: UCS C3260 Rack Server Software

To update the Cisco VIC driver for Windows 2019, follow these steps:

1. Open the UCS KVM Console and login to Windows 2019 installed on the Cisco UCS S3260 Storage Server.

2. Map the S3260 drivers through Map CD/DVD option under the Virtual Media tab in the KVM Console.
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File View Macros Tools Virtual Media Help

%, Shutdown ¢

KVM Console

Server

BB Dashboard

Create Image

\/ Activate Virtual Devices

Map Removable Disk ...
Map Floppy ...

Local Server
& Anser

#§ File and Storage Services b

WHAT'S NEW

LEARN MORE

: / ucs-oox-drivers-windows.4.04d.iso Mapped to CD/DVD

WELCOME TO SERVER MANAGER

3. In Windows 2019, under Computer Management, select Device Manager.

4. Select Ethernet Controller and update drivers for all the available Ethernet Controllers. The Cisco VIC drivers
are located under Network\Cisco\VIC\W2K19\64.

‘h: Action View Help
4 o Hm®=

B X

& Computer Management (Local

v I System Tools
| 5) Task Scheduler

{3l Event Viewer

3] Shared Folders
i & Local Users and Group:
N) Performance
A Device Manages

v % Storage

¥ Windows Server Backu)
#* Disk Management
7y Services and Applications

B4 Base System Device
Bi. Base System Device
Bi Base System Device
B4 Base System Device

B Update Drivers - Ethernet Controller
computer

Browse for drivers on your

Search for drivers in this location:
\Network\Cisco\VIC\W2K 190

4 Include subfolders

e pick fr

available drivers comg

Ba PCIDevice
Bi PCI Memory Controller
Bi PCI Simple Communications Controller

Bi PCI Simple Communications Controller

ym a list of available
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P Computer Management -~ I :
File Action View Help
e 2= 0BEP EX®
A Computer Management (Local Bi Base System Device A | Actions
w [} System Tools Bi Base System Device

> (D Task Scheduler B Base System Device

» [l Event Viewer B Base System Device Mere Actions »

> @] Shared Folders X

» @8 Local Users and Group:

3 @ Performance B Update Drivers - Cisco VIC Ethernet Interface

& Device Manager

St : -
v Ej‘;:’.:dm et ks Windows has successfully updated your drivers

™ Disk Managemen

> [y Services and Appli Wind has finished installing the drivers for this device:

- Cigco VIC Ethemet Interface

Update Intel Chipset Driver for Windows 2019

For detailed information, refer to Installing Windows 2016/2019 Drivers.

Use the Windows drivers ISO located here: Cisco UCS C3260 Rack Server Software

To update the Intel chipset driver for Windows 2019, follow this step:

1. Post updating drivers and Reboot, verify that all the drivers and all vNICs on the Windows 2019 OS are updat-
ed.
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File View Macros Tools Virtual Media Help

-.%, Shutdown Server ., Reset

KVM Console | server

& Computer Management
File Action View Help

= = 7]

v System Tools

Task Sc!

ocal Users and Groups
Y Performance
A Device Manager
v 4 Storage
@ Windows Server Backug
#* Disk Management

Services and Applications

A Computer Management (Local

[V A WIN-38HD3SK2R16

v [l Computer

I ACP| x64-based PC

5 Human Interface Devices

= IDE ATA/ATAPI controllers

& Keyboards

@ Mice and other pointing devices
@l Moenitors

P Netw

adapters

IC Ethemet Interface
@ Cisco VIC Ethernet Interface 22
@ Cisco VIC Ethemnet Interface #3

B Portable Devices

W Ports (COM & LPT,

= Print queuss

[ Processors

Sy Storage controllers

B System devices

§ Universal Serial Bus controllers

Configure network for Veeam Backup Server

Cisco UCS 53260 storage server configured as Veeam Backup Server has three networks. The number of
networks on S3260 is dependent on customer topology and may change accordingly.

1. Configure vNIC_multisite with IP Address on VLAN which can access Remote HX vCenter and Remote Proxy
Server. Remote Proxy Server allows Replication of HyperFlex Remote Site. vNIC_multisite configuration is only

Actions
Dewvice Manager

More Actions

required if HX Management network cannot be accessed outside the Primary Data Center.

2. Configure vNIC_Mgmt with IP Address on HX Management VLAN.

3. Configure vNIC_Storage with IP Address on HX Storage VLAN. This is required for Cisco HyperFlex and

Veeam Storage Integration.

Power Options for High Performance

On Windows 2019, go to Power options and Select High Performance option. This is detailed in the figure below:
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Settings — ] >
0 Home Power & sleep
Find a setting 3 Power Options -
1 a > Control Panel » Hardware » Power Options v D Search Control Panel
System

Control Panel Home .
Choose or customize a power plan

| Display Choose what the power button A power plan is a collection of hardware and system settings (like display brightness, slee
does manages how your computer uses power. Tell me more about power plans
referred plans
49 Sound Create a power plan Preferred pl
Q g_hol‘“e when 1o tum off the (O Balanced (recommended) Change |
I:‘ Notifications & actions Py Automatically balances performance with energy consumption on capable hardwi
(@ High performance Change ¢
‘D Eocus assist Favors performance, but may use more energy.

" Show additional plans
I O Power & sleep

0

Storage

&

Tablet mode

nt

Multitasking

>( Remote Desktop

Create Disk Volume for Veeam Repository

To create disk volume for Veeam repository, follow these steps:

1. Go to Server Manager > File and Storage Services.
2. Navigate to Volumes > Disks and select the volume with Partition type as Unknown.

3. Create a New Volume.
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fi; New Volume Wizard - O X

Select the server and disk

Before You Begin Server:
i Server and Disk Provision to Status Cluster Role Destination
i WIN-R7PTD9G5407 Online Not Clustered Local
I Refresh I | Rescan |
Disk:
Disk Virtual Disk Capacity Free Space Subsystem
Disk 1 320 TB 320 TB

© Disks with insufficient free space or read-only access are not shown.

| < Previous I | Next > Create |

4. Click Next until you reach Select File System settings window.

5. Create a Volume Label, select File system to ReFS, Allocation unit size to 64k, Volume label to 'VeeamRep.'

6. Click Next.
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f New Volume Wizard -

Select file system settings

File system: ReFS e
Allocation unit size: 64K v
Size
Drive o Foldes Volume label: VeeamRep
File System Settings Generate short file names (not recommended)
Confirmation Short file names (8 characters with 3-character extensions) are required for some 1

applications running on client computers, but make file operations slower.

I < Previous | l Next > ‘ s [

7. Confirm the File System Settings and click Create. Figure below displays the Volumes existing on the Cisco
UCS S3260 for Veeam.

= DISKS

__ e

Volumes D @ - H -

|

Storage Pools Number Virtual Dick  Status Capacity Unallocated  Partition  Read Cnly  Clustered Subgystem  BusType  Mame
4 WIN-38HD55K2R16 (2)

1 Orline A46GE DO0B MER RAID Ciseo UCS-53260-DRA..
0 Crline 320TE ogoe GPT RAID Cisco UCS-53260-DRA...
Last refreshed on 11/6/2019 3:24:33 PM

ﬂ ReFS volumes provide significantly faster synthetic full backup creation and transformation performance,
as well as reduce storage requirements and improve reliability. Even more importantly, this functionality
improves Availability of backup storage by significantly reducing its load — which results in improved
backup and restore performance and enables customers to do much more with virtual labs running off
backup storage.
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Install Veeam Availability Suite 9.5 Update 4

This section highlights the steps to ensure the proper installation of Veeam on Cisco UCS S3260 storage server.
For detailed information about installing Veeam Availability Suite 9.5, go to Veeam Installation.

Make sure that the Veeam Installation, vPower Cache folder, and Guest Catalog folder are located on the C: Drive,
as shown below:

Filter pel @ - @ v

Number Virtual Disk  Status Capacity Unallocated Partiion  Read Only

Clustered Subsystem  BusType = Name

4 WIN-38HD5SK2R16 (2)
Online 446GB 0008 MER
32078 0008

1 RAID Cisco UCS-53260-DRA...

Cisco UCS-53260-DRA...

Veeam Backup & Replication Setup

Defauit Configuration

Click Install to deploy Veeam Backup & Replication with the default configuration settings. or select
the check box below to customize them on the following wizard steps.

Corfiguration settings:
Last refreched on 11/6/2019 3:31:04 PM inatalation folder: C:\Program Files\Veeam\Backup and Replcation\ A
vPower cache folder: C:\ProgramData'\Veeam\Backup\NfsDatastore
Guest catalog folder: C:\VBRCatalog
VOLUMES Catalog service pott: 9393
Related Volumes | 0 total Service accourt: LOCAL SYSTEM lj
Dis Service port: 9392
Secure connections port: 9401
SQL Server: WIN-38HD5SK2R16\VEEAMSQL2016 5

[[] Let me specify diferent settings

 <Back [ sl ]| Cancel |

T T

Configure Veeam Availability Suite

To configure the Veeam Backup & Replication Server, follow these steps. All the Veeam components, such as
Veeam Console, Veeam Proxy and Veeam Repository are configured on same Cisco UCS S3260 storage node.

1. Add VMware vSphere Server ref Adding vSphere Servers . The addition of vCenter as shown below:
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o [ T ——
v NAMET TYPE DESCRIPTION

% 192.168.110,120 VMware.xCenter Server Created by WIN-38HDSSKIR1E\A at 1

§% WIN-38HDSSK2R16  Micros{ New VMware Server X

Summary
E You can copy the configuration information below for future reference.

Name Summary:
Mware vCenter Server '192.168.110.120" was successfully created.
Credentials Host info: VMware vCenter Server 6.5.0 build-8307201

Connection options:

v _ User: administrator@vsphere.local
Port: 443

2. Configure Backup Repository on the S3260 Storage Server, for detailed information see: Adding Repositories.

a. Open Veeam Console. Right-click Backup Repository and select Add Backup Repository.
b. Select Direct Attached Storage option.

Add Backup Repository

Select the type of backup repository you want to add.

&= Direct attached storage
% Microsoft Windows or Linux server with internal or direct attached storage. This configuration enables data
movers to run directly on the server, allowing for fastest performance.

g Network attached storage
= Network share on a file server or a NAS system. When backing up to a remote share, we recommend that you
select a gateway server located in the same site with the share.

Deduplicating storage appliance
Dell EMC Data Domain, ExaGrid, HPE StoreOnce or Quantum DXi. If you are unable to meet the requirements of
advanced integration via native appliance AP, use the network attached storage option instead.

gg» Object storage

." On-prem object storage system or a cloud object storage provider. Object storage based repositories can only be
used for Capacity Tier of scale-out backup repositories, backing up directly to object storage is not currently
supported.

c. Select Microsoft Windows.

d. Name the Repository as VeeamRepo.
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MNew Backup Repository
. Name

 —

| Name
Server

Repository

Mount Server

Review

Apply

271 Typein a name and description for this backup repository.

Name:

|Veeachpd

Description:

Created by WIN-38HD55K2R16\Administrator at 11/6/2019 5:46 PM.

e. Click Populate under the default Windows Server.

f. Select D: drive as the repository and click Next. This volume was created as RAID 60 for the 56 top load
drives on Cisco UCS S3260 Storage Server.

MNew Backup Repository
Server

=
Name
Repository
Mount Server
Review

Apply

1 Choose repository server. You can select server from the list of managed servers added to the console.

v | AddNew.. |

Repository server:
|WIN-38HDSSK2R16 (Backup server)
Path - Capacity Free
@ C\ 445.6 GB 373.4GB
@D\ 3202TB 31997TB |

Populate |

g. Ensure to uncheck Limit maximum number of tasks under Repository configuration and click Next

h. Go to Advanced and Check Use per-VM backup files, as shown below:
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New Backup Repository X
Rinos
= L J
= Typein path Storage Compatibility Settings X
=
[ Align backup file data blocks
Name Allows to achieve better deduplication ratio on deduplicating storage devices

leveraging constant block size deduplication. Increases the backup size when

St backing up to raw disk storage. :J

[_] Decompress backup data blocks before storing
_ VM data is compressed by backup proxy according to the backup job Populate
compression settings to minimize LAN traffic. Uncompressing the data before
Mount Server storing allows for achieving better deduplication ratio on most deduplicating

storage appliances at the cost of backup performance.

Review This repository is backed by rotated hard drives € overal pe.tformaf\:e,
4 - the following settings:
Backup jobs pointing to this repository will tolerate the disappearance of
Apply previous backup files by creating new full backup, clean up backup files no
longer under retention on the newly inserted hard drives, and track backup
repository location across unintended drive letter changes.
[ Use per-VM backup files “
Per-VM backup files may improve performance with storage devices benefitin
CXUP. g0 Sk bt ag ! 9
from multiple I/O streams, This is the recommended setting when backing up to
deduplicating storage appliances. )
[ ok | concel
Click Advanced to customize repository settings Advanced...

‘» < Previous ] | Next > Finich Cancel J

i. Complete the Add Repository flow and click Finish.

A New Backup Repository X
. Apply
271 Please wait while backup repository is created and saved in configuration. This may take a few minutes...
=
Name Message Duration
Sarver () Starting saving job 0:00:01
) Creating repository folder
Repository () Discovering installed packages
2 Registering client WIN-38HD5SK2R16 for package Transport
Mount Server (%) Registering client WIN-38HD5SK2R16 for package vPower NFS

() Registering client WIN-38HD3SK2R16 for package Mount Server

) Discovering installed packages

_ (2 All required packages have been fully installed

() Detecting server configuration

(2 Reconfiguring vPower NFS service 0:00:07
) Creating configuration database records for installed packages

() Creating database records for repository

) Backup repository has been added successfully

Review

j. Select No for the Change the configuration backup location to the newly created directory.
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HAMET TVFE

FL Dwfsult Backup Rep..  Windows

REE USED SPACE DESCRPTION
445608 3T3AGE 008 Crested
1202TE 2199 TR

'eeam Backup

5 Vesamfipo Windorws 008 Created by W 2EHDSSCR1BAL

joparn Backap and Zepheatian E

0 Change the comfiguration backup location to the newly crested repasitory®

w |CE]

3. Edit Max Concurrent Connection under Backup Proxies Configuration; this should be total physical cores avail-
able -2. In this example, the total physical cores are 36, hence the max concurrent connection is 34.

Edit VMware Proxy *

Server
Choose server for new backup proxy. You can only select between Microsoft Windows servers added to the managed servers
which are not proxies already.

Server Choose server:
WIN-38HD55K2R16
Traffic Rules
Proxy description:
Summary Created by Veeam Backup & Replication

Transport mode:

|Automatic selection |

Choose...
Connected datastores:
|Automatic detection (recommended) | Choose...
Max concurrent tasks:
EL I
Next > Finish Cancel

4. Add the MaxSnapshotsPerDatastore parameter in Registry.

.S

The default Number of Snapshots per datastore is 4. You should be cautious with altering Max
Number of Snapshots per data store parameter since this causes 10 degradation of applications
running on HyperFlex cluster. For instance, if the HX Cluster is not running 1O intensive transac-

tions or HX Cluster is not hosting 10 latency sensitive applications during Veeam backup jobs,
then the Max Snapshots per Data store can be increased.

5. Using the registry key Editor, go to HKEY_LOCAL_MACHINE\SOFTWARE\Veeam\Veeam Backup and Replica-
tion\; add a RegDWord with the name MaxSnapshotsPerDatastore value greater than 4.
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E Registry Editor

File

Edit

View Favorites Help

£

Lovev

v g Computer

HEEY_CLASSES ROOT
HEEY_CURRENT_USER
HEEY_LOCAL_MACHIME
BCDOODD0000
HARDWARE
SAM
SECURITY
SOFTWARE
Claszes
Clients
Cygwin
Description
Intel
Microsoft
ODEBC
Partner

Policies

------ RegisteredApplicatior
Yeeam

5« | Veeam Backup an

5. | Veeam Backup Ca

b Veeam Mount Ser

» || WOWB432Node
SYSTEM

HKEY_USERS

HKEY_CURREMNT_COMFIG

>

Edit DWORD (32-bit) Value X
Value name:
| MaxSnapshots PerDatastore |
Value data: Base 2)
10 | @ Hexadeciml 03)
O Decimal K -
s\Weeam'Backup and Replication...
101)
[ ok || cance |
G| [sLomponentsy... REGQ_UWURD TROOOUTO0T (0]
_?5'9':| LoggingLevel REG_DWORD (eeD0000004 (4)
_?;pj MaxLogCount REG_DWORD Oec0000000a (10]
_?5'9'] MaxLogSize REG_DWORD (re00002300 (10240)
_?5'9'] SecureConnecti... REG_DWORD OneD00024bS (9401)
EEJ SqlDatabaseMa.. REG_S5Z VeeamBackup
QEJ SqlinstanceMame REG_5Z VEEAMSOL2012
QEJ SqlLlockinfo REG_SZ = Clocklnfo xminsxsd="http://www.w3.org/2001/ ..
ab| SglLogin REG_SZ
3'_’] SglSecuredPass.. REG_SZ
3'_’] SglServerMame REG_SZ WIN-5448941PTOP
0| VddkReadBuffer... REG_DWORD OhaD0D00000 (0)
ab|VM¥BlockMaviS... REG_SZ C:\Program Files\Veeam'Backup and Replication\...
ab|yMxelUemcliPath REG_SZ C:\Program Files\Veeam'Backup and Replication\...
fg'pﬂWorkWith outSOL  REG_DWORD Oe00000000 (0)
fg'pﬂ MaxSnapshotsP... REG_DWORD Ohe00000000 (0)

Computer\HKEY_LOCAL _MACHINE\SOFTWARE\Weeam\Veeam Backup and Replication

6. Restart the Windows 2019 Server for Registry Settings to be applied.

Configure HyperFlex Veeam Storage Integration

To allow storage integration of Hyperflex with Veeam Backup Server, follow these steps:

1.

Got to Storage Infrastructure and click Add Storage.
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==
Import
Backup
Actions
Ei- ADD STORAGE
W= Veeam Backup & Replication integrates with the leading primary stc

application items from storage snapshots of VMware VMFS and NF
Storage API that allows qualified storage vendors to create fully sug
To start using this functionality, register your storage by clicking thi:
plug-in first.

TAKE A SNAPSHOT

Set up periodic storage-level snapshots of your VMFS or NFS datas
your datastores, providing frequent restore points that enable shor
production environment.

For evaluation purposes, you can create an "ad hoc" storage snaps
corresponding button in the ribbon.

RESTORE

To perform a restore from a storage snapshot, browse to the desit
restore. You can restore the entire VM, individual guest files or indi
Microsoft SQL Server and Oracle items.

Please, keep in mind that storage snapshots are not real backups, ¢
Thus, you should never rely solely on storage-level snapshots for d
perform proper backup of all VMs to non-production storage usin¢

BACKUP
Enterprise Plus edition additionally enables VMware backup to be

storage capabilities to work, allowing for improved recovery point |
production VMs,

2. Click Cisco HyperFlex and proceed with configuration, specify the Name as the DNS name of HyperFlex Clus-

ter Management or the Cluster Management [P Address.

MNew Cisco HyperFlex System
Name

m Register Cisco HyperFlex system by specifying its DN5 name or IP address of the management interface,

|192.168.I1D.J_0d
Credentials o
Description:

Access Options

Summary

Created by WIN-38HD5SK2R16\Administrator at 11/6/2019 6:17 PM.

Finish
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3. Configure Credentials with Cisco HX Connect username and password and click OK.

New Cisco HyperFlex System

Credentials
Specify account with storage administrator privileges.

Name Credentials:
i<
Access Options Username: admin ‘
Summary ?& Password: .o.......oc.l f;\‘
Description:
admin

| OK | ‘ Cancel

4. Click Next and proceed with connect of Veeam with Cisco HyperFlex Cluster Management.

J Mew Cisco HyperFlex System

Credentials
| m Specify account with storage administrator privileges.

3
Mame Credentials:

Manage accounts

|
]_ |?'&admin (admin, last edited: less than a day ago) V| | Add...
)
)

Access Options

Summary

Checking connection...

] <Previous [ Net> | rioin Cancel
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5. Keep the Backup Proxies as default to Automatic Selection.
6. Validate connection details and click Finish.

New Cisco HyperFlex System

Summary
You can copy the configuration information below for future reference.

Name Summary:

Ktorage '192.168.110.200° was successfully created.
Credentials 08:4.0.1b-33133.

Connection options:
Access Options User: admin

_ After you click Finish, we will modify firewall rules on system 192.168.110.200. You can view the

progress by opening the corresponding session log.

< Previous | Net > I Finish | \ Cancel

7. Veeam validates configuration of HyperFlex storage integration, whitelisting Veeam Proxy IP on HyperFlex. This
enables backup through HyperFlex Snapshots through the whitelisted Veeam Proxy.
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System X
Name: Storage discovery Status: Success
Action type: Storage Rescan Start time:  11/6/2019 6:18:59 PM
Initiated by:  WIN-38HD3SK2R16\Administrator Endtime:  11/6/2019 6:22:11 PM
Log
Message Duration

() Cisco HyperFlex 192.168.110.200 configuration refresh completed

() Whitelisted backup proxy IP addresses on system 192.168.110.200

() Found NFS ESXi IP addresses suitable for backup from HyperFlex snapshots from system 192.168.110.... 0:00:07
( ! Cannot find any NFS ESXi IP addresses suitable for backup from HyperFlex snapshots from system 19... 0:02:53)
4 Cisco HyperFlex 192.168.110.200 rescan completed

8. As displayed in the figure above, Veeam displays the warning “Cannot find any NFS ESXi IP suitable for Back-
up from HyperFlex Snapshots.” This limits Veeam Backup of HyperFlex snapshot over HyperFlex Management
Interface.

9. To allow NFS Access of HyperFlex Snapshots over Hyperflex Storage network, you need to edit ESXi security
profile and add Veeam Proxy IP on Hyperflex Storage VLAN for NFS Access. In this deployment, Veeam
Proxy, Veeam Repository and Veeam Management server are deployed on the same Cisco UCS 53260
chassis node.

10. Identify the Veeam Proxy IP on Cisco UCS S3260 server which has access to the HyperFlex Storage control-

ler data network. This network is under vNIC_veeam_strge as created in the UCSM Service Profile for S3260
storage server.
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& PROPERTIES
a Dashboard . For WIN-28HDSSK2R 16

i Local Server

5 All Servers Workarou

W§ File and Storage Services b

EVENTS
All events | 1409 tota

Filter jel OR ® -

11. Ensure the HyperFlex storage controller data network is accessible through the S3260 Server. In the present
deployment,192.168.115.200 is the storage controller data network for HyperFlex cluster.

PS C:\Users\Administrator> ping 192.

Pinging 192.168.115.280 with 32 bytes of data:

Reply from 192.168.1: : time<lms TTL=64
Reply from 192.168.1: : by time<lms TTL=64
Reply from 192.168.1 : by time<ilms TTL=64

Ping statistics for 192.1¢
Packets: Sent = 3,

Minimum = @ms, Maximum =
Control-C
PS C:\Users\Administrator>»

12. Allow the IP (192.168.115.40) of the S3260 storage server under hyperflex storage controller data network,
NFS Access under Security Profile of each of the HyperFlex ESXi nodes

13. Go to Edit security profile of each of HyperFlex ESXi nodes and allow NFS Access to the HyperFlex storage
controller data network IP of S3260 server (192.168.115.40).
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To provide access 1o a service of clien!, check the conesponding box.
By oafaull, daemons will start automatically when any of their poris are opened, and stop when all of therr ports ara closed.

Name Incoming Ports. ‘Oungaing Ports Protocols. Daemon
[ DVSSync 2301, 8302 2301, 8302 uDP MIA [+
¥ HER 44046, 31031 TCP NiA 1
LELMEC 02 a0? TP A =]
[ NFSAccess 2049, 2449, 111 TCP MIA ]
St FEP it

[ ScvmCientConna... 4049, 3049, 5049, 8 UDF, TCP Running |
~ Service Details NIA

Statug MIA

~ Allowed IF Addresses  Connections not allowed from all IF addrass

IF Addresses [] Allow connectons from any IP address 1
192.158.115.40) J
L
Enter a comma- ligt of IP CEg 11T 1ML, 11122

[ ok ][ cancol |

14. Repeat steps 1-13 for each of the HyperFlex ESXi nodes, existing under HyperFlex cluster.

To provide sccess fo & service or client, check the corresponding box.
By default, daemons will start aulomatically when any of their ports are opened, and stop when all of ther ports are closed.

Name: incoming Ports Duigaing Ports. Pratocols Desman
[ DVSSync 2301, 8302 £301, 8302 uopP MiA -
[ HER 44046, 31031 TCP WA =
[ NFC 902 902 TCcP MiA
[+ NFSAccess 2049, 2448 111 TCP MNIiA
(| STFSNasPiugin 3049 TCcP NiA
[+ ScymChentConne... 4049, 3049, 5049, 81... UDP, TCP Running -
+ Service Defails NiA

Status Ni&

= Allowed IF Addresses Connections not sllowed from all IP address

IP Addresses ] Aiow connections from any IP address
192.168.115.40 |
Enter a c list of IP Eg: M1 1104, 11 11111022

15. ReScan Storage under Veeam Storage Infrastructure.
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—
e =
R | ca
= X =S
w4 =1
Edit Remove Rescan
sge Storage Storage

Manage Storage Actions
= 192.168.110 2 = —““N.R7PTDIG5407\Administ...
=+ Editstorage...
4 (2 Storage Infrastructure 2
= : =% Remove storage
M Cisco HyperFlex
['g Rescan storage I

16. Once Veeam validates of NFS Access completes we would see no errors or warnings for Storage discovery.

EX'E

Remove  Rescan
orage Storage

Manage Storage Attions

STORAGE INFRASTRUCTURE NAME T DESCRIPTION
£3102.168.110.200 Craated by WIN-38HDSSKZR16\Administ...
4 (2 Swrage nlrastiucture
B8 Cisco HyperFlex

System

Narne: Storage discovery
Actiontype  Storsge Rescen
Initisted by:  WIN-384D5SK2R 16\Administrator

Satus Success

Start bme:  11/6/2019 £:43:57 PV
Endtime:  11/6/2019 6:44:21 PV
Log

Message Duration

{0 Clsco I lyperi iax 132, 168.110.200 configuration, refresh completed.

& Whitelisted backup prexy IP addresses on system 192.165.110.200
A row: © Found NFS ESX 1¥ addresses suilsble for bsckup from HypeiFies snapshots from system 192168.110.200 00007
© Found NFS ESXi P addresses suitsble for backup from HypeFlex snapshots from system 192.168.110.200 using backup proxy V. 0:0005

2% venToRy © Cisco HyperFie« 192.762.110.200 rescan completed

(3 BACKUP INFRAS

(51 STORAGE INFRASTRUCTURE

TAPE INFRASTRLICTIRE

Veeam Direct NFS mode utilizing HyperFlex storage network may cause high latency for application VMs
running on HyperFlex Cluster. You should restrict the number of parallel backups when application VMs

are running CPU, memory or disk intensive workloads as well as backups concurrently on same Hyper-
Flex cluster.

Cisco HyperFlex Edge Site Protection through Remote Backup & Replication

Veeam allows protection of Cisco HyperFlex Edge Site by backup and replication of Application VM to the Primary
Site Veeam Backup Server. The high-level workflow is detailed below:
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Figure 32 HyperFlex Edge Site Protection through Remote Veeam Backups

...................

Remote Backup & Replication

T T ety
“zz=2 i 0

oooooooooooooooooooooooo

*e
HyperFlex Cluster Veeam HyperFlex Edge Cluster

Backup & Replication Server
Cisco UCS $3260 Storage Server

Some of the important aspects of this design are as follows:

Veeam Backup & Replication Server on the primary site, is installed on a physical Cisco UCS S3260 storage
Server. The server node hosts the Veeam Console, Veeam Primary Repository and Veeam Proxy Server.

The Veeam Backup Server on Cisco UCS S3260 managed the Veeam Proxy installed on Windows 2019
VM provisioned on HyperFlex Edge Cluster.

Backups jobs of application VMs hosted on HX Edge Cluster exist remotely on Cisco UCS S3260 Storage
Server provisioned on Primary Data Center.

The design may have higher RPOs as compared to local backups on HX Edge Cluster. RPOs are dependent
on the network latencies existing between HX Edge Site and HX Primary Site.

Applications VMs on HX Edge can be restored either through backup restores or replicas created through
Veeam Replication jobs.

In the event of entire Hyperflex Edge Site failure, the restoration of applications VMs can either be done
though VM replicas hosted on Primary HyperFlex Cluster or through backups existing on the repository of
primary site Cisco UCS 53260 Storage Server.

The design requires minimal storage requirement on HyperFlex Edge for virtualized Veeam Proxy existing on
HX Edge Site.

This design requires that all the HX Edge Sites and the primary HyperFlex Cluster be managed through a
single vCenter.

In this design, the Veeam Proxy Server is installed as a Windows 2019 Server virtual machine, provisioned on the
Cisco Edge Cluster. The configuration of Veeam Proxy virtual machine is listed in Table 13.

Table 13 Veeam Proxy Virtual Machine Configuration

Setting Value
Virtual Machine Name <Veeam-proxy>
Virtual Machine Location Either of the HyperFlex Edge nodes
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Setting Value

Compatibility ESXi 6.5 and later

Operating System Microsoft Windows Server 2019 (64bit)

vCPUs 4

Memory 12 GB

Hard Disk Size 400 GB

Provisioning Type Thin

Access Network Type VMXNET3 - configured on HX controller
Management Network

Storage Backup Network 2 Type VMXNET3 - configured on HX controller
storage network

‘ﬂ To allow the remote backup of HX Edge application VMs through Veeam, it is mandatory to add all Hy-
perFlex Primary Site Cluster and HyperFlex Edge Clusters to the same vCenter.

Configure Veeam Proxy for Backup and Replication of Application VM on HyperFlex Edge Cluster

To Add Remote Proxy to Veeam Server, follow these steps:

1. Identify the HX Edge Cluster managed through Cisco Intersight.

‘Haen Intersight

2. Login to vCenter managing the primary HyperFlex Cluster and HX Edge Cluster.
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Getting Started | Summary | Monitor Configure Permissions Hosts WVMs Datastores MNetworks Update Manage

HXEdge1
v@ 192.168.110.210 Total Processors: 45
w [y HXEdge-Site172 Total vMotion Migrations: 0
w [B HXLFF-DC
» [ HXLFF4

[ ¢ Cluster Resources D\| | ¢ Cluster Consumers EI]

[ ) 1 ]

~ Tags O | * Related Objects m]
Assigned Tag Categary Descripion Datacenter HXEdge-Site172

This list is empty. il

| = Update Manager Compliance CI|

‘ Status

Scan ... Detailed Status

3. Add a Windows 2019 Server VM on HX Edge Cluster with configuration as listed in Table 13.

4. Verify the VM details as shown below:

VM Options | SDRS Rules | vApp Options ]

» [ CPU 4 - @ 4]
» 38 Memory 12288 |v MB -
- (3 Hard disk 1 400 (e |- (%]
Maximum Size 3028 TB
VM storage policy [ Datastore Default B3l
L Type Thin provision )
Sharing No sharing =

[hxedge-2node-ds1] V-Proxy-1/V-Proxy-
1_732688.vmdk

Shares [ Normal | ~||1.000

Disk File

Limit - 10Ps Unlimited v |

Virtual flash read cache ‘0 ‘ [GB ‘ - ] Advanced

Disk Mode Dependent L

Virtual Device Node SCSI controller 0 v SCSI0:0) v
3 @n SCSI controller 0 LSI Logic SAS
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W VM Options | SDRS Rules | vApp Options ]
~ (&, SCSI controller 0 LSI Logic SAS
SCSI Bus Sharing None - | @
Cha"ge Type LSI Logic SAS -

v Network adapter 1

[ Storage Controller Management Net | v"| [ Connected

Status [ Connect At Power On

Adapter Type VMXNET 3 -

DirectPath 110 [+ Enable

MAC Address 00:50:56:90:ea:28 Automatic |«

v Network adapter 2

|’ Storage Controller Data Network 71| ¥ Connected

SATA controller 0

(X]

Status [+ Connect At Power On

Adapter Type VMXNET 3 v

DirectPath 1/O [+ Enable

MAC Address 00:50:56:90:db:15 Automatic |«
» @) “CD/DVD drive 1 | Ciient Device [+] O Connected
» [ Floppy drive 1 [ Client Device v1| Connected
» [ Video card Specify custom settings =

5. Install Windows 2019 Server on the Veeam Proxy VM configured on HX Edge Cluster.

6. Install VMware Tools and configure network.

7. Configure IP details on Storage Controller Management Network for HX Edge.
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7 E’ Network Connections
" T E’ > Control Panel » Network and Internet > Network Connections
g
Organize « Disable this network device Diagnose this connection Renamet
-
- | EthernetD =~ | Ethernetl
MNetwork . Unidentified network
of - o, _
. @ vmxnet3 Ethernet Adapter W vmxnet3 Ethernet Adapter #2
L1
I @ Ethernetl Properties X
e
n Networking  Sharing
n . i
Internet Protocol Version 4 (TCP/IPv4) Properties -4
General
s N
5 You can get IP settings assigned automatically if your network supparts
this capability. Otherwise, you need to ask your network administratpr

N for the appropriate IP settings.
& () Obtain an IP address automatically

(®) Use the following IP address:
. IP address: | 172. 25 . 178 . 214 |
. Subnet mask: | 255 .255.255. 0 |

Default gateway: | 172.25 .178. 1 |

Obtain DNS server address automatically

(®) Use the following DNS server addresses:
il Preferred DNS server: 171 . 70 . 168 . 183
il Alternate DNS server: | . - 3 |
{ly FTrrUT TEIoT

8. Configure the HX Storage Controller Data Network on the Veeam Proxy Server. Since the HX Edge Cluster
configures the storage network on a private network, the IP details can be retrieved through the HX Storage
Data network and the Virtual Switch configuration for any of the HX Edge node.
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Havigator x| [ 17225178205 | B [ [ 1 [0 | @actions ~

4 Back Getting Started  Summary  Monitor | Configure | F VMs D Update Manager

] o B e “ Viriual switches

- [31192.168 110.210 B

+ [l HXEdge-Sile 172 SEN DR ES /X6
~ [ HxEdge 1 Storage Adaptars Swizch Discovered Issues
B 172.25.178 203 Storage Devices B vswich-inband-momt _
g 7o =5 Datastores
vswitch-nx-storage-data
51 RHEL-G-1 Host Cache C s
RHEL-G-2 o5t Cache Configuration
g RHEL7-01 Protocol Endpoints
Gh RHELT-C-2 IO Filters :: Standard swilch: vswilch-hx storage_data (Storage Controller Data Network)
Gl RHELT-C-3 7%
1 RHELT-C-4
a :::L; C15 VMkermel adaplers -
L71- Storage Controller Data .. Physical Adaj

e 7411 Physical adaplers 2 storage ] (v plers T
#h RHEL71- ) VLAN ID — [ F8l vmnicO 10000 Full
Gh RHELT1-H-1 TCPAF configuration » Virtual Machines (1) ]| @ vmnic1 10000 Ful
G RHELT1-H-2 Advanced y = :
i RHELT 1-nointeg-1 + Virtual Machines 2 storage Hypervisor Dal.. @
&) RHEL71-nointeg-2 ) VLAN ID. -
i ste172-vead-1 VM Startup/ Shutdown ¥ VMkeme! Poris (1)
{5 SICEVM-WZP22440 Agent VM Settings vmkct : 169.254.1.11 e
iy SICEVM-WZP22440 Swep He locaton J

9. Assign an available IP for the HX storage data network access in the Veeam Proxy Windows VM. This network
is required to allow Direct NFS backup of application VMs residing on the HX Edge Cluster.

152



Veeam Availability Suite 9.5 Update 4 Installation

@ Network Connections

t @ > Control Panel > Network and Internet » Network Connections

Organize « Disable this network device Diagnose this connection Rename this connection Vi
= | Ethernetd = Ethernetl
o> _ Network s> _ Unidentified network
vmxnet3 Ethernet Adapter @ vmunet3 Ethernet Adapter #2

@ Ethernet1 prckptmt-_-
Networking  Sharing

Connect using:
¥ vmxnet3 Ethemet Adapter #2

Internet Protocol Version 4 (TCP/IPv4) Properties X
General

You can get IP settings assigned automatically if your network supports
this capability. Otherwise, you need to ask your network administrator
for the appropriate IP settings.
‘% R

(O Obtain an IP address automatically
(@) Use the following IP address:

IP address: | 169 .254. 1 .212 |
Subnet mask: | 255 .255.255. 0 |

Default gateway: | ; 1 R |

Obtain DNS server address automatically

(®) Use the following DNS server addresses:
2items 1 item selected
AQESFITVLTY  TID  WWarmmmg ¢ Preferred DNS server: I . . . I

10. Go to Veeam Console configured on S3260 Storage Server installed for Primary Site HX Cluster backup.

11. Add VMware Backup Proxy with IP or DNS details of Veeam Proxy Windows VM configured in step 9.

153



Veeam Availability Suite 9.5 Update 4 Installation

New VMware Proxy X

Server

Choose server for new backup proxy. You can only select between Microsoft Windows servers added to the managed servers
which are not proxies already.

New Windows Server X

Name
E-- Specify DNS name or IP address of Microsoft Windows server.

DGR 05 reneort s

[17225.178214
Credentials e
Description:
Review Created by WIN-38HD3SK2R16\Administrator at 11/7/2019 6:35 AM.
Apply
Summary

12. Click Next and Add Veeam Proxy Windows VM Access detalils.

New VMware Proxy

Server
Choose server for new backup proxy. You can only select between Microsoft Windows servers added to the managed servers
which are not proxies already.

X

New Windows Server
Credentials
Specify server credentials
Name Select an account with local administrator privileges on the server you are adding. Use DOMAIN\USER
_ Credentials X
. v|[ Add..
Review E Username: |Iocalhost\Adm|mstrator | e
Apply ?& Password: ooooooool 4\'
Summary

Description:

localhost\Administrator

[ ok || conce |

13. Click Apply for Veeam Transport Package Installation on Windows VM.
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New Windows Server X
Review
E- - Please review your settings and click Apply to continue.
=

Name Due to these modifications the following components will be installed or removed on the target
host:
Credentials Component name Status
_ i Transport will be installed
Apply
Summary

After you click Apply missed components will be installed on the target host.

C<Previous | [ Apply | Feen

14. Ensure the Veeam Transport Package installed successfully.

New Windows Server X

Apply
E- - Please wait while required operations are being performed. This may take a few minutes...
=u

Name Message Duration
SR V] Stanin? saving job ' 0:00:01
) Collecting hardware info
Review () Detecting operating system
() Detecting OS version
_ () Creating temporary folder
) Package VeeamTransport.msi has been uploaded 0:00:03
Summary ) Installing package Transport 0:00:18
) Deleting temporary folder
) Registering client WIN-R7PTD9G5407 for package Transport
() Discovering installed packages 0:00:04

2 All required packages have been successfully installed

(v Creating database records for server

() Detecting server configuration

() Creating configuration database records for installed packages

) Collecting disks and volumes info 0:00:06
) Microsoft Windows server saved successfully

‘<Previous I Next > I Finish Cancel
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15. Click Finish. In the next screen ensure the max concurrent task is 4.

New VMware Proxy X

Server
Choose server for new backup proxy. You can only select between Microsoft Windows servers added to the managed servers
which are not proxies already.

172.25.178.214 v

Proxy description:
Summary Created by WIN-38HD5SK2R16\Administrator at 11/7/2019 6:34 AM.

Traffic Rules

Transport mode:
lAu‘tom atic selection | Choose...

Connected datastores:

[Automa‘cic detection (recommended) | Choose...

Max concurrent tasks:

4 3 @

< Previous Next > Finish Cancel

‘& The Max concurrent task for Veeam Proxy should be limited to 4. This ensures low performance
impact on HyperFlex Edge Cluster during Remote Backup of application VMs.

16. Verify that Veeam Proxy on HX Edge Cluster is installed successfully.
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New VMware Proxy

Summary
% You can copy the configuration information below for future reference.

Server Summary:
||¢Mware backup proxy was created successfully

Traffic Rules

Configure Veeam Backup Repository to Replicate the Application VM on Veeam Console

You will need to configure the Veeam Repository residing on the Veeam Proxy VM installed on the HX Edge
Cluster. This is required to store replica meta data during replication jobs. In the event of a disaster, if the entire HX
Edge cluster goes offline, the replicas can still be failed back to the new HX Edge Cluster.

To configure the Veeam Backup Repository to replicate the application VM on the Veeam Console, follow these
steps:

1. Open the Veeam Console installed on the Cisco UCSS3260 server, right-click Repository and select Add Re-
pository. Select Direct Attached Storage.

2. Name the Repository as HXEdge Replication Repository.
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New Backup Repository X
- Name
71 Typein a name and description for this backup repository.
==

N

| HXEdge-Rem oteProxy-Replication-ﬂ

Server -
Descript

Created by WIN-38HD55K2R16\Administrator at 11/7/2019 5:43 PM.

Repository

Mount Server

< Previous Finish Cancel

3. Select the Proxy Server Windows VM configured in the previous section and click Populate.

New Backup Repository X

o  Server

== Choose repository server. You can select server from the list of managed servers added to the console.

N—

Tame Repository server: h
. 172.25.178.214 (Created by WIN-38HDSSK2R16\Administrator at 11/7/2019 6:35 AM. |  Add New... |

ath Capacity Free Populate
e @C 3095GB 387.1GB
N

Mount Server

Review

Apply

<Previous | [ Net> | fien Cancel
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4. Click Next and select the defaults. Since 4 vCPUs for HXEdge Proxy are configured, the Max Concurrent task
cannot be more than 4.

New Backup Repository

e Repository
=71 Typein path to the folder where backup files should be stored, and set repository load control options.

==
=
Name Location
Path to folder:
Server IL‘:\Backups I [ Browse... ‘

IS = o =N
W= Free space:

Mount Server

Load control

Running too many concurrent tasks against the same repository may reduce overall performance,

Review
and cause |/O operations to timeout. Control storage device saturation with the following settings:
Apply Limit maximum concurrent tasks to: \4 E[
o i merss

[ Limit read and write data rates to:

Click Advanced to customize repository settings [ Advanced... l

<Previous | [ Net> || foin | Cancel |

5. Review the configurations and click Apply.
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New Backup Repository X
Review
% Please review the settings, and click Apply to continue.
=
Name Repository type: Windows
Mount host: 172.25.178.214
S Account: localhost\Administrator
Repository Backup folder: C:\Backups
Write throughput: Unlimited
Mount Server Max parallel tasks: 4
CReiew
Apply
The following components will be processed on server 172.25.178.214:
Component name Status
Transport already exists
vPower NFS will be installed
Mount Server will be installed

[ Import existing backups automatically

Import guest file system index

| <Previous | [ Appty | [ Fnh

6. Ensure HX Edge Replication Repository is configured without any errors.

New Backup Repository X
—— Apply
Z"7)  Please wait while backup repository is created and saved in configuration. This may take a few minutes...
=
Name Message Duration A
T (2 Creating repository folder
() Discovering installed packages
Repository (2 Creating temporary folder
() Package vPowerNFS.msi has been uploaded
Mount Server 2 Installing package vPower NFS 0:00:03
Revi (V) Package VeeamMountService.msi has been uploaded 0:00:03
i (2 Installing package Mount Server 0:00:12

() Registering client WIN-38HD5SK2R16 for package Transport

() Registering client WIN-38HD5SK2R16 for package vPower NFS

() Registering client WIN-38HD5SK2R16 for package Mount Server

() Discovering installed packages

) All required packages have been successfully installed

2 Detecting server configuration

2 Reconfiguring vPower NFS service 0:00:07

() Creating configuration database records for installed packages

() Creating database records for repository

() Backup repository has been added successfully v

< Previous Next > | ‘ Cancel
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Configure HyperFlex Edge Cluster Storage Integration on Veeam Backup Console

Cisco HyperFlex Edge Cluster is configured on Veeam Console to allow Storage integration. This allows the

following:

e Execution of the HyperFlex native snapshots by Veeam Backup and Replication Server

e Direct NFS mode backup through Veeam Proxy configured as a VM on HX Edge Cluster

To configure the HyperFlex Edge Cluster Storage integration, follow these steps:

r.

HyperFlex Veeam Storage Integration.

For detailed information for the HyperFlex Storage Integration with Veeam, refer to section Configure

1. Ensure HX Controller network is accessible from Veeam Proxy. 169.254.1.11 is one of the network addresses

of HX controller storage NIC.

Navigator K [Lrzasamsas g } 35 | {GhActions ~
A Back Gefting Stared  Summary  Monfor | Configure | Permissions VMs  Datastores
a G
© | _ 2 “ Virtual switches
y - Storage

Ria BT /X0
Storage Adaplars .

Storage Devices £ vswicn-hiinband-mgmt

( £t vswitch-he-slorage-dats

Datastores

)_

Host Cache Configuration

b RHEL-G-2
ap Protocol Endpoints

Metworks  Lipdats Manager

(i RHELT-C-1
RHELT-C-2 VO Filters Standard switch: vswitch-hx siorage-dat ( Storage Controller Data Network)
[&2)
o RHELT-C-3 + Networking .
; - & R
) 4 7-C-5
(31 RHEL VMEKemel adapters [
1 RHELT1-1 |8 Storage Controller Data .. @ ¥ Physical Adaglers
o a1 Physical adapters I
{4 REELT1-11 S VLAN I0- - [a il vmnicd 10000 Ful L]
&1 RHELT1-H-1 Sl » Virtual Machines (2) 1+~ Flvmnicl 10000 Fu [}
1 RHELT1-H-2 Advanced ) = :
THELT1-no P Hypervisor
i RHELT1-no  Virtual Machines e e L
5 71 VLAN ID: -
ol RHEL VM Startup/Shutdown ¢ Vheame Borts (1
5 g v 5
g a0 Agent VM Settings wmk1 : 169.254.1.11

F22440 Swap file location

Default VM Compatibility

de-1 - System

Licensing

\Administrator> ping 169.254.1.
with 32 bytes of data:
.11: byte time<1ims
.11: bytes time<lims
aids DA time<lims
ims

Pinging 169.

oY OY N

Ptk b et
o O

.11: bytes=32 time<

Packet
Approximate round trip times
Minimum = @ms, Maximum
PS C:\Users\Administrator>
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2. ldentify the IP of Proxy VM configured for HX Controller Data network. As detailed in the previous section, the
IP configured is 169.254.1.212.

3. Go to the Security Profile on each of the ESXI node and allow NFS Access for the hx controller storage net-
work IP.

g 172.25.178.203: Edit Securit (2)

To provide access fo a service or client, check the corresponding box.
By default. daemons will start automatically when any of their ports are opened, and stop when all of their ports are closed.
Name Incoming Ports Outgoing Ports Protocols Daemon
[ DVSSync 8301, 8302 8301, 8302 UDP N/A (*]
[ HBR 44046, 31031 TCP N/A
[V NFC 902 902 TCP N/A
(¥ NFsAccess 2049, 2449, 111 TCP N/A )
[] STFSNasPlugin 3049 TCP N/A
[ ScvmClientConne. .. 4049, 3049, 5049,8... UDP, TCP Running ||
~ Service Details N/A
Status N/A
~
~ Allowed IP Addresses Connections not allowed from all IP address
IP Addresses [] Allow connections from any IP address
169.254.1.212
2 Enter a comma-separated list of IP addresses. E.g.- 111. 1. 111.111, 111.111.111/22
[ OK ] [ Cancel ]

4. Under the Storage Infrastructure tab of Veeam Console, right-click Cisco HyperFlex and click Add Storage.

5. Enter HX Edge Cluster Management IP or the DNS name of HX Edge Management Cluster.

New Cisco HyperFlex System
Name
m Register Cisco HyperFlex system by specifying its DNS name or IP address of the management interface.

R e

[172.25.178.201
Credentials .

Description:
[ Created by WIN-38HDSSK2R16\Administrator at 11/7/2019 7:00 AM.
Summary

6. On the next screen, enter the Access details for HX Edge Cluster.
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New Cisco HyperFlex System x
Credentials

WY Specify account with storage administrator privileges.

pecify with storage administrator privileg

Name Credentials:

admin (admin, last edited: less than a day ago)

_ Manage accounts

Access Options

Summary
7. Select the appropriate Backup Proxy or the IP connection details for the Veeam Backup Proxy VM configured
on the HX Edge Cluster.

New Cisco HyperFlex System

Access Options
Specify how this storage can be accessed by Veeam,

Name Backup proxies to use:
lAutomatic selection

Credentials

Choose backup proxies servers for this job. For redundancy, we recommended to
Summary select at least two proxies. When multiple proxies are available, selection will be
performed on per-VM basis, taking into account proxy connectivity and current

load.

(O Automatic selection
The job will automatically select the most suitable backup proxy server from all
available backup proxy servers.

(® Use the selected backup proxy servers only
The job will automatically select the most suitable backup proxy server from the
following list of proxy servers.

| [ choose.. |

Name Select All

i 172.25.178.214 | m‘
[ vMware Backup Proxy =" 1

8. Click Finish and ensure that no warnings are displayed on the Storage discovery Scan Window. Since you
have already configured network access of HX Edge storage network on Veeam Proxy VM, you will not see

any warnings for Direct NFS Access.
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System
Name: Storage discovery Status: Success
Action type:  Storage Rescan Starttime:  11/7/2019 7:05:10 AM

Initiated by:  WIN-38HD5SK2R16\Administrator End time:  11/7/2019 7:05:17 AM

2 Found NFS ESXi IP addresses suitable for backup from HyperFlex snapshots from ...
() Cisco HyperFlex 172.25.178.207 rescan completed

Log

Message Duration
0 Cisco HyperFlex 172.25.178.207 configuration refresh completed

(2 Whitelisted backup proxy IP addresses on system 172.25.178.207

) Found NFS ESXi IP addresses suitable for backup from HyperFlex snapshots from ... 0:00:05

Cisco HyperFlex Edge Site Protection through Local Veeam Backups

Veeam allows protection of the Cisco HyperFlex Edge Site by backing up the Application VM on the HX Edge
cluster and executing the Veeam backup copy jobs to the Veeam Backup Server on the primary site.

The Veeam Backup Server on the primary is installed on the Cisco UCS Backup Server. The high-level workflow is

detailed in Figure 33.

Figure 33 HyperFlex Edge Site Protection through Local Veeam Backup
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Some of the important aspects of this design are as follows:
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Veeam Backup & Replication Server on the primary site is installed on a physical Cisco UCS S3260 Storage
Server. The server node hosts the Veeam Console, Veeam Primary Repository and Veeam Proxy Server.

Local Backups are executed on the HX Edge Server, installed on a Windows 2019 Server virtual machine
provisioned on HX Edge Cluster. This VM is provisioned with Veeam Proxy and Veeam Repository.

Veeam Backup Copy jobs are scheduled at regular intervals which helps to retain Veeam Backups for
longer retention periods. The virtualized Repository on HX Edge has a shorter retention period. It provides
faster restore times as the incremental backups exists locally on HyperFlex Edge Cluster.

Replication Jobs through Veeam can be created across the Primary HyperFlex and Edge Clusters.

In the event of an entire HyperFlex Edge Site failure, the restoration of applications VMs can be done though
VM replicas hosted on Primary HyperFlex Cluster or through backup copies existing on the repository of
Primary Site Cisco UCS S3260 Storage Server.

The design requires 50 percent of the HyperFlex Edge capacity allocated to virtualized Veeam Repository
existing on HX Edge Site.

The Veeam Backup Server on the primary is installed on Cisco UCS S3260 Storage Server.

The Veeam Proxy and Repaository Server is installed as a Windows 2019 Server virtual machine, provisioned on
Cisco Edge Cluster. The configuration of Veeam Proxy virtual machine is listed in Table 14.

Table 14 Veeam Proxy and Repository Virtual Machine Configuration

Setting Value

Virtual Machine Name <VeeamBR1>

Virtual Machine Location Either of the HyperFlex Edge nodes

Compatibility ESXi 6.5 and later

Operating System Microsoft Windows Server 2019 (64bit)

vCPUs 4

Memory 12 GB

Hard Disk Size 1 400 GB

Hard Disk Size 2 1 TB to 50% of Actual HX Edge storage.
<whichever is higher>

Provisioning Type Thin

Access Network Type VMXNET3 - configured on HX controller
Management Network

Storage Backup Network 2 Type VMXNET3 - configured on HX controller
storage network

Configure Veeam Backup & Replication Server for Local Backup of Application VM on HyperFlex
Edge Cluster

To Add Veeam Backup Server to Veeam Server, follow these steps:
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1. ldentify the HX Edge Cluster managed through Cisco Intersight.

bl intersight

Mew fealures have recently been added! Learn More

Hesltly

Harme Health

Hesalthy

Healthy

2. ldentify the size of the HX Edge storage cluster. Storage size of present cluster is 4.8 TB marked in RED box.
As per the Veeam Repository recommendation, we would configure the Veeam Repository on HX Edge as
2.47B.

| €3 pashboard

MONITOR
|"\ P RESILIEMLY HEALIH
IV Alzrms Healthy I Faili be tolerated
A eonts
) CaBRLITY .
Bl auivity 4878
ANALYZE
[— - NODES
L Performance = 5

Wirlual Marlines

> webcu

3. Login to vCenter managing the primary HyperFlex Cluster and HX Edge Cluster.
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vm vSphere Client

8 8 (@ 192.168.110.210 | AcTions v

(7 192.168.110.210 Summary Monitor Configure Permissions Datacenters
v [} HXEdge-Site172 —
HXEdge]
[& 172.25.178.203
[e 172.25.178.204
B RHEL-G-1
(p RHEL-G-2
{3 RHEL7-C-1
{1 RHEL7-C-2
& RHEL7-C-3
(1 RHEL7-C-4
{1 RHEL7-C-5 Attribute Value
(51 RHEL71-1
&1 RHEL71-11
51 RHEL71-H-1
(51 RHEL71-H-2
(1 RHEL71-nointeg-1

Virtual Machines: 56

Hosts 6

Custom Attributes

4. Add a Windows 2019 Server VM on HX Edge Cluster with configuration as listed in Table 13.

5. Verify the VM details as shown below:
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New Virtual Machine

1 Select a creation type Customize hardware

2 Select a name and folder Configure the virtual machine hardware

3 Select a compute resource

v
v
v
+ 4 Select storage Virtual Hardware VM Options
+ 5 Select compatibility

v

6 Select a guest OS
i ]

7 Customize hardware
7 customize narcware [ R D

8 Ready to complete

> Memory * 12 GB -

~ New Hard disk ~ 400 GB
Maximum Size 20989 7B
VM storage policy Datastore Default
Location Store with the virtual machine ~

( Disk Provisioning Thin Provision v ]

Sharing Unspecified ~
Shares Normal

Limit - IOPs Unlimited v

-

Compatibility: ESXi 6.5 and later (VM version 13)

CANCEL NEXT

P

6. Add the New SCSI controller and attached to new thin provisioned hard disk of 2.4TB (50% size of provi-
sioned storage on HX Edge Cluster).
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New Virtual Machine

+ 1Select a creation type Customize hardware
+ 2 Select a name and folder Configure the virtual machine hardware
+ 3 Select a compute resource
+ 4 Select storage Virtual Hardware VM Options
+ 5 Select compatibility
[ ADD NEW DEVICE
+ 6 Select a guest OS

7 Customize hardware -
~ New Hard disk * 24 B ~

8 Ready to complete

Maximum Size 2989 TB

VM storage policy Datastore Default v

Location Store with the virtual machine ~
[ Disk Provisioning Thin Provision v]

v

Sharing Unspecified ~

Shares Normal

Limit - IOPs Unlimited ~

Virtual flash read o} MB v

cache
Disk Mode Dependent v
Virtual Device Node New SCSI controller

SCSI(1:0) New Hard disk ~

7. Add two Network of type VMXNET3, each mapped to Storage Controller Management Network and Storage
Controller Data Network.
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New Virtual Machine

v 1Select a creation type Customize hardware

+ 2 Select a name and folder Configure the virtual machine hardwars

' 3 Select a compute resource

+ 4 Select storage Virtual Hardware VM Options

+ 5 Select compatibility
+ 6 Select a guest O5

7 Customize hardware

2 Ready to complete » New SCSI controller *

» New SCSi controfler *

ADD NEW DEVICE

-

LS| Logic SAS

LSl Logic SAS

v New Network =

Storage Controller Managemeant |

Status # Connect At Power On
Adapter Type WMXNET 3 v
DirectPath I/O ¥ Enable

MAC Address

Automatic

~ New Network *

Status

Adapter Type

Storage Controller Data Network ~

¥ Connect At Power On

VMXMNET 3 “

DirectPath /O

MAC Address

* Enabie

Automatic

8. The summary of Veeam Backup VM is shown below:

Provisioning type

Virtual machine name

Folder

Host

Datastore

Guest OS name

CPUs

Memory

NICs

NIC 1 network

NIC 1 type

NIC 2 network

NIC 2 type

Create a new virtual machine

VeemBR1

HXEdge-Site172

17225178203

hxedge-2node-dsl

Microsoft Windows Server 2016 (64-bit)

12

24 GB

2

Storage Controller Management Network

VMXNET 3

Storage Controller Data Network

VMXNET 3
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SCSI controller 1

SCSI controller 2

Create hard disk 1

Capacity

Datastore

Virtual device node

Mode

Create hard disk 2

Capacity

Datastore

Virtual device node

Mode

LSI Logic SAS

LSl Logic SAS

New virtual disk

400 GB

hxedge-2node-ds]

SCSI(0:0)

Dependent

New virtual disk

2478

hxedge-2node-dsi

SCSI(1:0)

Dependent

9. Install Windows 2019 Server on the Veeam Backup VM configured on HX Edge Cluster.

10. Install VMware Tools and configure network.

11. Configure IP details on the Storage Controller Management Network for HX Edge.
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l‘? Metwork Connections

™ @ > Control Panel » Network and Internet » Network Connections

Organize = Disable this network device Diagnose this connection

Rename this connection Vv
~ | Ethemet0 ~ | Ethernetl
— MNetwork > _ Unidentified network
- vmxnet3 Ethernet Adapter @7 vmunet3 Ethernet Adapter #2

@ Ethernet0 Properties

Networking  Sharing

Internet Protocol Version 4 (TCP/IPv4) Properties X

General

You can get IP settings assigned automatically if your network supports
this capability. Otherwise, you need to ask your network administrator
for the appropriate IP settings.

d ™

(C) Obtain an IP address automatically

(@) Use the following IP address:

IP address: | 172. 25 . 178 . 210 |
Subnet mask: | 255.255.255. 0 |
Default gateway: [172. 25 .178. 1 |

Obtain DNS server address automatically

(®) Use the following DNS server addresses:

] Preferred DNS server: | 171 . 70 . 168 . 183 I
=

Alternate DNS server: | . . . |

12. Configure HX Storage Controller Data Network on Veeam Proxy Server. As HX Edge Cluster configures stor-

age network on private network, the IP details can be retrieved through HX Storage Data network, Virtual
Switch configuration for any of the HX Edge node.
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Havigator x| [ 17225178205 | B [ [ 1 [0 | @actions ~

4 Back Getting Started  Summary  Monitor | Configure | F VMs D Update Manager

] o 8 e “ Viriual switches

- [31192.168 110.210 B

+ [l HXEdge-Sile 172 SEN DR ES /X6
'ﬁ HXEdge1 Storage Adaptars Swizch Discovered Issues
B 172.25.178 203 Storage Devices B vswich-inband-momt _
g 7o =5 Datastores
vswitch-nx-storage-data
51 RHEL-G-1 Host Cache C s
RHEL-G-2 o5t Cache Configuration
g RHEL7-01 Protocol Endpoints
Gh RHELT-C-2 IO Filters :: Standard swilch: vswilch-hx storage_data (Storage Controller Data Network)
Gl RHELT-C-3 7%
1 RHELT-C-4
a :::L; C15 VMkermel adaplers
L71- Storage Controller Data .. Physical Adaj

e 7411 Physical adaplers 2 storage ] (v plers T
#h RHEL71- ) VLAN ID — [ F8l vmnicO 10000 Full
Gh RHELT1-H-1 TCPAF configuration » Virtual Machines (1) ]| @ vmnic1 10000 Ful
G RHELT1-H-2 Advanced y = :
{1 RHELT1-ninteg-1 + Virtual Machines S }siea0s mercorial SN0
&) RHEL71-nointeg-2 ) VLAN ID. -
i ste172vead-1 VM Startup/ Shutdown ¥ VMkemel Poris (1)
{5 SICEVM-WZP22440 Agent VM Settings vmkct : 169.254.1.11 e
iy SICEVM-WZP22440 Swep He locaton J

13. Assign any available IP for HX storage data network access in Veeam Proxy Windows VM. This network is re-
quired to allow Direct NFS backup of application VMs residing on HX Edge Cluster.
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J? Network Connections
T Ei » Control Panel > Network and Internet » Network Connections
Organize = Disable this network device Diagnose this connection Rename this connection Vi

= | Ethernetl
Unidentified network

EthernetD
~ MNetwork
vmxnet3 Ethernet Adapter,

@ Eth

Networking  Sharing

petl Dropertioc
T

Internet Protocol Version 4 (TCP/IPv4) Properties X
General
You can get IP settings assigned automatically if your network supports
this capability. Otherwise, you need to ask your network administrator
for the appropriate IP settings.
r() Obtain an IP address automatically R
(®) Use the following IP address:
IP address: | 169.254. 1 .210 |
Subnet mask: | 255 .255.255. 0 |
Default gateway: | ’ ’ y l
. J
Obtain DNS server address automatically
(@) Use the following DNS server addresses:
Preferred DNS server: | : . g I
Alternate DNS server: | ‘ ; : I
2items 1 item selected
maaaEe o P ——

14. Format the 2.4TB drive as ReFS with 64KB block size.
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fiz New Volume Wizard - O >

Select file system settings

Before You Begin File system: ReFS 2l
Server and Disk = = =

Allocation unit size: B64K X ‘
Size
Diivé Letter of Eclder Volume label: IVeeamLocalRepo I

Generate short file names (not recommended)

Confirmation Short file names (8 characters with 3-character extensions) are required for some 16-bit
applications running on client computers, but make file operations slower.

[<Previous_] | Next > I Create ‘ Cancel

15. Go to the Veeam Console configured on the Cisco UCS S3260 Storage Server installed for Primary Site HX
Cluster backup.

16. Add VMware Backup Proxy and VMware Backup Repository with IP or DNS details of Veeam Proxy Windows
VM configured in step 9.

| New Windows Server X

Name
E- - Specify DNS name or IP address of Microsoft Windows server,

[172.25.178.210
Credentials .
Description:
Tt Created by WIN-38HD35K2R16\Administrator at 11/8/2019 3:29 AM.
Apply
Summary

17. Click Next and Add Veeam Proxy Windows VM Access detalils.
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X

New VMware Proxy

Server
Choose server for new backup proxy. You can only select between Microsoft Windows servers added to the managed servers
which are not proxies already.

New Windows Server

Credentials

Specify server credentials
E=l- e

Select an account with local administrator privileges on the server you are adding. Use DOMAIN\USER

Name .
_ Credentials X
v|| Add.. |

Review E Username: |Iocalhost\Admm|strator | oA
= -

Apply Password: oooooooo’

Sy Description:
localhost\Administrator

[ ok ] concel |

18. Click Apply for Veeam Transport Package Installation on Windows VM.
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New Windows Server X
Review
E- - Please review your settings and click Apply to continue.
=

Name Due to these modifications the following components will be installed or removed on the target
host:
Credentials Component name Status
_ i Transport will be installed
Apply
Summary

After you click Apply missed components will be installed on the target host.

C<Previous | [ Apply | Feen

19. Ensure Veeam Transport Package installed successfully.

New Windows Server X

Apply
E- - Please wait while required operations are being performed. This may take a few minutes...
=u

Name Message Duration
SR V] Stanin? saving job ' 0:00:01
) Collecting hardware info
Review () Detecting operating system
() Detecting OS version
_ () Creating temporary folder
) Package VeeamTransport.msi has been uploaded 0:00:03
Summary ) Installing package Transport 0:00:18
) Deleting temporary folder
) Registering client WIN-R7PTD9G5407 for package Transport
() Discovering installed packages 0:00:04

2 All required packages have been successfully installed

(v Creating database records for server

() Detecting server configuration

() Creating configuration database records for installed packages

) Collecting disks and volumes info 0:00:06
) Microsoft Windows server saved successfully

‘<Previous I Next > I Finish Cancel
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20. Click Finish. In the next screen ensure the max concurrent task is 4.

New VMware Proxy X

which are not proxies already.

-

Server
% Choose server for new backup proxy. You can only select between Microsoft Windows servers added to the managed servers

172.25.178.210
Traffic Rules
Proxy description:
Summary Created by WIN-38HD5SK2R16\Administrator at 11/8/2019 3:29 AM.

Transport mode:
|Automatic selection l Choose...

Connected datastores:

|Automatic detection (recommended) I Choose...

Max concurrent tasks:

+ EHeo

< Previous Next > Finish Cancel

‘& The Max concurrent task for Veeam Proxy should be limited to 4. This ensures low performance
impact on HyperFlex Edge Cluster during Backup of application VMs.

21. Verify that Veeam Proxy on HX Edge Cluster is installed successfully.
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New VMware Proxy

Server

Traffic Rules

Summary
% You can copy the configuration information below for future reference.

Summary:

|hIMware backup proxy was created successfully

Configure Veeam Backup Local Repository

This repository allows shorter retention periods on local HX Cluster, helping to achieve lower RPOs as compared

to Remote Backups which may be slow depending on network latencies.

‘& The local Repository is also used to store meta data of replicated VMs from HX Edge Cluster to Primary

HX Cluster.

In the previous section on configuring Veeam Backup Server Windows VM, you created a volume of 2.4 TB. The
volume will be utilized for local backups on HC Edge. It is recommended to provision 50 percent of the size of

HyperFlex Edge Cluster as Veeam local repository.

To configure the local repository provisioned on Veeam Backup VM on HX Edge Cluster, follow these steps:

1. Open Veeam Console installed on S3260 server, right click on Repository and select Add Repository. Select

Direct Attached Storage.

2. Name the Repository as HXEdge Local Repository.
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New Backup Repository X
Name
=71 Typein a name and description for this backup repository.
R
Name:
| HXEdge-Local-Repository|
Server
Description:
Repository Created by WIN-38HD5SK2R16\Administrator at 11/8/2019 4:05 AM.

Mount Server

Review

Apply

3. Select the Proxy Server Windows VM configured in the previous section and click Populate. Select the drive
formatted with ReFS File System. This is the larger sized repository for local backups of application VM provi-
sioned on HyperFlex Edge Cluster.
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New Backup Repository X
Server i
% Choose repository server. You can select server from the list of managed servers added to the console.
=
Name Repository server: h
[ 172.25.178.210 (Created by WIN-38HD5SK2R16\Administrator at 11/8/2019 3:29 AM. ~| | Add New...
S -

Path Capacity Free Populate

= @ C\ 399.5G8  371.0GB
Mount Server @EN 247TB 247TB i )
Review

Apply

| < Previous || Next > | Finish

4. Click Next and uncheck Max Concurrent task option. The limit of maximum parallel backup jobs would be
managed by the parallel concurrent task executed by proxy. For the HX Edge Cluster, restrict it to 4 parallel
tasks.
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New Backup Repository X
< Repository
=70 Typein path to the folder where backup files should be stored, and set repository load control options.
Eeasd
Name Location
Path to folder:
Server ‘E:\Backups ‘ ‘ Browse... ‘

e

W= Free space:

Mount Server
Load control

Review Running too many concurrent tasks against the same repository may reduce overall performance,

device saturation with the following settings:
Apply [[] Limit maximum concurrent tasks to: I:l

[] Limit read and write data rates to: - MB/s

Click Advanced to customize repository settings Advanced...

< Previous Next > Finish Cancel

5. Click Advanced and select Align backup file data blocks and Use per-VM backup files options.
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New Backup Repository

<= Repository
=7 Typeinpatf Storage Compatibility Settings X
=
[[] Align backup file data blocks
Name Allows to achieve better deduplication ratio on deduplicating storage devices
leveraging constant block size deduplication. Increases the backup size when
Server backing up to raw disk storage. :I ‘ 8 \
[[] Decompress backup data blocks before storing —
_ VM data is compressed by backup proxy according to the backup job [ Populate ]
compression settings to minimize LAN traffic. Uncompressing the data before
Mount Server storing allows for achieving better deduplication ratio on most deduplicating
storage appliances at the cost of backup performance.
Review . : 2 g e overall performance,
This repository is backed by rotated hard drives o . ) the following settings:
Backup jobs pointing to this repository will tolerate the disappearance of
Apply previous backup files by creating new full backup, clean up backup file
longer under reten on the newly inserted ha ives, and track backup
repository location across unintended drive letter changes
Use per-VM backup files R
Per-VM backup files may improve performance with storage devices benefiting
from multiple I/O streams. This is the recommended setting when backing up to
deduplicating storage appliances, A
[ ok | cance
Click Advanced to customize repository settings
L < Previous ‘ . Next> Finish ‘ Cancel }
6. Review the configurations and click Apply.
New Backup Repository X
~= Review
7] Please review the settings, and click Apply to continue.
=
Name Repository type: Windows
Mount host: 172.25.178.210
s Account: localhost\Administrator
Repository Backup folder: E:\Backups
Write throughput: Unlimited
Mount Server Max parallel tasks: Unlimited
Apply
The following components will be processed on server 172.25.178.210:
Component name Status
Transport already exists
vPower NFS already exists
Mount Server already exists
[] Import existing backups automatically
Import guest file system index
< Previous I Apply I Finish Cancel l
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7. Ensure the HX Edge Local Repository is configured without any errors.

New Backup Repository X
Apply
% Please wait while backup repository is created and saved in configuration, This may take a few minutes...
=
Name Message Duration A
KA ) Uninstalling package vPower NFS
() Package vPowerNFS.msi has been uploaded
Repository (2 Installing package vPower NFS 0:00:03
(2 Checking locks for package Mount Server
Mount Server (2 Uninstalling package Mount Server
Revi ) Package VeeamMountService.msi has been uploaded 0:00:02
S 2 Installing package Mount Server 0:00:09

) Registering client WIN-38HD55K2R16 for package Transport

() Registering client WIN-38HD3SK2R16 for package vPower NFS

() Registering client WIN-38HD35SK2R16 for package Mount Server

() Discovering installed packages

2 All required packages have been successfully installed

() Detecting server configuration

) Reconfiguring vPower NFS service

) Creating configuration database records for installed packages

) Creating database records for repository

(2 Backup repository has been added successfully v

<Previous | | Next> | Finish Cancel

8. Configure HyperFlex Storage Integration for HX Edge Cluster. For detailed instructions, refer to section Con-
figure HyperFlex Edge Cluster Storage Integration on Veeam Backup Console.

9. Ensure HX Edge Storage discovery succeeds from Veeam Storage Infrastructure tab.
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System

Name: Storage discovery
Action type:  Storage Rescan

Initiated by:  WIN-38HD55K2R16\Administrator

Status: Success

Start time:  11/8/2019 5:07:33 AM
Endtime:  11/8/2019 5:07:41 AM
Log

Message

() Cisco HyperFlex 172.25,178.207 configuration refresh completed

() Whitelisted backup proxy IP addresses on system 172.25.178.207

() Found NFS ESXi IP addresses suitable for backup from HyperFlex snapshots from system 172.25.178.207

() Found NFS ESXi IP addresses suitable for backup from HyperFlex snapshots from system 172.23.178.207 using backup proxy 172,.25.178.214

() Found NFS ESXi IP addresses suitable for backup from HyperFlex snapshots from system 172.25,178.207 using backup proxy 172.25.178.210
() Cisco HyperFlex 172.25,178.207 rescan completed

Duration

0:00:05
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Validation

This section describes the test executed to validate the Veeam Backup and Recovery Solution on the Cisco
HyperFlex platform. This solution and its scenarios are validated with high-level backup, Replication, Failover and
Failback task between Hyperflex Cluster and Cisco UCS S3260 Storage Server.

Some of the tests are as follows:
e Backup VM on HX Cluster with HyperFlex and Veeam Storage Integration
e Remote Office / Branch Office VM Replication
e Backup Copy jobs across Data Centers

e Restoration of VM from Backup Copy job to HyperFlex Cluster on DR Site

Backup VM on HX Cluster with HyperFlex and Veeam Storage Integration

To backup the virtual machine on the HX cluster, follow these steps:

1. Verify HX Cluster is configured through Veeam Storage Integration.

The validation (shown below) displays a successful backup of several VM on HX cluster to Cisco UCS S3260
target repository utilizing HyperFlex and Veeam Storage Integration.

— -
-, z-
- =
dz Edit Remove Rescan
Storzge Storage Storage
Manage Storage Adtions
STORAGE INFRASTRUCTLIRE NAMET DESCRIFTION
f= 192.168.110.200 Created by WIN-28HDSSK2R16\Administ..
Fl t’;— Storage Infrastructure
IE Cisco HyperFlex
System x
Mame: Starage discavery Status Success
Action type:  Storage Rescan Start time:  11/8/20719 %:05:03 PM
nitated by:  WIN-JBHDS5KRT S\ Administrator Endtime: 1178420719 %05:27 PM

Log

Mescage Duration
Cisco HyperFlex 192.163.170.200 configuration refresh completed
Whitelhsted backup prosy IP addresses on system 192,768,710.200
Found MFS ESXi IP addresses cuitable for backup from HyperFlex cnapshots from .. 0:00:07
Found MNF5 ESXi IP addresses suitable for backup from HyperFlex snapshots from ... 0:0R04
Cisco HyperFlex 192.163.110.200 rescan completed

2. ldentify the VMs on HyperFlex Cluster for Backup through Veeam.
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vmware® vSphere Web Clien #® © | | Launch vSphere

| Navigator K | G RHEL100-1 WF [ W B . | {EhActions v

4 Back Getting Started | Summary | Monitor Configure  Permissi D Networks  Update Manager

EREEEE

RHEL100-1
v (57 182.168.110.210 Guest 0S: Red Hat Enterprise Linu 7 (64-bit)
~[a H.x LFF-DC Compatibility:  ESXi 6.5 and later (VM version 13)
« [ HXLFF4 Vi are Tools: Running, version:10282 (Guest Managed)
sz 168110191 More info
ﬁl_\ 192 168.110.182 DHE Name loc alhost lecaldomain

[ 192.168. 110,193 IF Addresses:

f, 192.168.110.194 Host: 162 163 110,192

5 RHEL A g

{5 RHEL-QOVF-10

& RHEL-OVF-11 * VM Hardware 0 » Advanced Configuration m}
Wi} RHEL100-1 I v CPU 4 CPU(s), 0 MHz used

RHEL100-10 Custom Attributes ]
ELD + Memory D 8192 MB, 81 MB memory active T
{3 RHEL100-2 Afribute Vaiue
& RHEL100-3 » Hard disk 1 200.00 GB This list is empty.

[ & ¥ Nelwork adapler [orage Lontroller Management Networ (connected)

{3 RHEL100-4 Network adapter 1 St Controller M 1 Network ted)

RHEL100-5 g
?RHEU b0s (@) CD/DVD drive 1 Disconnected A i ]

5 .
&t RHEL100-7 [ Floppy drive 1 Disconnected A i ]
(3 RHEL100-2 v Video card 8.00 ME
& RHEL100-9 o~ destonal Kards
&, StCHVM-WZP21360202 s fociensl rerduarE
& SICIVM-WZP21360Z35 Compatibility ESXi 6.5 and later (VM version 13)
(G StCHVM-WZP213617DK ~ Related Objects =]l
& SICIVM-WZF2136170W EOLSEWNOS | Custer ) HXLFF4
{55 VCA-HXLFF4 - Tegs O | Host [ 192.168.110.182
) Recent Objects X x| [7] Recent Tasks

HyperfFlex Connect

€ Dashboard g W RTLIL MACHINES SOVVEED ON SUSTERDED POWERED OFF
14 VNS G n mo o3
MONITOR
Lb tlers )
virtual Machines
W Events
Bl Aty
Pt Mame = Status IP Address Guest 05 Protection Status Srorage Provisioned Storage Used
b Pertormance RHEL Pawered Off Red Hat Entarpnse Linuws 7 A 208.2 GB 5.8 GE
PROTECT AHEL100-1 Powered On Red Hat Entarprize Linw: MiA
Hel
o AHEL100.2 Fowered On Rl Hal Cnterprise Linuy 7 HeA 00 G 00 G0
MANAGE
AHELT00-2 Powered On lied Hat enterpnse Linus ¢ A BOD L BOD G
Bl system information
— RHEL100-4 Powered On Red Hat Entarprize Linws 7 N/A €00 GB €00 GB
E
L . RHEL100.5 Powered On Red Hat Cnterprise Linus 7 (G MiA €00 GB 00 GB
= virtual Machines
"1 Upgrace HHEL1005 Fawered tn Rl Hal Enlerprise Linug ¢ (& Ni4 EOD 8 B G
P
ieb CL RHEL120-7 Fawered On Red Hat 3¢ Linus 7 (8 MiA €00 G5 €00 G
AHEL100.8 Powered On Red Hat Entarprize Linw NiA €00 GB 600 GB
AHEL100.9 Powsred On Rl bl HeA 00 B 00 G
AHEL100-10 Poweared On Red Hat A O g ] B0 GE
AHEL-OVF-10 Powered Off Red Hat £ N/A 082 GE 200 GB

3. Go to Veeam Backup and Replication Console and Create Backup job.

187



Validation

New Backup Job X

Virtual Machines
Select virtual machines to process via container, or granularly. Container provides dynamic selection that automatically changes
= m as you add new VM into container.

Name Virtual machines to backup:
Name Type Size Add...
Vel Machines (59 RHEL100- 1 Virual Machine 400 GB Pa—
Storage |:|:?RHEL1OD-10 Virtual Machine 400 GB
¥ RHEL100-2 Virtual Machine 400 GB
Guest Processing E? RHEL100-3 Virtual Machine 400 GB Exclusions...
EFRHEL‘I(I)-A Virtual Machine 200 GB
Schedule {53 RHEL100-5 Virtual Machine 200 GB r™
I D:FRHEL‘I(I)-B Virtual Machine 200 GB
¥ RHEL100-7 Virtual Machine 200 GB ¥+ Down
EFRHEL‘I(I)-S Virtual Machine 200 GB
{9 RHEL100-9 Virtual Machine 200 GB

Total size:
2.737B

< Previous | Next > Finish Cancel

4. Ensure Enable Backup from Storage Snapshot is checked.

Edit Backup Job [JOB| Advanced Settings X X
. i Integration
- Specify p Backup Maintenance Storage Notifications vSphere g Scripts tup files produced by this
m Jehandc Primary storage integration
Enable backup from storage snapshots
Name Use storage snapshots (instead of VM snapshots) as the data source for this | :
job. Using storage snapshots reduces impact on the production ’ Choose...
Virtual Machines environment from VM snapshot commit.
Limit processed VM count per storage snapshot to [10 < 5
_ By will | | included VMs located on the i;l#1€ ‘ }A) v‘
Guest Processing RIS TIGI B S S RAgE Sapsho) packup
[ Failover to standard backup
Schedule Perform sta_ndard backup from VM snapshot if backup from storage
snapshot fails.
Summary
. Best practices
|them being off-site.
- Advanced
ish || Cancel
Tors Save As Default [0k ]| conce | p——

5. During Backup, Veeam executes HyperFlex Snapshot. If Direct NFS, transport mode is enabled, you will see
the backup mode as nfs.
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ulh

B &8 X

Start Stop Retry Active | Statistics Report | Edit Clone Disable Delete
Full
Job Control Details Manage Job
HOME Q n an cbject name 1o search for
a "g Jobs NAME T TYPE STATUS AST RUN LAST RESULT MEXT RUN DESCRIPT
4B Backup & 1081 VMware Backup 02% completed a.. 13 minutes ago <notscheduled>  Created b
o 2 Backups
=%, Disk
4+ [ Last 24 Hours
[*} Running (1)
[ Failed
< >
Job progress: 92% 6 of 10 VMs
SUMMARY DATA STATUS THROUGHPUT
Duration: 1252 Processed: 1.8 TE (92%) Success: 6 @
A Home ; ] -
Processing rate: 3 GB/s Read: 18TB Warnings: 0
B AT
B INVENTORY Bottleneck: Source Transferred: 3023 6B (6.1 Errors: 0
(3L BACKUP INFRASTRUCTURE
A
" NAME STATUS ACTION DURATL..
= o7, FRAS u
=" SIS RS EJ RHEL100-1 @ Success & Getting VM info from vSphere 00:05
% TAPE INFRASTRUCTURE EJ RHEL100-10 ? Success (&) Creating HyperFlex snapshot 00:10
(51 RHEL100-2 (¥ 91% (@ Saving [HXLFF4-DS] RHEL100-2/RHEL100-2 wr 00:00
lii_] FILES [ RHEL100-3 @ Success @ Saving [HXLFF4-DS] RHEL100-2/RHEL100-2.nvram 00:00
[ RHEL100-4 (¥ 75% @ Using backup proxy VWwars Backup Proxy for disk Hard disk 1 [nfs] 00:18
\.
['52:' s 51 RHEL100-5 (¥ 81% vl ard disk T (2007 ] read 3 ' 11:38 v

6. Validate Successful completion of Backup job.
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\CKUP AND REPLICATION

HOME VIEW

) BFEX

-
’ |II| Sull - ad
Start Stop FRetry Active Statistics Report  Edit Clone Disable Delete

Full

Job Control Details Manage Job
HOME Q Type in an abject name to search for
] -"a Jobs NAME T TYPE STATUS LAST RUN LAST RESULT MNEXT RUN DESCRIPTI

{e% Backup @JOB‘I VMware Backup Stopped 15 minutes ago  Success <not scheduled> Created b
o FS Backups

=+ Disk

. fé Last 24 Hours

[3 Success

[ Failed
Job progress: 100% 10 of 10VMs
______________________________________________________________________________________________________|
SUMMARY DATA STATUS
>
Duration: 14:50 Processed: 2.0 7TB (100%) Success: 10 O
Processing rate: 2GB/s Read: 2078 Wamings: 0 e
Bottleneck: Source Transferred: 304.4 GB (6.6x) Errors: 0
| Show Details oK l
A Home l :
S INVENTORY
E|._ ¥ N _ - ~
MNAME STATUS ACTION DURATL..
: , - = - - .
\ | BACKUP INFRASTRUCTURE |'::| RHEL100-1 @ Success € Using backup proxy VMware Backup Prexy for disk Hard disk 1 [nfs] 00:18
= TORAGE INFRASTRUCTURE I"_3|J RHEL100-10 ) Success @) Hard disk 1 (200.0 GB) 200.0 GB read at 276 MB/s [CBT] 12:21
=: STORAG LASTRUCT - .
g . ||:_—‘ RHEL100=2 () Success ) Removing HyperFlex snapshot 00:03
id RHEL100-3 ) Success S ’
l& TAPE INFRASTRUCTURE o SHEL100-4 “ @ Finalizing 00:00
= I"_.|J - 0 Suceess @ Busy: Source 97% > Proxy 48% > Metwork 19% > Target 0%
E] FILES ||:_—‘ RHEL100-5 ) Success & Primary bottleneck: Source
|'::| RHEL100-6 @ Success @ Network traffic verification detected no corrupted blocks
U 7| gaRHELI007 0 Success @) processing finished 3t 11/6/2019 8:11:43 PM 5

JOB SELECTED CONNECTED TO: LOCALHOST ENTERPRISE PLUS EDITION NFR: 233 DAYS REMAINING

7. For scheduling Veeam backup Jobs, refer to section Veeam User Guide for VMware vSphere.

Remote Backup of VMs Provisioned on HyperFlex Edge Cluster

As detailed in the previous section, HX Edge Cluster should be configured on the same vCenter as the Primary
HyperFlex Cluster.

To configure the remote backup of VMs provisioned on the HyperFlex Edge Cluster, follow these steps:

ﬂ To allow remote backup of HX Edge application VMs through Veeam, it is mandatory to add all HyperFlex
Primary Site Cluster and HyperFlex Edge Clusters to the same vCenter.

1. Identify the VMs for Backup on Remote HX Edge Site. The Backup resides on Cisco UCS 53260 Storage
Server.

The validation shown below displays a successful backup of several VM on HX Edge cluster attached to the same
vCenter as the Primary HyperFlex Cluster.
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Validation

vmware* vSphere Web Client

fi=

9] Launch vSphere Client (H

(Omxewet | GG oo | @actons -

A Back  » Gefting Started  Summary  Monitor  Configure  Permissions  Hosts | vMs | € Updats

v @ 8 a

v [51192.168.110.210 Virual Mechines vons |

w [iig HXEdge-Site172

[ U toeger 5 New Virual . % New VWMo T DeployOV._. | [ PowerOn B ShutDown.. B3 Restart Gu.. &5 Migrate . i3 Take Snap... | ) Actions =
- B HXLFF-DC Name 1 a|State Status Provisioned Space Used Space Hast CPU Hast Mem
» J HXLFF2 & RHEL-G-1 Powered OF @ Normal 115.17 GB 1.92 GB 0 MHz 0MB
s RHEL-G-2 Powered On & Normal 110 GB 976.57 MB 0 MHz 841 MB
[ fiy RHELT-C-1 Powered On & Normal 110.96 GB 191 GB 0 MHz 769 MB
f RHEL7-C-2 Powered Off @ Normal 1517 GB 192 GB 0 MHz 0MB

2. Create a Backup Job on Veeam Console for VMs on HX Edge Cluster.

New Backup Job

Virtual Machines
Select virtual machines to proc
= m as you add new VM into contai

Name

Storage

Guest Processing
Schedule

Summary

Virtual r

Name

Add Objects X

Select objects: HOHE @

>

v Ei5l HXEdge1

> B 172.25.178.203

> B 172.25.178.204
(33 RHEL71-1
{31 RHEL71-11
{33 RHEL71-H-1
(53 RHELT1-H-2
[ RHEL71-nointeg-1
(5 RHEL71-nointeg-2
(9 RHEL7-C-1
(57 RHEL7-C-2
(77 RHEL7-C-3
153 RHEL7-C-4
{33 RHEL7-C-5
(57 RHEL-G-1
(¥ RHEL-G-2
(51 site172-vca3-1

{59 StCHIVM-WZP22440AX5

|-*-' Type in an object name to search for QI

3. Choose the Backup Proxy configured as a VM on HX Edge Site.
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New Backup Job Backup Proxy X
Storage
Specify proce] Choose backup proxiefr servers for this.job. For. redundanf:y, we recovpmen.ded to up files produced by this
= job and custo,  select at least two proxies. When multiple proxies are available, selection will be
performed on per-VM basis, taking into account proxy connectivity and current
load,
Name (O Automatic selection | [ = ]
- < The job will automatically select the most suitable backup proxy server from all s
Virtual Machines =
available backup proxy servers,
(® Use the selected backup proxy servers only N M.) S ;
The job will automatically select the most suitable backup proxy server from the B .
Guest Processing packup

Schedule

following list of proxy servers.

Name | Select All J

Summary

i1 172.25.178.214 L Clearht—

[[] VMware Backup Proxy ‘ ;
e, Best practices
them being off-site.

4. Select the repository configured on Cisco UCS S3260 Storage Server residing on Primary Data Center.

New Backup Job

Storage

MName

Virtual Machines

Guest Processing
Schedule

Summary

Specify processing proxy server to be used for source data retrieval, backup repository to store the backup files produced by this

‘f- m job and customize advanced job settings if required.

X 4D

Backup proxy:
| 172.25.178.214

Choose...

Backup repository:
VeeamRepo (Created by WIN-38HDSSK2R16\Administrator at 11/6/2019 5:46 PM)

Mm

Restore points to keep on disk: (i ]

[] Configure secondary destinations for this job

Copy backups produced by this job to another backup repesitory, or to tape. Best practices
recommend maintaining at least 2 backups of production data, with one of them being off-site.

5. The Summary details the successfully created Remote Backup Job. Click Finish.

New Backup Job

Name

Summary

Virtual Machines
Storage
Guest Processing

Schedule

The job's settings have been saved successfully. Click Finish to exit the wizard.

Summary:
ame: HXEdge-RemoteBackupl
Target Path: D:\Backups
Type: VMware Backup
Source items:
RHEL7-C-1 (192.168.110.210)
RHEL-G-2 (192.168.110.210)

Command line to start the job on backup server:
"C:\Program Files\Veeam\Backup and Replication\Backup\Veeam.Backup.Manager.exe" backup
53df030d-3aa5-4406-b3ea-b79d4f616ac3
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6. Execute the Backup Job.

PECY h L ®FEX

Start Stop Retry Active Statistics Report | Edit Clone Disable Delete
Full

Job Control Details Manage lob
HOME Q Type in an object name to search for
a 'y Jobs NAME T TYPE STATUS LAST RUN LAST RESULT
42 Backup 44 HXEdge-RemoteBackup1 VMware Backup 0% completed at..  Just now
a Eé" Backups @ JOB1 VMware Backup Stopped 19 hours ago Success
é, Disk *ﬁ JOB1 _clonel VMware Backup Stopped 19 hours ago Success
4 [ Last 24 Hours
[*} Running (1)
[% Success
[ Failed
Job progress: 0%
SUMMARY DATA STATUS TH
Duration: 00:12 Processed: 0.0B (0%) Success: 0
A Home ) )
Processing rate: 0KB/s Read: 00E Warnings: 0
E
:gii-‘ INVENTORY Bottleneck: Detecting Transferred: 00B Errors: 0
%z 8ACKUP INFRASTRUCTURE
MNAME STATUS ACTION
A= RAGE INFRASTRUCTUR .
(& sTORAGE mFRAST E 5 RHELT-C-1 (5) Pending | (@ Job sterted ot 11/7/2019 4:20:37 PM
TAPE INFRASTRUCTURE 53 RHEL-G-2 (¥) Pending @ Building list of machines to process
= @ WM size: 220.0 GB (2.9 GB used)
rhﬁ FUES ) Changed block tracking is enabled

7. Validate the HX Snapshots are executed and HX Edge Proxy utilizes Veeam Direct NFS transport mode.
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HOME Q, Typein an abject name ta search for
a *gjubs IARIE T IypE CRIECTS SIATI ASTEUN LAST RESULT MWEXT RUIN
32 Backup i} HXEdge-RemotsBackup hiware Backup 2 8% completed at.. 1 minute age <not scheduled
4 [&; Backups TOAT Vi are Beckop T Tiopped T hiours 250 Success <not scheduled
,_i_ Disk @ 1081 _dlonel Wihiware Backup 10 Stopped 19 hours ago Success «cnot scheduled
4[5 Last 24 Hours
[} Running (1)
ﬁ'p Success
[ Failed
<
Job progress: a%
SUMMARY DATA STATUS THROUGHPUT (LAST 5 MIN)
Duration: 027 Processed: 18.4 GB (2%) Success: L]
HOME
ﬁ Processing rate: 629 MB/s Read: 184 GB ‘Warnings 0
E, n,
= INVENTORY Bottleneck: Source Transfesred: 205.2 ME (91.9] Errors: 0
L
(3 BackuP INFRASTRUCTURE
(ii: NAME STATUS ACTION
i R ICTUR
5 STORAGE INFRASTRUCTURE I RHEL G2 6% @ Getting WM info from wSphere
5 RHELT-C-1 ® 7% @ Creating HyperFlex snapshot

() TAPE INFRASTRUCTURE

[ Fues

vmware* vSphere Web Client

@ Saving [xedge- 2node-ds 1] RHEL-G-2/RHEL-G- Zymx
(@ Saving [nxedge- 2node-ds1] RHEL-G-2/RHEL-G- Z.nvram

(@ Using backup proxy 172.25.178.214 for dick Hard disk 1 [nfs]
7% Hard disk | (110.0 GB) 10.5 GE read at 360 MB/s [CBT]

fi=

& . W B 5 {gAdons

5 E-G—Z [

Permissions | Snapshots | Datastores Networks

Getting Started Summary Monitor Configure

8

- (3 192.168.110.210
+ [l HXEdge-Site172

v [J) HXEdge1
B 172.25.178.203
@ 172.25.178.204
() RHEL-G-1
& RHEL-G2

(& RHEL7-C-2
(& RHEL7-C-3
& RHEL7-C-4
{ RHEL7-C-5
& RHEL71-1
& RHEL71-11
& RHEL71-H-1

8. Validate that the Remote Backup Job for Application VM on HX Edge Site are is completed successfully.

‘r"m“ Z b4 | @AﬂAcnons -
——
w ) SENTINEL
& VEEAM BACKUP TEMPORARY SNAPSHOT

@® You are here
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Q e

8 HKEdge-RernuteSackup

H Stopped
et 0 Stapped Succes
% J081 cloned 10 Stopped Suz

RemoteBackup (Full)

L K

SLMMARY Dala STATUS
Dueatican: 29 Processed: 2200 GE [100%) Sucress:
Processing rele: 703 ME/s Resd: 2200 GB Warniry s o

1,658 (125) Errars: o

9. For scheduling Veeam backup Jobs, refer to section Veeam User Guide for VMware vSphere.

Replication of VMs provisioned on HyperFlex Edge Cluster

As detailed in the previous section, the HX Edge Cluster should be configured on the same vCenter as the Primary

HyperFlex Cluster.

To replicate the virtual machines provisioned on the HyperFlex Edge Cluster, follow these steps:

.=

To allow the replication of HX Edge application VMs through Veeam Remote Proxy it is mandatory to add

all HyperFlex Primary Site Cluster and HyperFlex Edge Clusters to the same vCenter.

1. Identify the VMs for Replication on Remote HX Edge Site to Primary HyperFlex Cluster.

2. Open Veeam Console on 53260 server, select Home form top navigation pane, click Replication Job and se-
lect Virtual Machine.

3. Name the Replication Job as desired and click Next.

The validation below displays a successful replication of VMs on HX Edge cluster attached to the same vCenter as
the Primary HyperFlex Cluster.
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Validation

New Replication Job X
Name i
% Specify the name and description for this job, and provide information on your DR site. 1

| HXEdge-ReplicationJob-1

Virtual Machines

Description:
Destination Created by WIN-38HD5SK2R16\Administrator at 11/7/2019 5:45 PM.
Job Settings
Data Transfer Show advanced controls:

. O Replica seeding (for low bandwidth DR sites)

Guest Processing ) . R .

[] Network remapping (for DR sites with different virtual networks)
Schedule Il Replica re-IP (for DR sites with different IP addressing scheme)
Summary

< Previous Finish ‘ Cancel

4. Select the vCenter configured with Primary HX Cluster and HX Edge Cluster and select the VM to be replicat-
ed.
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New Replication Job Add Objects % X
Virtual Machine!
% Select one or mg Select objects: E‘E? I:l—‘|j g @ from replication.
v Cﬁ! Hosts and Clusters A
Name v 5 10.29.149.44
v [Hg HXEdge-Site172 | Add... |

 Vinual Machines | v B HiEdge!
- > B 172.25.178.203
Destination

> B 17225178.204
Job Settings (53 RHELT1-1 Exclusions...
(53 RHEL71-11
Data Transfer (51 RHELT1-H-1
(53 RHEL71-H-2

Remove

Guest Processing E'_f_l RHEL71-nointeg-1 | + Up

Schedule D'_'"_I RHEL71-nointeg-2 _ ¥ Down
(59 RHEL7-C-1

Summary £ RHEL7-C-2

(57 RHEL7-C-3
(57 RHEL7-C-4
- .
id RHEL7-C-5 Recalculate
{9 RHEL-G-1 '

P e ime = -

Total size:
|-*’ Type in an object name to search for Q ‘ oB

I Add || Cancel | Finich '

5. Select Add and click Next to specify the destination of VM replication.

6. Select the primary HX Cluster as destination.
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New Replication Job X

Destinati
% Specify where replicas should be created in the DR site.

Name Host or cluster:
| HXLFF4 [ choose... |

Virtual Machines

Postnaen I resource poot

Job Settings [Resources | Choose.. |
Pick resource pool for selected replicas

Data Transfer
VM folder:

Guest Processing |Vm | l Choose... l
Pick VM folder for selected replicas

Schedule
Datastore:

Py HXLFF4-DS [199.5 TB free] | Choose.. |

Pick datastore for selected virtual disks

| <Previous || Net> | fueh \

7. From Job Settings, select the HXEdge Repository created to host replica meta data. Add the replica suffix as
desired.
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New Replication Job

Job Settings
Specify backup repository located in the source site to host metadata in, replica suffix and retention policy, and customize
advanced job settings if required.

Name Repository for replica metadata:
l HXEdge-RemoteProxy-Replication-1 (Created by WIN-38HD3SK2R16\Administrator at 11/7/2019 5: v

= 386 GB free of 399 GB

Virtual Machines
Destination
Replica settings

I . o
Dots Traoster Restore pointsto keep: 7 37

Guest Processing

Schedule

Summary

Advanced job settings include traffic compression, block size, notification settings, i:‘;‘m
automated post-job activity and other options. bl e

| <Previous [ Net> | fh | Cancel

8. On the Data Transfer screen, select the source and destination proxy.
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New Replication Job

>

Name
Virtual Machines
Destination

Job Settings

Guest Processing
Schedule

Summary

Data Transfer
Choose how VM data should be transferred to the target site.

When replicating between remote sites, we highly recommended that you deploy at least one backup

proxy server locally in both sites to allow for direct access to storage.

Source proxy:

Automatic selection

| Choose..

Target proxy:

|Automatic selection

|| choose..

@® Direct
Best for local and off-site replication over fast links.

(O Through built-in WAN accelerators

Best for off-site replication over slow links due to significant bandwidth savings.

Source WAN accelerator;

Target WAN accelerator:

l < Previous H Next > I

Finish

Cancel ‘

9. Select the Proxy VM created on HXEdge, as the Source Proxy.

New Replication Job

=

Name
Virtual Machines
Destination

Job Settings

Guest Processing
Schedule

Summary

Data Transfer
Choose how

Backup Proxy X

Choose backup proxies servers for this job. For redundancy, we recommended to
select at least two proxies. When multiple proxies are available, selection will be
performed on per-VM basis, taking into account proxy connectivity and current
load.

(O Automatic selection
The job will automatically select the most suitable backup proxy server from all
available backup proxy servers.

(® Use the selected backup proxy servers only

The job will automatically select the most suitable backup proxy server from the
following list of proxy servers.

Name {7 AII ;

M 172.25.178.214 :
Mwi Clear All

VMware Backup Proxy \:

I ’ Cancel

loy at least one backup

[ [ choose... |

| choose.. |

ings.

hish Cancel
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ﬁ The HX Edge Proxy VM is configured both as a Remote proxy and a Repository to store replica
meta data

10. Verify the Summary and click Finish.

New Replication Job X
Summary
a The job's settings have been saved successfully. Click Finish to exit the wizard.
Name Summary:
Name: HXEdge-ReplicationJob-1
Virtual Machines Type: VMware Replication

Source items:
RHEL-G-1(10.29.149.44)

S Win2016-C-1(10.20.149.44)
X Replica destination:

Job Settings Cluster: HXLFF4

Resource pool: Resources
Data Transfer VM folder: vm

Datastore: HXLFF4-DS [199.5 TB free]
Guest Processing Replica suffix: _replica

Restore points to keep: 7

Schedule Source proxies: : 172.25.178.214

Target proxies: : VMware Backup Proxy

_ Repository for replica metadata: HXEdge-RemoteProxy-Replication-1 (host: 172.25.178,214, path: C:

\Backups)

Command line to start the job on backup server:
“C:\Program Files\Veeam\Backup and Replication\Backup\Veeam.Backup.Manager.exe" backup
aal8db3a-2de5-423e-b841-4ecc3f7f223a

[[] Run the job when | click Finish

< Previous Next Cancel

‘& Replication Jobs can be scheduled periodically, as detailed in section Veeam Replica Schedule.

11. Start the replication Job.

4 o &EX

Start Stop Retn Statistics Report | Edit Clone Disable Delete
Job Contral Detalls Manzage lob
v %y Jobs MNAME T TYPE STATUS LASTRUM LAST RESULT MEXT RUN
2 Backup & ge-RemoteBackup ware Backup oppe our ago uccess <not schedu
8 Back J6 HXEdge-RemoteBack: VM Back Stopped 1h S t sched
{81 Replication {6} HXEdge-Replication =kt VMware Replication Stopped <not schedu
+ S Backups 8t 021 M WMware Backup Stopped 21 hours ago Success «<naot schadu
& Disk 46 J0B1 _clonel Stop VMuware Backup Stopped 20 hoursago  Success <nat schedu
[ f: Last 24 Hours 3}'.' testioh Retry VMware Backup Stopped 59 minutesago  Success <not schedu
B
.;: Success Statistics
L Failed Renort
Disable
& Clone
2 Delete
) Edit..

12. Monitor the progress until completion.
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Validation

P EC Ul 8 BHFEX

Start Stop Retry | Statistics Report E}ih Clone Dizable Delete

Job Contral Detalls Mznage Job
HomE Q Type in on dject nam arch for
% dobs mamMET TYFE STATUS LAST RUN LAST RESULT MEXT RUN DESCRIPTION
48 Backup 4 HKEdge-Remotelackup Wrware Backup Stopped 1 hour ago Success <net scheduled> Created by WIN
& Replication 4} HiEdge-Replicationlob-1 icat 0% st 1minuteago <notscheduled>  Crestsd by WL
+ L Backups #1081 Wdware Backup Stopped Zlnsumage  Success <notscheduleds  Crested by WIN
5 Dusk: -@- JO81 _clonel VMware Backup Stopped 20 hours ago Success «not scheduled> Created by Wik
4[4 Last 24 Hours 4B eestjob Wiware Backup Stopped 1 hour ago Success <not schedulad> Crested by WIN
“} Runaing (1}
|3 Success
' Failed
loh progress: 0%
SUMBARY DATA STATUS THROUGHPUT [LAST 5 MIN)
Duration: o118 Processed: 5120 KB (D%] Success: o
& Home
Processing rate: TKB/s Read: S1Z0KB Warnings: o
éi IMVENTORY Gottleneck: Saurce Transfermred: 55.1 KB (8.3%) Errans: o
eﬁ BACKUP INFRASTRUCTURE
@& MAME STATUS ACTION
£ INFRAS R o )
[ L RS TEL U G RHEL-G-1 (0% © Creating HyperFlex snapshot
% TAPE INFRASTRLCTURE 8 Win2016-C-1 ®om @ Frocessing configuration
@ Creating helper snapsnat
Eﬂ FILES % Using source proxy 172.25.178.214 for disk Hard disk 1 [afs]
& Using target prosy Vidwesrs Backup Proxy for dsk Hard disk 1 [nfs)
[F (¥) Haed disk 1 {110.0 GE] 3.5 GB read 2t 353 MB/s [CET]

13. Once the job completes, you can execute a Failover and verify that the VM on HX Edge site has failed over to
the Primary HX Cluster. Verify that the VM Replica exists in powered off stat exists on the primary HX Cluster.
The replica would have a suffix as _replica.

vmware* vSphere Web Client fis LI |launmvt;phem()hem (HTMLS) | | Administrator@VSPHERE L

iy % B | @acons -
4 Back » Getting Stated  Summary Monftor  Configure  Permissions  Hosts  VMs | Datastores  Networks  Update Manager
o |2 8 -
- i FXEge Ste 72 | (RS vor: |
[} HXE —
. Hnew witual {3 New Wito.. % DeployOV..  [p PowerOn il ShutDown.. W) RestartGu... @ Maorate . % Take Snap. . | {g§ Actions ~ B (a Faer
Name State 1a Staus Prowsaned Spacs Used Spacs Hosl CPU Host Maen EVC Mode HA Prossson
[ 192.162.110.191 G Win2016-C-1_repiica Powered O @ Normal 123.05 GB 485 GB 0 MKz OME @ NA
[@ 192 168.110.192 ORI TOWETET O TSI 7o TS OT Faome o T T TR
[ 192 163.110.193 ) RHEL Powered Of @ Normal 208.18 GB 575 GB 0 MHz OME @ NA
[ 192 168 110.194 = iR e 20T 2T T 20T GE TR TVE R
) RHEL-G-1 repiica Powered Off @ Nomal 11431 GB 10297 ME 0MHz OME @ NA ]
(@ RHEL-G-1_repiica RUEL00.S Paad e 8 Nompa 23041 Go. £0.92 G3 P Szaup &
RHEL-OVF-10
g Saaciie {3y RHEL100-7 PowsredOn @ Normal 23041 GB 60.82 63 0MHz 880 MB @ Protected
{5 RHEL100-1 (@ VCA-HXLFF4 PoweredOn @ Nomal 22974 GB 559 GB 181 MHz 10,293 MB @ Protected
B RHEL100-10 iy SICUVM-WZP213617DW PowsredOn @ Nommal 261 GB 261 GB 330 MHz 20,148 M8 @ Protected
G RHEL100-2 & RHEL100-1 PoweredOn @ Nommal 23041 GB 60.82 G3 0MHz 2565 MB @ Protected
(B RHEL100-3 fip RHEL100-3 PoweredOn @ Noemal 23041 68 60.82 08 0MHz 865 MB @ Protected
(G RHEL100-3 {f RHEL100-9 PoweredOn @ Nommal 23041 GB 60.82 GB 0 MKz 245 MB @ Protected
(& RHEL100-5 (i RHEL100-4 PoweredOn @ Nonmal 23041 GB 60.82 G8 0MHz 862 MB @ Protected
(5 RHEL100-6 {5 SICUVM-WZP21360Z3S Powered On @ Nomal 261 GB 251 GB 363 MHz 20,149 MB @ Protected
& RHEL100-7 i RHEL100-8 Powered On @ Nommal 23041 08 6042 G8 0MHz 864 MB @ Protected
&y RHEL100-8 i RHEL100-10 PoweredOn @ Normal 23041 GB 60.82 G8 0MHz 243 ME © Protected
&szg\:»:\o?vipmso @ SICHVM-WZP2136170K PoweredOn @ Nommal 261 GB 261 08 596 MHz 80,148 M8 @ Proected
S
gs hid fly RHEL100-2 PoweredOn @ Normal 23041 GB 50.82 G8 0 MHz 253 MB @ Protected
R stCHIVM-WZP21360702. Powerad Oin M Nommal 2”1 GR 2/1 GR 311 M7 RN 148 MR m_Proterten
gstcnvu;::ii:g:: 20 Objects (B
sl - -
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Failover of VM on HX Edge to Primary HX Cluster

To create the Failover process of HX Edge application VM to the primary HX Cluster, follow these steps:

1. On the Veeam Console, click Home > Restore > VMware vSphere.

JOB TOOLS

VIEW JOB

& H B A E LS

Backup Replication Backup Copy Restore Failover Import Export
Job~ Job ~ Copy ~ Job~ v Plan~  Backup Backup

Primary Jobs Auxiliary Jobs E*m VMware vSphere...

m’

HOME Q Type in an object name to search |
! )

4 T Jobs NAME 4 TYPE
1E Backup {0} HXEdge-Replication)... ~ VMware |
{1 Replication
4 = Backups
=¥ Disk
4 EFJ Replicas
EE Ready
4 [ Last 24 Hours
|3 Success

|"% Failed

2. Click Restore from Replica.

Restore

Choose whether you want to restore from backup or replica.

@ Restore from backup
=49 Performs restore from a backup file.

m| Restore from replica
r§>- Performs restore from a replica VM.,
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3. Select the Entire Replica option.

@ Restore from Replica

Select the type of restore you want to perform.

& Entire replica
é9 Performs failover or failback operation on replica VMs.

= Guest files restore
| Restores individual guest files from an image-level backup.

@ Application items restore

Restores individual application items from an image-level backup.

4. Select Failover to a replica.

@ Entire replica

Performs failover or failback operation on replica VMs.

w

Failover to a replica
59 Performs failover to a replica. Use this option for disaster recovery when the original machine is no longer
available,

= Planned failover a replica
@) Performs planned failover to a replica, preventing any data loss. This option requires that the original machine is
still available, as is particularly useful for datacenter migrations.

Failback to production
(-.E Performs failback of a replica to the original location by transferring actual replica state to the source machine.

5. Select Add VM and select Add VM from Replica.

6. Select the Replication Job created in the previous section and select any of the VM Replica planned for Failo-
ver.
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VMware Failover Backups Browser X X

Virtua  Select machine:

I ! Virtua Job name Last restore point Machine col Restore points count
4 §£|H>(Edge-ﬂeplicatio... 11/7/2019 10:02:55 AM 2
_ [JRHEL-G-1 less than a day ago (1... 3
EleinZ[ﬂ&-CJ less than a day ago (1... 3 }
Reason
S
Point...
Remove

7. Select the restore point to which failover is planned.

: Restore Points

| Available restore points for Win2016-C-1:

lob Type Location

| 4 2 HXEdge-ReplicationJob-1

Q—ﬁ less than a day ago (10:02 AM Thursday 11/7/2019)  Snapshot HXEdge-RemoteP...
@ less than a day age (10:00 AM Thursday 11/7/2019)  Snapshot HXEdge-RemoteP...
Gﬁ less than a day ago (9:51 AM Thursday 11/7/2019)  Snapshot HXEdge-RemoteP...

8. Click Next and the click Finish to execute the Failover job.
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Q Type in an object name to search for

NAME 4

16} HXEdge-Replication)...

SUMMARY

Duration:

Demmmmriomm enbm

9. Click Next and then click Finish to execute the Failover job.

TYPE OBJECTS STATUS LASTRUN LAST RESULT NEXT RUN
VMware Replication 2 Stopped 6 minutesago  Success <not schedul
Restore Session
VM name: Win2016-C-1 Status: Success
Restore type:  Failover Start time:  11/7/2019 6:06:54 PM
Initiated by: ~ WIN-38HD5SK2R16\Administrator Endtime:  11/7/2019 6:07:16 PM
Reason Parameters LOg
Message Duration
() Starting failover for VM Win2016-C-1 to the state as of less than a day ago (10:02 ...
() Reverting VM to the restore point snapshot 0:00:04
() Powering on VM 0:00:02
() Failover completed successfully
i
18 MAD /-

10. Verify that the VM is powered on and failed over to the primary HX Cluster.
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{4 Back »
‘o | 8 a
v [l HXLFF-DC .
+ [ HXLFF4
[ 192.168.110.191

5 New Virtual... )

[ 192.168.110.192 dece

[ 192.168.110.193 (1 RHEL71-11

[ 192.168.110.194 G RHEL71-H-2

(3 RHEL G Win2016-1

(51 RHEL-G-1_replica 51 RHEL7-C-3

(5 RHEL-OVF-10 1 Veeam-VBR-2noc
(51 RHEL-OVF-11 B RHEL7-C-5

o R @ Win2016-C-2

M FEHEL10-10 1 Win-2016-no-inte
(55 RHEL100-2 '
B RHEL100-3 ) RHELT-C2
@RHEL“)M 5 51 Win2016-C-4
(5, RHEL100-5 &1 Win-2016-no-inte
(55 RHEL100-6 G Win2016-C-3

& RHEL100-7 fi RHEL71-nointeg-
& RHEL100-8 & site172-vca3-1
(3 RHEL100-9 & Win-201612-2
(5 SICHIVM-WZP21360... B Win2019

(5 StCHVM-WZP21360... B Win2016-11

(5 SICHIVM-WZP21361... e T

(5 SICIVM-WZP21361... eogrem——

(5 VCA-HXLFF4

g Win2016-C-1_replica £ H

i

11. Click Next and then click Finish to execute the Failover job.
12. Verify that the VM is powered on and failed over to the primary HX Cluster.

13. For more information about the Veeam Failover process, refer to the Veeam User Guide for VMware vSphere.

Failback VM to HX Edge cluster

This section details the Failover process of HX Edge application VM to the primary HX Cluster. During Failback all
the changes on the Replica VM would also be replicated to the Production or HX Edge Cluster.
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Validation

To create the Failback virtual machine, follow these steps:

1. Onthe Veeam Console, under Home, select Replicas >Active Replicas.

2. Right-click the Active Replica and click Failback to Production.

BB &9v&aE F B X

Failover Planned Undo Permanent Failbackto Unde Commit Guest Application Add to Properties Remove
Now Failover Failover Failover  Production Failback Failback Files~ ltems~ Failover Plan ~ from
Failover Failback Restore Manage Replica
HOME Q Type in an object name to search for
4 g Jobs NAME T JOB NAME TYPE STATUS CREATION TI
1% Backup (59 Win2016--2 HVEdan Banli Baoular Failover 11/7/20191
@ Replication =, Failover Now...
a4 Eé‘ Backups 2% Planned Failover...
é Disk E’.; Permanent Failover
4 [ Replicas ) Undo Failover
B Ready &% Addto failover plan »
i1} Active (1)
Failback to i
4 [% Last 24 Hours E s I
[3 Success ™ Restore guest files >
D e i
[ Failed B, Remove from configuration
Delete from disk
[*] Properties...

3. Select the VM Replica to be failed back to HX Edge Cluster.

x

Failback

I_I Replica
@ Choose replicas you want to failback. Click Populate to add all active replicas to the list.

Name Size Original location Select All
Destination [ i
EI:I? Win2016-C-1_replica 344MB [10.29.149.44] [hxedge-Znod... Clear All

Summary
Populate

i

4. Select Fail Back to Original VM. There are several options available for failback, this includes failback in the
event the destination site (HX Edge Site) is completely lost.

5. Select Quick rollback. This option allows to sync only the changed blocks.
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Failback
Destination

’jE I Choose the destination for failback operation.

Replica (® Failback to the original VM
Use if your production site is restored without any infrastucture changes, and the original VM is sti
present at the same location. Only differences between existing virtual disks and their actual state
on replica will be transfered over the network.

Summary

() Failback to the original VM restored in a different location

Use if you have restored the original VM from backup to a location that is different from original.
Only differences between existing virtual disks and their actual state on replica will be transfered
over the network.

() Failback to the specified location (advanced)
Use if you do not have original VM remains available anywhere in the failback destination site.
Actual state of entire replica's virtual disks will be transferred to the destination site, resulting in
significant network traffic.

Pick backup proxies for data transfer

[ Quick rollback (sync changed blocks only)

Accelerates failback from failovers triggered by a software problem or a user error. Do not use this
option if the disaster was caused by a hardware or storage issue, or by a power loss.

[<Previous Next > Finish ‘ Cancel ‘

6. Verify the Summary and check Power ON the target VM. Click Finish.

Failback

Summary

é Review failback settings, and click Finish to start failback operation. You will be able to undo failback process if required.

Replica Summary:

DR site proxy: Automatic selection
Destination

Production site proxy: Automatic selection

Failback mode: To the original location

[] Power on target VM after restoring

1. Replica VM will be powered off for the duration of failback.

<Previous  teo - [ Finish |[ Cancel

7. Monitor the Fail back progress.
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Validation

Q Type in an object name to search for

JOB NAME SESSION TYPE STATUS STARTTIME ¢
[} Win2016-C-1 Failback Working 11/7/2019 6:13 PM
Restore Session X
VM name: Win2016-C-1 Status: In progress
Restore type:  Failback Start time:  11/7/2019 6:13:05 PM
Initiated by: ~ WIN-38HD55K2R16\Administrator Cancel restore task

Reason Parameters Log

[ Message Duration
() Failback started at 11/7/2019 6:13:08 PM
2 Queued for processing at 11/7/2019 6:13:28 PM
(¥) Processing Win2016-C-1 0:00:32
) Required backup infrastructure resources have been assigned
) Using target proxy 172.25.178.214 [hotadd)

| € Using source proxy VMware Backup Proxy [nbd]

‘ ) Preparing original VM 0:00:03
1 ) No VM tags to restore Preparing original VM 0:00:01
) Creating working snapshot on original VM 0:00:02
(%) Calculating original signature Hard disk 1 (0.0 B) 0% at 0 KB/s 0:00:16
|
|
‘Close

8. Verify Failback completes successfully.

L B8 3O AR LD

Backup Replication | Backup Copy Restore Failover | Import Export

Job ~ Job - Copy = Job - = Plan = Backup Backup
Primary Jabs Auxlliary Jobs Restore Actions
JOME Q, Type in an abject name to sear
[ :“'m Jobs JOB NAME SESSION TYPE STATUS START TIME 4 END TIME
42 Backup [ Win2016-C-1 Failback Success 11/7/2019 6:13 PM - 11/7/2019 6:19 PM
41 Replication o Win2016-C-1 Failover Success 11/7/2018 6:06 PM  11,/7/2019 6:07 PM
o+ Fls Backups Ly HXEdge-Replicationlob-1 (In.. Replication Success 11/7/2019 6:02 PM  11/7/2019 6:04 PM
2%, Disk ‘& HXEdge-Replicationob-1 (In.. Rf Restore Session X
o 1fl Replicas T HMEdge-Replicationlob-1 [Fu.. F|
g'& Ready [ testjol [Full) gl VMname Win2016-C-1 Status: Success
£} Active (1) ‘@ HXEdge-RemoteBackup (Full) g| Restoretype: Failback Starttime:  11/7/2019 &13:05 PM
o+ [ Last 24 Hours [Ci HXEdge-RemoteBackupl (Full]  B{ Initiated by  WIN-38HDSSK2RIG\Administrator  End time:  11/7/2019 61957 PM
[3F Success [ HXEdge-RemoteBackupt [Full) B
[ Failed (& JOB1 clonel [Active Full SO RENEIRTY) Lo
Ci Rescan of Manually Added Rl | Message Duration ™
(o JOB1 (Full) Bl | ) Using source proxy VMware Backup Proxy [nbd]
[ JOB1 (Ful Bl | £ Preparing original VM 0:00:03
@ No VM tags to restore 0:00:01
(2 Creating working snapshot on eriginal VI 0-00:02
(@ Calculating orginal signature Hard disk 1(110.0 GB) 0:03:40
(2 Replicating restore peint for Hard disk 1 (110.0 GE) 341.0 MB processed 0-00:28
) VM Win2016-C-1_replica was shut down successfully 0:00:17
(2 Creating replica restore point 0:00:15
) Replicating changes Hard disk 1(110.0 GB) §10.0 MB processed 0:00:29 0
(2 Removing working snapshot from criginal WM Creating replica restore pr
) Powering on eriginal VM 0:00:02
(2 Failback completed at 11/7/2019 £:12:57 PM 7]

9. Once the failback VM is verified, customers need to commit the failback so that

Veeam Backup & Replication gets back to the normal operation mode and resumes replication activities for the
original VM to which you failed back.
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Validation

=~ Fove pmiClen@ |

Undo Commit Guest Application Add to Properties
Failback Failback Files~ Items~ Failover Plan ~
Failover Failback Restore Manage Replica

HOME Q 7

4 T Jobs NAME 1 JOB NAME TVPE STATUS CREATION TIME RESTOREPOINTS  ORIGINALLC
34 Backup 174 Win ular Failback 11/7/20196:18 PM 2 10.29.1494
&1 Replication

4 = Backups
o Disk

. |{t} Replicas Failback to production
0 Ready |&5  commitFailback
4 Active (1) ) Undo Failback

4[5 Last 24 Hours

Planne

& Addto feilover plan »

N T Restore guest files »
[ § Success

% Failed Remove from configuration

Delete from disk

'] Properties...

2 2
L 2 -)E N \_L‘\ 4\ g i R}
= = =] § = o] - [S=]
Backup Replication Backup Copy Restore Failover [mport Export
Job=  Job+ Copy = Job » +  Plan- Backup Backup
Primary Jobs Auxiliary jobs Restore Actions

HOME QU Type in an object name tosecrch for

a g Jobs 08 NAME SESSION TYPE STATUS START TIME 4
42 Backup
#8 Replication
4 F& Backups
5 Disk Restore Session X
4 =F Replicas
- @‘;«d, VM name: Win2016-C-1 Status: Success
4 L’.,\ Last 24 Hours Restore type:  Commit Failback Start time:  11/7/2019 :20:38 PM
[3 Success Intiated by:  WIN-38HDSSK2R16\Administrator Endtime:  11/7/2019 6:21:18 PM
(% Failed

Reason Parameters L0Q

Message Duration
& Failback commit operation started at 11/7/2019 &20:59 PM

o Veeam jobs need to be updated (failback to original location)

everting VM to the latest restore point snapshot less than a day ago (18 PM Th...  0:00:04
& Unlocking VM files

( Failback commit operation stopped at 11/7/2019 6:21:18 PM

Close

10. For more information about the Veeam Failback process, refer to section Veeam User Guide for VMware
vSphere.

Local Backup of VMs Provisioned on HyperFlex Edge Cluster

The HX Edge Cluster should be configured on the same vCenter as the Primary HyperFlex Cluster. To configure
the local backup of virtual machines, follow these steps:

‘& To allow local backup of HX Edge application VMs managed through single Veeam Console, it is manda-
tory to add all HyperFlex Primary Site Cluster and HyperFlex Edge Clusters to the same vCenter

1. Identify the VMs for Backup on Remote HX Edge Site. The Backup resides on Cisco UCS S3260 Storage
Server.

211


https://helpcenter.veeam.com/docs/backup/vsphere/failback.html?ver=95u4
https://helpcenter.veeam.com/docs/backup/vsphere/failback.html?ver=95u4

Validation

The validation below, displays a successful local backup of several VM on HX Edge cluster attached to the same
vCenter as the Primary HyperFlex Cluster.

vmware* vSphere Web Client fi=

Launch vSphere Client (H

¥ get [ = Actions ~
Gotting Started  Summary  Monitor Configure _ Permissions _Hosts [ vMs | D Update
6] 8 4
B | G| s

v fia | OEdge-5ta172 5 New Virtual... 5 New VMfro.. % DeployOV... | [p PowerOn [l ShutDown... ¥ Restart Gu... (g5 Migrate.. ({0 Take Snap... | {g}Actions v
a 172.25.178.203 Name State 1v Status Provisioned Space Used Space Host CPU Host Mam
3172_25_17g 204 5 RHEL7-C1 Powered On @ Normal 11095 GB 191 GB 0MHz 653 MB
{55 RHEL-G-1 & RHEL-G2 Powered On @ Normal 11095 GB 191 GB 0MHz 641 M8
Gy RHEL-G-2 & SICIVM-WZP22440A2C PoweredOn | @ Normal 6261 GB 6261 GB 293 MHz 49337 M8
(3p RHEL7-C1 & Veeam-VBR-2node-1 PoweredOn @ Normal 286 T8 147.88 GB 41 MHz 16,480 M8
iy RHEL7-C-2 V-Proxy-1 Powered On Normal 400 GB 866 GB 20 MHz 12,363 MB
i RHEL7-C3 5 RHEL7-C2 PoweredOn @ Nomal 11095 GB 191 GB 0MHz 507 MB
g ::232: B Win2016-C-2 PoweredOn @ Normal 11607 GB 1215 GB 0MHz 2010MB
i RHELTIA Win2016-C-1 Fowereaon | @ Normal 11608 GB 1215 GB D MRz 7,000 MB
& RHEL71-11 fiy SICUVM-WZP22440AX5 PoweredOn @ Normal 6261 GB 6261 GB 419 MHz 49,337 MB
& RHEL71.HA fly RHEL-G-1 PoweredOn @ Normal 11095 GB 191 GB 0 MHz 661 MB
5 RHEL71-H-2 £ Win-2016-no-integ-1 Powered Off @ Normal 12427 GB 121 GB 0 MHz oMB
&) RHEL71-nointeg-1 @ Win-201612-2 Powered OF @ Normal 12427 GB 1211 GB 0 MHz omB
{1 RHEL71-nointeg-2 @ RHEL71-nointeg-1 Powered OF | @ Normal 11517 GB 192 GB 0 MHz omB
& site172-vca3-1 B Win2016-11 Powered Off @ Normal 12429 GB 1214 GB 0 MHz omB
jy SICUVM-WZP22440 f# RHEL7-C3 Powered Off | @ Normal 11421 GB 975.87 MB 0MHz omMB
8 SICIVM-WZP22440 @ site172-vca31 Powered Off @ Normal 239.93 GB 88 OB 0 MHz omB
i V-Proxy-1 @ RHEL71-11 Powered OF @ Normal 11517 6B 192 6B 0 MHz oMB
i Vonarn VOR 2npte ¢ @ Win2016-H-1 Powered Of @ Normal 12429 GB 1216 0B 0 MHz omB
3 Veeam-VER-2node-2
2 VeemBR1 ﬁ Win2010 Prwerad Nff M Normal 41024 R 1199 AR N MUz NMR

2. Create a Backup Job on Veeam Console for VMs on HX Edge Cluster.
New Backup Job X

Name
Type in a name and description for this backup job.

‘@

EE—
|HXEdgL~LocaIBackup'I|
Virtual Machines Descri

p

Created by WIN-38HD55K2R16\Administrator at 11/8/2019 7:40 PM.

Storage
Guest Processing

Schedule

Summary

Finish

< Previous I Next > I Cancel

3. Select the VMs to be backed up to HXEdge Local Repository.
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Validation

New Backup Job X
Virtual Machines
Select virtual machines to process via container, or granularly. Container provides dynamic selection that automatically changes
= m as you add new VM into container.
Name Virtual machines to backup:
Name Type Size Add...
_ (¥ RHEL7-C-2 Virtual Machine 1.91GB \ e
Storage E—.'szm 6-C-2 Virtual Machine 6.07 GB
Guest Processing Exclusions...
Schedule .
& v |
Summary ‘W
Recalculate
Total size:
799GB
’<Previous II Next > ] Finish | Cancel |

4. Select the local Proxy on HX Edge Cluster. The Veeam Repository and Proxy are configured on the same vir-
tual machine provisioned on HX Edge Cluster.
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Validation

New Backup Job
Storage
Specify procel

= m job and custo)

Name

Virtual Machines

_ (® Use the selected backup proxy servers only

Guest Processing
Schedule

Summary

5. Select local Repository on HXEdge Cluster.

Backup Proxy

X

Choose backup proxies servers for this job. For redundancy, we recommended to
select at least two proxies. When multiple proxies are available, selection will be
performed on per-VM basis, taking into account proxy connectivity and current

load.

(O Automatic selection

The job will automatically select the most suitable backup proxy server from all

available backup proxy servers.

The job will automatically select the most suitable backup proxy server from the

following list of proxy servers,

Name

i 172.25.178.210

[ 172.25.178.214
[[] VvMware Backup Proxy

OK

I \ Cancel |

up files produced by this

|| Choose... |

]

backup

=, Best practices
them being off-site.
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Validation

New Backup Job X
Storage
= Specify processing proxy server to be used for source data retrieval, backup repository to store the backup files produced by this
job and customize advanced job settings if required.
Name Backup proxy:
[17225.178.210 | Choose...
Virtual Machines
Backup repository:
_ | HXEdge-Local-Repository (Created by WIN-38HD5SK2R16\Administrator at 11/8/2 v ‘
Guest Processing £ 238TBfreeof 239TB Map backup
Schedule Restore points to keep on disk: ‘HEI (4]
Summary [] Configure secondary destinations for this job

Copy backups produced by this job to another backup repository, or to tape. Best practices
recommend maintaining at least 2 backups of production data, with one of them being off-site.

Advanced job settings include backup mode, compression and deduplication, [%8F Advanced | IM
block size, notification settings, automated post-job activity and other settings. e .

{<Previous‘]| Next > I Finish [ Cancel 1

6. Verify Job details and click Finish.

New Backup Job X
Summary
The job’s settings have been saved successfully. Click Finish to exit the wizard.
Name Summary:
Name: HXEdge-LocalBackup1
Virtual Machines Target Path: E:\Backups
Type: VMware Backup
Storage Source items:

RHEL7-C-2 (10.29.149.44)

. Win2016-C-2 (10.29.149.44)
Guest Processing

Command line to start the job on backup server:
Schedule "C:\Program Files\Veeam\Backup and Replication\Backup\Veeam.Backup.Manager.exe" backup

7321833a-bc63-4beb-9918-0b7444861b3b

[ Run the job when | click Finish

[crron | S [ ] [ Gt |

7. Run the Backup Job and verify that HXSnapshots are executed and transport mode is NFS.
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Validation

HOME (A, Tyae inan object name to search for
& e TS TuCE SLATIE AST LU ASTRZTINT NEXT RN DESCRIFTION
4 Backup | #p HitEdge-LocalBackupl VMware Backup 99% completed 2., 5 minutes ago <notscheduled>  Created by WIN-38HDSSEZRIG\AD
484 Replication 0 Hikdge-RemoteBackup Viware Backup Stopped 1 day ago JCCEES <ot scheduled Created oy WIN-33HD35<2R 6\Ad
o b Backups 3 H¥Edge-Replication)ob-1 VMware Replication Stopped 1Shoursage  Success <notscheduled>  Created by WIN-38HDSSKZRIG\AD
= Disk = JoB1 VMuware Backup Stopped 2 day ago Success scheduled» Created oy WIN-38HD35<2R 6\Ad
4 EE Replicas 3 JOB1 _clonat VMuware Backup Stopped 2 day ago Success scheduled» Created oy WIN-38HD35<2R 6\Ad
2y Ready  testiob VMware Backup Stagped 1 day age Success <notscheduled>  Created by WIN-38HDSSKZRIG\AD
4[5 Last 24 Hours
[} Running (1)
(5 Success
[ Failed
Jab progress: 9%
SUMMARY DATA STATUS THRCUGHPUT [LAST 5 MIN)
Duration: 05:05 Processed: 1282 GB (99%) Suceess: 1
HOME
ﬁ Processing rate A68 MB/s Read: 119.5G8 Wamings: 1]
B8 wveNTORY Bottleneck: Prowy Transferred: £.5 6B (1844 Errors: ]
rf; BACKUP INFRASTRUCTURE
e ST0RAGE INFRASTRUCTLRE NAME STATUS ACTION
4 STORAGE INFRASTRUCTURE ) RHELT-C-2 955 Gesting VM infa from vighers
rl.".'l ADE INERASTRUCTURE S Win2015-C-2 Success (L) Cresting HyperFlex snapsnot

JOB SELECTED

Saving [hxedge-2node-ds1] RHELT-C-2/RHELT-C-2.vme

Saving [heedge-2node-ds1] RHELT

2/RHEL7-C-Z.nvram

Using beckup proxy 112.25.178.210 for disk Hard disk 1 [afs] )

Hard disk 1 {110.0 GE] 110.0 GEB read at 430 Mi/s |[CBT]

CONNECTED TO: LOCALHOST EMTERPRI]

8. Once the job completes, we would create a Backup Copy jobs across HXEdge local Repository and Primary
Repository on Cisco UCS 53260 Storage Server.

Backup Copy Jobs Across HX Edge and Primary HX Site

The HX Edge Site has local backups executed on virtual machine provisioned on HXEdge Cluster. This VM hosts
both the Veeam Proxy and Veeam local Repository

For more details on the various options and configurations for Backup Copy jobs, refer to section Veeam User
Guide for VMware vSphere.

ﬁ The local proxy and repository on HyperFlex Edge Cluster are managed through the single Veeam Con-
sole installed on Cisco UCS S326 Storage Server. All the HyperFlex Clusters are registered to the same

vCenter

To create the backup copy jobs, follow these steps:

1. Identify a successful Backup on HyperFlex Edge Site. This was created in the previous section.

2. Go to Veeam Console Home > Backup Copy Jobs and select Virtual Machine.

The validation below displays a successful Backup Copy jobs across HXEdge site and primary HX Site.
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Validation

JOB TOOLS

VIEW JOB

Y,

lackup Replication Backup Copy

Job~  Job~  Copy~ lJob~ .
Primary Jobs % Virtual machine...

{0OME

1 1% Jobs

42 Backup
{Fg"i Replication
I Eé" Backups
é, Disk
[ E]ﬂ Replicas
E¢ Ready
[ ['_: Last 24 Hours
[ Success
(% Failed

3. Name the Backup Copy job.

55 2

Restore Failover

217

A N
/|
Import Export
Backup Backup

Actions

NAME 1

{6} HXEdge-LocalBackup1
6} HXEdge-RemoteBacku
{@} HXEdge-Replicationlol
{6} JoB1

{6} JOB1_clonel

-f?} testjob



Validation

New Backup Copy Job

AN

Job

Objects

Target

Data Transfer

Schedule

Summary

4. Add the Backup copy objects from Jobs.

N

New Backup Copy Job

Objects

X B
B
Backup copy job efficiently creates local and remote copies of your backups, making it easy to maintain multiple copies of your B
‘:] data. Type in a name and description for the job, and specify backup copy interval. B
B
|HXEdge-HxPrimary-Copylob-1|
Description:
Created by WIN-38HD5SK2R16\Administrator at 11/8/2019 7:49 PM.
Copy every:
1 E—‘ \an v statingat [1200AM |3
Controls how often backup copies are created. Backup Copy job creates a new backup file for each
copy interval, and starts copying the most recent restore point of each processed object into this
backup file immediately, or as soon as the new restore point appears in the source backup repository.
< Previous Next > Finish [ Cancel ]
X Bted by WIN-38H
bted by WIN-38H
Add objects to the job. Consider using containers (such as backup jobs, or infrastructure folders) for dynamic selection scope. pted by WIN-38H
MNo matter how you choose to select objects, the job will always get object data from the existing backups files. bted by WIN-38H

Job

Target

Schedule

Summary

5. Select the local Backup Job created in previous section.

Data Transfer

Objects to process:

Name

Type Size

| Add.. |

hted by WIN-38H

From infrastructure...

From backups...

| From jobs..

' Source..

+ Up

¥ Down

Recalculate

Total size:
0B

|<Pr¢vious || Next >
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Validation

Select Jobs X

Select Jobs

v (G Jobs
{6} HXEdge-LocalBackup1
-@ HXEdge-RemoteBackup

{6} JOB1

@ JOB1_clonel
16} testjob

'@' Type in an object name to search for Q

0K Cancel

6. Select the primary Repository for Backup Copy Jobs. This Repository exists on the Cisco UCS 53260 Storage
Server on the primary data center.
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Validation

New Backup Copy Job X b
af

Target
-w Specify the target backup repository, amount of most recent restore points to keep, and retention policy for full backups. You af

= can use map backup functionality to seed the backup files. ai
gl
Job Backup repository: i
b /VeeamRepo (Created by WIN-38HD5SK2R16\Administrator at 11/6/2019 5:46 PM.) v
yjects .
= 3197TBfree of 320 TB Map backup
N ... 7
oA [] Keep the following restore points as full backups for archival purposes
Schedule Weekly backup: |4 < Saturday {Schednle... “
Summary Maonthly backup: Fo 5 First Sunday of the month
Quarterly backup: [0 3 ! First Sunday of the quarter
Yearly backup: 0 ; First Sunday of the year

Read the entire restore point from source backup instead of synthesizing it from increments

Advanced settings include health check and compact schedule, notifications B Advencad
settings, and automated post-job activity options. sl ol

| <Previous | [ Net> | fah | Cancel |

7. Verify the Backup Copy jobs summary and click Finish.
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Validation

New Backup Copy Job x
Summary

- Review the settings, and click Finish to save and exit the wizard.

Job Summary:

Name: HXEdge-HXPrimary-CopyJob-1

Objects Target Path: D:\Backups
Type: VMware Backup Copy
T Source items:
arget
Data Transfer
Schedule

[“] Enable the job when | click Finish

< Previous Next > Cancel

8. Execute the Backup Copy Job. This provides a copy of the backup jobs existing on HXEdge Site to the Prima-
ry Data Center.

Q Type in an object name to search for

NAME TYPE STATUS LASTRL
@ HXEdge-HXPrimary-Copylob-1____________\Mware Backup Copy Idle Just nov
{6} HXEdge-LocalBackup1 e Backup Stopped 9 minut
{6} HXEdge-RemoteBackup P Active Full re Backup Stopped 1 day a
@ HXEdge-ReplicaticnJob-1 Al Statistics re Replication Stopped 15 hou
@ JOB1 Report re Backup Stopped 2 day a
@ JOB1_clonel re Backup Stopped 2 day a
@ testjob | Disable re Backup Stopped 1 day a

@ Clone

Delete

1 Edit...

9. Once the jobs are completed, verify the details.
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Validation

LD b BBEX

Sync Active Statistics Report
Mow  Full
Job Contral Details

HOME

a ¥ Jobs

4 Backup

g1 Replication

4E Backup Copy
4 % Backups

2 Disk

[2#] Disk (Copy)
4 [l Replicas

B Ready
4[5 Last 24 Hours

[45 Success

[';;' ‘Warning

[% Failed

@ Home

B INVENTORY
@z sackup nsrasTRUCTURE
& sTorAGE INFRASTRUCTURE

TAPE INFRASTRUCTURE

(51 Fes

Edit Disable Clone Del

Edit
Q ype in an object name to search for
NAME T TVYPE OBJECTS STATUS LAST RUN
g HXEdge-HXPrimary-C... VMware Backup Copy 1 Idle 4 minutes ago
Job progress:
I ——
SUMMARY DATA STATUS
Duration: 0227 Processed: 11.3 GB (100%) Success:
Processing rate: 195 MB/s Read: 11.3GB Warnings:
EBottleneck: Metwork Transferred: 6.5GB (1.7 Errors:
MNAME STATUS ACTION
(3 RHELT-C-2 @ Success (@ Building list of machines to process
5 Win2016-C-2 @ Success @ VM size: 21.1 GB
(@) Changed block tracking is enabled
() Processing RHELT-C-2
@ Processing Win2016-C-2
ls 2 (®) Waiting for the new copy interval
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Validation

HOME Qg or

4 T dobs JOB NAME * CREATION TIME RESTORE POINTS ~ REPOSITORY PLATFORM
4B Backup 4+ 2 HXEdge-HXPrimary-Copylob-1 11/8/2019 7:52 PM VeeamRepo VMuware
45 Replication 51 RHELT-C-2 11/8/2019 7:44 M 1
4E Backup Copy 51 Win2016.C-2 11/8/2019 T:44 PM 1

¥ Disk (Copy)

4 [f] Replicas Repository: Folder:
By Ready VeeamRepo D\Backups\HXEdge-HAPrimary-Copylob-14
& [ Last 24 Hours A=
=
? Success NAME DATA SIZE BACKUP SIZE  DEDUPLICATION  COMPRESSIOM  DATE RETENTION
o i
Y W_ﬂf"'r'ﬂ ¥, RHELT-C-2.m-113D2019-11-08T195... 110 GB 981 MB 50.7x 19% 11/8/2019 75259 PM R
[ Failed
Objects: Restore peints:
NAME ORIGINAL SIZE DATE TYPE STATUS
[ RHEL7-C-2 287GB || 117872019 T:44:23 PM Full oK
[ Win2016-C-2 18.2 GB
@ Home
Bl muENTORY
W INVENTORY
(3 BACKUP INFRASTRUCTURE

STORAGE INFRASTRUCTURE

10. Once the backup copy job completes, customers can restore their application VMs from Backup Copy existing
on Cisco UCS S3260 Storage Server.
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Bill of Materials

Bill of Materials

]
The BOM below lists the major components validated but it is not intended to be a comprehensive list.

Line Number

2.0

2.0

2.1

2.2

2.3

2.4

25

2.6

2.7

2.8

2.9

2.10

Part Number

HX-FI-6454

CON-SNT-HXFI6454

N10-MGTO16

UCS-PSU-6332-AC

CAB-N5KBA-NA
UCS-ACC-6332
UCS-FAN-6332

UCSS-53260

CON-SNT-UCSS53260

UCSC-PSU1T-1050W

CAB-N5KBA-NA

CIMC-LATEST

N20-BKVM

UCSC-C3X60-BLKP

N20-BBLKD-7MM
UCSC-C3X60-RAIL
UCSC-C3X60-SBLKP

UCSS-53260-BBEZEL

UCS-53260-M5SRB

UCS-CPU-15220

Description

UCS Fabric Interconnect 6454

SNTC-8X5XNBD UCS Fabric Interconnect
6454

UCS Manager v4.0

UCS 6332/ 6454 Power Supply/100-
240VAC

Power Cord, 200/240V 6A North America
UCS 6332/ 6454 Chassis Accessory Kit
UCS 6332/ 6454 Fan Module

Cisco UCS S3260 Storage Server Base
Chassis

SNTC 8X5XNBD, Cisco UCS S3260
Storage Server Base Chassis

Cisco UCS 1050W AC Power Supply for
Rack Server

Power Cord, 200/240V 6A North America

IMC SW (Recommended) latest release for
C-Series Servers.

KVM local 10 cable for UCS servers console
port

Cisco UCS C3X60 Server Node blanking
plate

UCS 7MM SSD Blank Filler

UCS C3X60 Rack Rails Kit

UCS C3x60 SIOC blanking plate
Cisco UCS S3260 Bezel

UCS S3260 M5 Server Node for Intel
Scalable CPUs

Intel 5220 2.2GHz/125W 18C/24.75MB
DCP DDR4 2666 MHz
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Bill of Materials

Line Number

2.12

2.13

2.14

2.15

2.16

2.18

2.19

2.20

Part Number

UCS-MR-X32G2RS-H

UCS-53260-DRAID
UCS-53260-M5HS

UCS-53260-PCISIOC

UCSC-PCIE-C25Q-04

UCSC-LP-C25-1485

UCS-53260-56HD8

UCS-S3260-HDSTB

UCS-53260-G35SD48

Description

32GB DDR4-2666-MHz RDIMM/PC4 -
21300/dual rank/x4/1.2v

UCS S3260 Dual Raid based on LSI 3316
UCS S3260 M5 Server Node HeatSink
UCS S3260 PCle SIOC

Cisco UCS VIC 1455 Quad Port 10/25G
SFP28 CNA PCIE

Low profile bracket for VIC

S3260 4row of 8TB (UETONL-SAS
7200RPM SAS-3 (56Total: 448TB)

UCS S3260 8TB NL-SAS 7.2K UET0 HDD
with HDD Carrier

UCS S3260 480G Boot SSD (Micron 6G
SATA)
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pter 01000.html

Cisco HyperFlex Systems Installation and Upgrade Guides:

https://www.cisco.com/c/en/us/support/nyperconverged-systems/hyperflex-hx-data-platform-
software/products-installation-quides-list.html

HyperFlex Hardware and Software Interoperability Matrix:

http://www.cisco.com/c/en/us/support/hyperconverged-systems/hyperflex-hx-data-platform-software/products-
technical-reference-list.html

Veeam Availability Suite v9 Installation and Deployment Guide:

https://www.veeam.com/videos/veeam-availability -suite-v9-installment-deployment-7554.html
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https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/dataprotection_hx_veeam_multisite.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/dataprotection_hx_veeam_multisite.html
https://www.cisco.com/c/en/us/td/docs/hyperconverged_systems/HyperFlex_HX_DataPlatformSoftware/Edge_Deployment_Guide/b_HyperFlex_Edge_Deployment_Guide_4_0/b_HyperFlex_Edge_Deployment_Guide_4_0_chapter_01000.html
https://www.cisco.com/c/en/us/td/docs/hyperconverged_systems/HyperFlex_HX_DataPlatformSoftware/Edge_Deployment_Guide/b_HyperFlex_Edge_Deployment_Guide_4_0/b_HyperFlex_Edge_Deployment_Guide_4_0_chapter_01000.html
https://www.cisco.com/c/en/us/td/docs/hyperconverged_systems/HyperFlex_HX_DataPlatformSoftware/Edge_Deployment_Guide/b_HyperFlex_Edge_Deployment_Guide_4_0/b_HyperFlex_Edge_Deployment_Guide_4_0_chapter_01000.html
https://www.cisco.com/c/en/us/support/hyperconverged-systems/hyperflex-hx-data-platform-software/products-installation-guides-list.html
https://www.cisco.com/c/en/us/support/hyperconverged-systems/hyperflex-hx-data-platform-software/products-installation-guides-list.html
http://www.cisco.com/c/en/us/support/hyperconverged-systems/hyperflex-hx-data-platform-software/products-technical-reference-list.html
http://www.cisco.com/c/en/us/support/hyperconverged-systems/hyperflex-hx-data-platform-software/products-technical-reference-list.html
https://www.veeam.com/videos/veeam-availability-suite-v9-installment-deployment-7554.html
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