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Executive Summary

CISCO NetApp

Executive Summary

Cisco Validated Designs include systems and solutions that are designed, tested, and documented to
facilitate and improve customer deployments. These designs incorporate a wide range of technologies and
products into a portfolio of solutions that have been developed to address the business needs of customers.
Cisco and NetApp have partnered to deliver FlexPod, which serves as the foundation for a variety of
workloads and enables efficient architectural designs that are based on customer requirements. A FlexPod
solution is a validated approach for deploying Cisco and NetApp technologies as a shared cloud
infrastructure.

This document describes the Cisco and NetApp® FlexPod Datacenter with Cisco UCS Manager unified
software release 3.2(1d), Cisco Application Centric Infrastructure (ACl) 3.0(1k), and Microsoft Hyper-V
2016. Cisco UCS Manager (UCSM) 3.2 provides consolidated support for all the current Cisco UCS Fabric
Interconnect models (6200, 6300, 6324 (Cisco UCS Mini)), 2200/2300 series IOM, Cisco UCS B-Series, and
Cisco UCS C-Series, including Cisco UCS B200M5 servers. FlexPod Datacenter with Cisco UCS unified
software release 3.2(1d), and Microsoft Hyper-V 2016 is a predesigned, best-practice data center
architecture built on Cisco Unified Computing System (UCS), Cisco Nexus® 9000 family of switches, Cisco
Application Policy Infrastructure Controller (APIC), and NetApp All Flash FAS (AFF).

This document primarily focuses on deploying Microsoft Hyper-V 2016 Cluster on FlexPod Datacenter using
iISCSI and SMB storage protocols. The Appendix section covers the delta changes on the configuration steps
using the Fiber Channel (FC) storage protocol for the same deployment model.

# FC storage traffic does not flow through the ACI Fabric and is not covered by the ACI policy model.
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Solution Overview
]

Introduction

The current industry trend in data center design is towards shared infrastructures. By using virtualization
along with pre-validated IT platforms, enterprise customers have embarked on the journey to the cloud by
moving away from application silos and toward shared infrastructure that can be quickly deployed, thereby
increasing agility and reducing costs. Cisco and NetApp have partnered to deliver FlexPod, which uses best
of breed storage, server and network components to serve as the foundation for a variety of workloads,
enabling efficient architectural designs that can be quickly and confidently deployed.

Audience

The audience for this document includes, but is not limited to, sales engineers, field consultants, professional
services, IT managers, partner engineers, and customers who want to take advantage of an infrastructure
built to deliver IT efficiency and enable IT innovation.

Purpose of this Document

This document provides a step-by-step configuration and implementation guidelines for the FlexPod
Datacenter with Cisco UCS Fabric Interconnects, NetApp AFF, and Cisco ACI solution. This document
primarily focuses on deploying Microsoft Hyper-V 2016 Cluster on FlexPod Datacenter using iSCSI and SMB
storage protocols. The Appendix section covers the delta changes on the configuration steps using FC
storage protocol for the same deployment model.

What’s New?

The following design elements distinguish this version of FlexPod from previous FlexPod models:

e Support for the Cisco UCS 3.2(1d) unified software release, Cisco UCS B200-M5 servers, Cisco UCS
B200-M4 servers, and Cisco UCS C220-M4 servers

e Support for Cisco ACI version 3.0(1k)
e Support for the latest release of NetApp ONTAP® 9.1
e SMB, iSCSI, and FC storage design

e Validation of Microsoft Hyper-V 2016
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Solution Design
_________________________________________________________________________________________________________________________________|

Architecture

FlexPod architecture is highly modular, or pod-like. Although each customer's FlexPod unit might vary in its
exact configuration, after a FlexPod unit is built, it can easily be scaled as requirements and demands
change. This includes both scaling up (adding additional resources within a FlexPod unit) and scaling out
(adding additional FlexPod units). Specifically, FlexPod is a defined set of hardware and software that serves
as an integrated foundation for all virtualization solutions. FlexPod validated with Microsoft Hyper-V 2016
includes NetApp All Flash FAS storage, Cisco ACI® networking, Cisco Unified Computing System (Cisco
UCS®), Microsoft Systems Center Operations Manager and Microsoft Systems Center Virtual Machine
Manager in a single package. The design is flexible enough that the networking, computing, and storage can
fit in a single data center rack or be deployed according to a customer's data center design. Port density
enables the networking components to accommodate multiple configurations of this kind.

The reference architectures detailed in this document highlight the resiliency, cost benefit, and ease of
deployment across multiple storage protocols. A storage system capable of serving multiple protocols
across a single interface allows for customer choice and investment protection because it truly is a wire-
once architecture.

Figure 1 shows the Microsoft Hyper-V built on FlexPod components and its physical cabling with the Cisco
UCS 6332-16UP Fabric Interconnects. The Nexus 9336PQ switches shown serve as spine switches in the
Cisco ACI Fabric Spine-Leaf Architecture, while the Nexus 9332PQ switches serve as 40GE leaf switches.
The Cisco APICs shown attach to the ACI Fabric with 10GE connections. This attachment can be
accomplished with either other leaf switches in the fabric with 10 GE ports, such as the Nexus 93180YC-EX,
or with Cisco QSFP to SFP/SFP+ Adapter (QSA) modules in the Nexus 9332s. 10GE breakout cables are not
supported when the 9332 is in ACI mode. This design has end-to-end 40 Gb Ethernet connections from
Cisco UCS Blades, Cisco UCS C-Series rackmount servers, a pair of Cisco UCS Fabric Interconnects, Cisco
Nexus 9000 switches, through to NetApp AFF A300. These 40 GE paths carry SMB, iSCSI, and Virtual
Machine (VM) traffic that has Cisco ACI policy applied. This infrastructure option can be expanded by
connecting 16G FC or 10G FCoE links between the Cisco UCS Fabric Interconnects and the NetApp AFF
A300 as shown below, or introducing a pair of Cisco MDS switches between the Cisco UCS Fabric
Interconnects and the NetApp AFF A300 to provide FC/FCoE block-level shared storage access. Note that
FC/FCoE storage access does not have ACI policy applied. The FC configuration shown below is covered in
the appendix of this document, but the FCoE and MDS options are also supported. The reference
architecture reinforces the "wire-once"" strategy, because the additional storage can be introduced into the
existing architecture without a need for re-cabling from the hosts to the Cisco UCS Fabric Interconnects.
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Physical Topology

Figure 1  FlexPod with Cisco UCS 6332-16UP Fabric Interconnects
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The reference 40Gb based hardware configuration includes:

Three Cisco APICs

Two Cisco Nexus 9336PQ fixed spine switches
Two Cisco Nexus 9332PQ leaf switches

Two Cisco UCS 6332-16UP fabric interconnects
One chassis of Cisco UCS blade servers

Two Cisco UCS C220M4 rack servers

One NetApp AFF A300 (HA pair) running ONTAP with disk shelves and solid state drives (SSD)

‘ﬁ A 10GE-based design with Cisco UCS 6200 Fabric Interconnects is also supported, but not covered in

this deployment Guide. All systems and fabric links feature redundancy and provide end-to-end high
availability. For server virtualization, this deployment includes Microsoft Hyper-V 2016. Although this is
the base design, each of the components can be scaled flexibly to support specific business require-
ments. For example, more (or different) blades and chassis could be deployed to increase compute ca-
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pacity, additional disk shelves could be deployed to improve 1/O capacity and throughput, or special
hardware or software features could be added to introduce new features.

16



Deployment Hardware and Software

Deployment Hardware and Software

Software Revisions

Table 1 lists the software revisions for this solution.

Table 1 Software Revisions

Layer Device Image Comments
Cisco UCS Fabric 3.2(1d Includes the Cisco
Interconnects 6200 =209 - UCS-I0M 2304
and 6300 Series. Bundl Cisco UCS
Compute undie Manager, Cisco
UCS B-200 M5, B- UCS VIC 1340 and
3.2(1d) - Server
200 M4, UCS C-220 (1d) v Cisco UCS VIC
Bundle
M4 1385
Network Cisco APIC 3.0(1k)
Ci N 900
Isco Nexus 9000 N9000-13.0(1k)
ACI
Storage NetApp AFF A300 ONTAP 9.1P5
Cisco UCS Manager 3.2(1d)
E:/I;rtc:;cc'itrZy;tem 2016 (version:
Machine Manager 4.0.2051.0)
Software
Microsoft Hyper-V 2016
E:A;risro(];t 2{;:;': 2016 (version:
P 7.2.11878.0)
Manager

Configuration Guidelines

This document provides details on configuring a fully redundant, highly available reference model for a
FlexPod unit with NetApp ONTAP storage. Therefore, reference is made to the component being configured
with each step, as either 01 or 02 or A and B. In this CVD we have used node01 and node02 to identify the
two NetApp storage controllers provisioned in this deployment model. Similarly, Cisco Nexus A and Cisco
Nexus B refer to the pair of Cisco Nexus switches configured. Likewise the Cisco UCS Fabric Interconnects
are also configured in the same way. Additionally, this document details the steps for provisioning multiple
Cisco UCS hosts, and these examples are identified as: Hyper-V-Host-01, Hyper-V-Host-02 to represent
infrastructure hosts deployed to each of the fabric interconnects in this document. Finally, to indicate that
you should include information pertinent to your environment in a given step, <text> appears as part of the
command structure. See the following example for the network port vlan create command:
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Usage:
network port vlan create ?
[-node] <nodename> Node
{ [-vlan-name] {<netport>|<ifgrp>} VLAN Name
\ -port {<netport>|<ifgrp>} Associated Network Port
[-vlan-id] <integer> } Network Switch VLAN Identifier
Example:

network port vlan -node <node0l> -vlan-name iOa-<vlan id>

This document is intended to enable you to fully configure the customer environment. In this process, various
steps require you to insert customer-specific naming conventions, IP addresses, and VLAN schemes, as well
as to record appropriate MAC addresses. Table 3 lists the virtual machines (VMs) necessary for deployment
as outlined in this guide. Table 2 describes the VLANs necessary for deployment as outlined in this guide.

In this table VS indicates dynamically assigned VLANs from the APIC-Controlled Microsoft Virtual Switch.

Table 2 Necessary VLANs

VLAN Name VLAN Purpose ID Used in Validating
This Document
Out-of-Band-Mgmt VLAN for out-of-band 3911
management interfaces
MS-1B-MGMT VLAN for in-band management 118/218/318/418/VS
interfaces
Native-VLAN VLAN tg which untagged frames 5
are assigned
MS-Infra-SMB-VLAN VLAN for SMB traffic 3053/3153/VS
VLAN designated for the
MS-LVMN-VLAN movement of VMs from one 906/VS
physical host to another.
MS-Cluster-VLAN VLAN for cluster connectivity 907/VS
MS-Infra-iSCSI-A VLAN for iSCSI Boot on Fabric A 3013/3113
MS-Infra-iSCSI-B VLAN for iSCSI Boot on Fabric B 3023/3123

Table 3 lists the VMs necessary for deployment as outlined in this document.

Table 3 Virtual Machines

Virtual Machine Description

Host Name

Active Directory (AD)

ACI-FP-AD1, ACI-FP-AD2
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Virtual Machine Description Host Name

Microsoft System Center Virtual Machine
Manager MS-SCVMM

Microsoft System Center Operation Manager MS-SCOM

Physical Infrastructure

FlexPod Cabling

The information in this section is provided as a reference for cabling the physical equipment in a FlexPod
environment. To simplify cabling requirements, the tables include both local and remote device and port
locations.

The tables in this section contain details for the prescribed and supported configuration of the NetApp AFF
A300 running NetApp ONTAP® 9.1.

# For any modifications of this prescribed architecture, consult the NetApp Interoperability Matrix Tool
(IMT).Cisco HyperFlex documents need Cisco.com login credentials. Please login to access these doc-
uments.

This document assumes that out-of-band management ports are plugged into an existing management
infrastructure at the deployment site. These interfaces will be used in various configuration steps. Make sure
to use the cabling directions in this section as a guide.

The NetApp storage controller and disk shelves should be connected according to best practices for the
specific storage controller and disk shelves. For disk shelf cabling, refer to the Universal SAS and ACP
Cabling Guide: https://library.netapp.com/ecm/ecm_get file/ECMM1280392.

Figure 2 details the cable connections used in the validation lab for the 40Gb end-to-end with Fibre Channel
topology based on the Cisco UCS 6332-16UP Fabric Interconnect. Four 16Gb links connect directly to the
NetApp AFF controllers from the Cisco UCS Fabric Interconnects. An additional 1Gb management
connection is required for an out-of-band network switch apart from the FlexPod infrastructure. Cisco UCS
fabric interconnects and Cisco Nexus switches are connected to the out-of-band network switch, and each
NetApp AFF controller has two connections to the out-of-band network switch.
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Figure 2 FlexPod Cabling with Cisco UCS 6332-16UP Fabric Interconnect
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Infrastructure Servers Prerequisites
_________________________________________________________________________________________________________________________________|

Active Directory DC/DNS

Production environments at most customers’ locations might have an active directory and DNS infrastructure
configured; the FlexPod with Microsoft Windows Server 2016 Hyper-V deployment model does not require
an additional domain controller to be setup. The optional domain controller is omitted from the configuration
in this case or used as a resource domain. In this document we have used an existing AD domain controller
and an AD integrated DNS server role running on the same server, which is available in our lab environment.
We will configure two additional AD/DNS servers connected to the Core Services End Point Group (EPG) in
the ACI Fabric. These AD/DNS servers will be configured as additional Domain Controllers in the same
domain as the prerequisite AD/DNS server.

Microsoft System Center 2016

This document details the steps to install Microsoft System Center Operations Manager (SCOM) and Virtual
Machine Manager (SCVMM). The Microsoft guidelines to install SCOM and SCVMM 2016 can be found at:

e SCOM: https://docs.microsoft.com/en-us/system-center/scom/deploy-overview

e SCVMM: https://docs.microsoft.com/en-us/system-center/vmm/install-console
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Network Switch Configuration

This section provides a detailed procedure for configuring the Cisco ACI fabric for use in a FlexPod
environment and is written where the FlexPod components are added to an existing Cisco ACI fabric in

several new ACI tenants. Required fabric setup is verified, but previous configuration of the ACI fabric is
assumed.

# Follow these steps precisely because failure to do so could result in an improper configuration.

Physical Connectivity
Follow the physical connectivity guidelines for FlexPod as covered in section FlexPod Cabling.

In ACI, both spine and leaf switches are configured using APIC, individual configuration of the switches is not
required. Cisco APIC discovers the ACI infrastructure switches using LLDP and acts as the central control
and management point for the entire configuration.

Cisco Application Policy Infrastructure Controller (APIC) Verification

This sub-section verifies the setup the Cisco APIC. Cisco recommends a cluster of at least 3 APICs
controlling an ACI Fabric.

1. Log into the APIC GUI using a web browser, by browsing to the out of band IP address configured for
APIC. Login with the admin user id and password.

# In this validation, Google Chrome was used as the web browser. It might take a few minutes before
APIC GUI is available after the initial setup.
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alaln
cisco

APIC

Version 3.0(1k)

User ID: | admin

Password:

2. Take the appropriate action to close any warning or information screens.

3. At the top in the APIC home page, select the System tab followed by Controllers.

4. On the left, select the Controllers folder. Verify that at least 3 APICs are available and have redundant
connections to the fabric.
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Controllers

Cluster Health

« ID MName I Admin State Operational State Health State
1 al8-apic2 10.0.0.1 n Service Awvailable Fully Fit
2 al8-apici 10.0.0.2 n Service Awvailable Fully Fit
3 alZ-apici 10.0.0.3 n Service Fully Fit

Cisco ACI Fabric Discovery
This section details the steps for adding the two Nexus 9332PQ leaf switches to the Fabric. These switches

are automatically discovered in the ACI Fabric and are manually assigned node IDs. To add Nexus 9332PQ
leaf switches to the Fabric, complete the following steps:

1. Atthe top in the APIC home page, select the Fabric tab.

2. In the left pane, select and expand Fabric Membership.

3. The two 9332 Leaf Switches will be listed on the Fabric Membership page with Node ID 0 as shown:
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I Fabric Membership © 0
O 2 b
Serial Number Pod ID Mode ID Mode Name Rack Name Model Role P Supported S5L Status
Model Certificate

9K-C E
L2008C K.
L DXL 2 2 9K-( I
L bYH 202 2 2 K. I

4. Connect to the two Nexus 9332 leaf switches using serial consoles and login in as admin with no pass-
word (press enter). Use show inventory to get the leaf’s serial number.

5. Match the serial numbers from the leaf listing to determine the A and B switches under Fabric Member-
ship.

6. Inthe APIC GUI, under Fabric Membership, double-click the A leaf in the list. Enter a Node ID and a
Node Name for the Leaf switch and click Update.

* o
Serial Number Pod ID Node ID MNode Name Rack Name Model Role P Supported SSL Status
Model Certificate
FDO21131U 1 104 a08-93180... NIK-C931... eaf 10.0.248.5.. & yes Active

L £ =12 s I
ALTS X 2 #d] K. € 2 I
L £ £ =12 £ I
AL DXL EA 02 - — Ctive
L1E DYH 202 12 Z KL I

7. Repeat step 6 for the B leaf in the list.
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8. Click Topology in the left pane. The discovered ACI Fabric topology will appear. It may take a few
minutes for the Nexus 9332 Leaf switches to appear and you will need to click the refresh button for the

complete topology to appear.

Topology e 0

palogy Global End-Points Configure nterfaces And Policies roubleshooting

o a @#t. @ Q o+ &

— =
e et el ZID el ZID e Rl
iy iy iy
&) a &) a &) a
R b B B e I il L e r R b b B
jof jof jof

# The topology shown in the screenshot above is the topology of the validation lab fabric containing 6 leaf
switches, 2 spine switches, and 3 APICs. Notice that the APICs are connected to 10GE ports. Customer
topology will vary depending on number and type of devices. Cisco recommends a cluster of at least 3
APICs in a production environment.

Initial ACI Fabric Setup Verification

This section details the steps for the initial setup of the Cisco ACI Fabric, where the software release is
validated, out of band management IPs are assigned to the new leaves, NTP setup is verified, and the fabric
BGP route reflectors are verified.

Software Upgrade

To upgrade the software, complete the following steps:

1. Inthe APIC GUI, at the top select Admin > Firmware.

2. This document was validated with ACI software release 3.0(1k). Select Fabric Node Firmware in the left
pane under Firmware Management. All switches should show the same firmware release and the release
version should be at minimum n9000-13.0(1k). The switch software version should also match the APIC

version.
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Fabric Node Firmware eo

Policy Faults History

o X

Firmware Default Palicy
Enforce Bootscript Version D
alidation:

All Nodes
« Node Mode Model Current Firmware Status Role Firmware Group Maintenance
d name Group

= Current Firmware: n9000-13.0{1k) (8 Nodes)

NOK-CO372PX eaf

NIK-C

NIK-C

eaf
eaf
MNAK-C eaf
NIK-C eaf
eaf

spine

A A AN A

spine

3. Click Admin > Firmware > Controller Firmware. If all APICs are not at the same release at a minimum of
3.0(1k), follow the Cisco APIC Controller and Switch Software Upgrade and Downgrade Guide to up-
grade both the APICs and switches to a minimum release of 3.0(1k) on APIC and 13.0(1k) on the switch-
es.

Setting Up Out-of-Band Management IP Addresses for New Leaf and Switches

To set up out-of-band management IP addresses, complete the following steps:

1. To add out-of-band management interfaces for all the switches in the ACI Fabric, select Tenants >
mgmt.

2. Expand Tenant mgmt on the left. Right-click Node Management Addresses and select Create Static
Node Management Addresses.

3. Enter the node number range for the new leaf switches (105-106 in this example).
4. Select the checkbox for Out-of-Band Addresses.
5. Select default for Out-of-Band Management EPG.

6. Considering that the IPs will be applied in a consecutive range of two IPs, enter a starting IP address and
netmask in the Out-Of-Band IPV4 Address field.

7. Enter the out of band management gateway address in the Gateway field.
8. Click SUBMIT, then click YES.

9. On the left, expand Node Management Addresses and select Static Node Management Addresses. Veri-
fy the mapping of IPs to switching nodes.
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Static Node Management Addresses ©
g =X .

MNode Type EPG IPV4 Address IPVA Gateway IPVE Address IPVE Gateway
pod-1/node-105 Out-Of-Band default 192.168.1.21/24 192.168.1.254

pod-1/node-106 Out-Of-Band default 192.168.1.22/24 192.168.1.254

pod-1/nade-101 Out-Of-Band default 192.168.1.35/24 192.168.1.254

pod-1/node-102 Out-Of-Band default 192.168.1.36/24 192.168.1.254

pod-1/node-103 Out-Of-Band default 192.168.1.37/24 192.168.1.254

pod-1/node-104 Out-Of-Band default 192.168.1.38/24 192.168.1.254

pod-1/node-201 Out-Of-Band default 192.168.1.39/24 192.168.1.254

pod-1/node-202 Out-0Of-Band default 192.168.1.40/24 192.168.1.254

10. Direct out-of-band access to the switches is now available for SSH.

Verifying Time Zone and NTP Server

This procedure will allow customers to verify setup of an NTP server for synchronizing the fabric time. To
verify the time zone and NTP server set up, complete the following steps:

1. To verify NTP setup in the fabric, select and expand Fabric > Fabric Policies > Pod Policies > Policies >
Date and Time.

2. Select default. In the Datetime Format - default pane, verify the correct Time Zone is selected and that
Offset State is enabled. Adjust as necessary and click Submit and Submit Changes.

3. On the left, select Policy default. Verify that at least one NTP Server is listed.

Date and Time Policy - Policy default ()

Name: default

Description: |optiona

Administrative State: | disabled enabled
Authentication State: disabled enabled

NTP Servers:

Host Name/IP Address Preferred Minimum Maxirmum Management EPG
Polling Interval Polling Interval

192.168.1.254 False 4 6 default (Out-of-Band)

4. |If necessary, on the right use the + sign to add NTP servers accessible on the out of band management
subnet. Enter an IP address accessible on the out of band management subnet and select the default
(Out-of-Band) Management EPG. Click Submit to add the NTP server. Repeat this process to add all NTP
servers.
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Verifying Domain Name Servers

To verify optional DNS in the ACI fabric, complete the following steps:

1. Select and expand Fabric > Fabric Policies > Global Policies > DNS Profiles > default.

2. Verify the DNS Providers and DNS Domains.

3. If necessary, in the Management EPG drop-down, select the default (Out-of-Band) Management EPG.
Use the + signs to the right of DNS Providers and DNS Domains to add DNS servers and the DNS domain
name. Note that the DNS servers should be reachable from the out of band management subnet. Click
SUBMIT to complete the DNS configuration.

DNS Profile - default

Description: |optiona

Management EPG: |default (Out-of-Band)
DNS Providers:
& Address

172.26.163.251

DNS Domains:

flexpod.cisco.com

Verifying BGP Route Reflectors

o

icy History

Preferred

In this ACI deployment, both the spine switches should be set up as BGP route-reflectors to distribute the
leaf routes throughout the fabric. To verify the BGP Route Reflector, complete the following steps:

1. Select and expand System > System Settings > BGP Route Reflector.

2. Verify that a unique Autonomous System Number has been selected for this ACI fabric. If necessary, use
the + sign on the right to add the two spines to the list of Route Reflector Nodes. Click SUBMIT to com-
plete configuring the BGP Route Reflector.
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BGP Route Reflector Policy - BGP Route Reflector

Properties
MName: default

Description: |optional

Autonomous System Number: | 107 C
Route Reflector Nodes:
Node ID Node Name
201 a02-9336-1
202 a02-9336-2
External Route Reflector Nodes:
Node ID MNode Name

Description

Description

Mo items have been found.
Select Actions to

Policy

Faults

o]

|+

©0

History

o

3. To verify the BGP Route Reflector has been enabled, select and expand Fabric > Fabric Policies > Pod
Policies > Policy Groups. Under Policy Groups make sure a policy group has been created and select it.

The BGP Route Reflector Policy field should show “default.”

Pod Policy Group - pod1-policygrp

Properties
Mame: pod1-policygrp

Description: | optional

Date Time Policy: |select a value

Resolved Date Time Policy: default

ISIS Policy: |select a valus

Resolved I1SIS Policy: default
COOP Group Policy: |select a value

Resolved COOP Group Policy: default

BGP Route Reflector Policy: v @

Resolved BGF Route Reflector Policy: default

Management Access Policy: |select a value

Resolved Management Access Policy: default

SNMP Policy: |pelect a value

Resolved SNMP Policy: default
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4. |If a Policy Group has not been created, on the left, right-click Policy Groups under Pod Policies and se-
lect Create Pod Policy Group. In the Create Pod Policy Group window, name the Policy Group pod1-

policygrp. Select the default BGP Route Reflector Policy. Click SUBMIT to complete creating the Policy

Group.

5. On the left expand Profiles under Pod Policies and select Pod Profile default > default.

6. Verify that the pod1-policygrp or the Fabric Policy Group identified above is selected. If the Fabric Policy

Group is not selected, view the drop-down list to select it and click Submit.

Policies @ = o PodSelector - default

b o
¥ Quick Start

Name: default

Description: [optiona

Type: ALL

Fabric Policy Group: |pod1-palicygrp
L,

Set Up Fabric Access Policy Setup

This section details the steps to create various access policies creating parameters for CDP, LLDP, LACP,

etc. These policies are used during vPC and VM domain creation. In an existing fabric, these policies may

already exist. The existing policies can be used if configured the same way as listed. To define fabric

access policies, complete the following steps:

1. Log into the APIC AGUI.

2. In the APIC UI, select and expand Fabric > Access Policies > Interface Policies > Policies.

Create Link Level Policies

This procedure will create link level policies for setting up the 1Gbps, 10Gbps, and 40Gbps link speeds. To

create the link level policies, complete the following steps:

1. In the left pane, right-click Link Level and select Create Link Level Policy.

2. Name the policy as 1Gbps-Auto and select the 1Gbps Speed.
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Create Link Level Policy (2 1]

Specify the Physical Interface Policy Identity

Name: | 1Gbps-Auto

Description: | optional

Alias:
Auto Negotiation: | off n
Speed: |1 Gbps g

Link debounce interval Ifmse-::}: 100

L

Forwarding Error Correction: | CL74-FC-FEC CL91-R5-FEC disable-FEC m

3. Click Submit to complete creating the policy.

4. In the left pane, right-click Link Level and select Create Link Level Policy.
5. Name the policy 10Gbps-Auto and select the 10Gbps Speed.

6. Click Submit to complete creating the policy.

7. In the left pane, right-click Link Level and select Create Link Level Policy.
8. Name the policy 40Gbps-Auto and select the 40Gbps Speed.

9. Click Submit to complete creating the policy.

Create CDP Policy

This procedure creates policies to enable or disable CDP on a link. To create a CDP policy, complete the
following steps:

1. In the left pane, right-click CDP interface and select Create CDP Interface Policy.
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2. Name the policy as CDP-Enabled and enable the Admin State.

Create CDP Interface Policy O

Specify the CDP Interface Policy |dentity

Name: | CDP-Enabled|

Description: | optianal

Alias:

Admin State: | Disabled Enabled

< &

4. In the left pane, right-click the CDP Interface and select Create CDP Interface Policy.

3. Click Submit to complete creating the policy.

5. Name the policy CDP-Disabled and disable the Admin State.
6. Click Submit to complete creating the policy.

Create LLDP Interface Policies

This procedure will create policies to enable or disable LLDP on a link. To create an LLDP Interface policy,
complete the following steps:

1. In the left pane, right-click LLDP Interface and select Create LLDP Interface Policy.

2. Name the policy as LLDP-Enabled and enable both Transmit State and Receive State.
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Create LLDP Interface Policy O

Specify the LLDP Interface Policy Properties

MName: |LLDP-Enabled

Description: | optional

Alias:

Receive State:  Disabled Enabled

Transmit State: | Disabled Enabled

4. In the left, right-click the LLDP Interface and select Create LLDP Interface Policy.

3. Click Submit to complete creating the policy.

5. Name the policy as LLDP-Disabled and disable both the Transmit State and Receive State.
6. Click Submit to complete creating the policy.

Create Port Channel Policy

This procedure will create policies to set LACP active mode configuration, LACP Mode On configuration and
the MAC-Pinning mode configuration. To create Port Channel policy, complete the following steps:

1. In the left pane, right-click the Port Channel and select Create Port Channel Policy.

2. Name the policy as LACP-Active and select LACP Active for the Mode. Do not change any of the other
values.
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Create Port Channel Policy OD
Specify the Port Channel Policy
Name: | LACP-Active

Description: | optional

Alias:
Mode: | LACP Active A
Control: | Suspend Individual Port (x| Graceful Convergence (= "

Fast Select Hot Standby Ports (=

<>

Minimum Mumber of Links: | 1

Mot Applicabde for FEX PCVPC

L]

Maximum Number of | 16
Links: Mot Applicable for FEX PCAPC

3. Click Submit to complete creating the policy.
4. In the left pane, right-click Port Channel and select Create Port Channel Policy.

5. Name the policy as MAC-Pinning and select MAC Pinning-Physical-NIC-load for the Mode. Do not
change any of the other values.
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Create Port Channel Policy OD
Specify the Port Channel Policy
Name: | MAC-Pinning

Description: |ophiona

Alias:
Mode: | MAC Pinning-Physical-NIC-load e
Minimum Mumber of Links: | 1 c
Maximum Mumber of [ 16 c

Links: net Apolicable for FEX PC

6. Click Submit to complete creating the policy.
7. In the left pane, right-click Port Channel and select Create Port Channel Policy.

Create BPDU Filter/Guard Policies

This procedure will create policies to enable or disable BPDU filter and guard. To create a BPDU filter/Guard
policy, complete the following steps:

1. In the left pane, right-click Spanning Tree Interface and select Create Spanning Tree Interface Policy.

2. Name the policy as BPDU-FG-Enabled and select both the BPDU filter and BPDU Guard Interface Con-
trols.
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Create Spanning Tree Interface Policy

y PP = - -+ - T ~ p — 3 -,
aTIne t'\':.. by L ""‘[:."_'."' a ol
L o L L i L Ll s wr Wy

Mame: | BPDU-FG-Enabled

Description: | optional

Alias:

Interface controls: BPDU filter enabled
BPOU Guard enabled

3. Click Submit to complete creating the policy.

0

4. |In the left pane, right-click Spanning Tree Interface and select Create Spanning Tree Interface Policy.

5. Name the policy as BPDU-FG-Disabled and make sure both the BPDU filter and BPDU Guard Interface

Controls are cleared.

6. Click Submit to complete creating the policy.

Create Global VLAN Policy

To create policies to enable global scope for all the VLANs, complete the following steps:

1. In the left pane, right-click the L2 Interface and select Create L2 Interface Policy.

2. Name the policy as VLAN-Scope-Global and make sure Global scope is selected. Do not change any of

the other values.
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Create L2 Interface Policy

Define the L2 Interface Policy

Name: |VLAMN-Scope-Global

Description: | optional

QinQ: | corePort doubleQtagPort
Reflective Relay (802.10bg): enabled
VLAN Scope: e E e Port Local scope

3. Click Submit to complete creating the policy.

Create Firewall Policy

To create policies to disable a firewall, complete the following steps:

1. In the left pane, right-click Firewall and select Create Firewall Policy.

edgePort

(7 1

2. Name the policy Firewall-Disabled and select Disabled for Mode. Do not change any of the other values.
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Create Firewall Policy

Specify the Firewall Pol

Mame

Description:

Mode

Syslog

Administrative State:
Included Flows:

Polling Interval (seconds):
Log Level:

Dest Group:

icy Properties
;| Firewall-Disabled

optional

 Dizabled Enablad

enabled

Denied flows (=
60

information

select an option

3. Click Submit to complete creating the policy.
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Create Virtual Port Channels (vPCs)

This section details the steps to setup vPCs for connectivity to the In-Band Management Network, Cisco
UCS, and NetApp Storage.

VPC - Management Switch

To setup vPCs for connectivity to the existing In-Band Management Network, complete the following steps:

# This deployment guide covers the configuration for a pre-existing Cisco Nexus management switch.
You can adjust the management configuration depending on your connectivity setup. The In-Band Man-
agement Network provides connectivity of Management Virtual Machines and Hosts in the ACI fabric to
existing services on the In-Band Management network outside of the ACI fabric. Layer 3 connectivity is
assumed between the In-Band and Out-of-Band Management networks. This setup creates manage-
ment networks that are physically isolated from tenant networks. In this validation, a 10GE vPC from two
10GE capable leaf switches in the fabric is connected to a port-channel on a Nexus 5K switch outside
the fabric. Note that this vPC is not created on the Nexus 9332 leaves, but on existing leaves that have

10GE ports.

Eth1/31] |Eth1/32

Eth1/21 Eth1/21

oo} £
=t

(o) O I I R R
=

L=

1. Inthe APIC GUI, at the top select Fabric > Access Policies > Quick Start.
2. In the right pane select Configure an interface, PC and VPC.
3. In the configuration window, configure a VPC domain between the leaf switches by clicking “+” under

VPC Switch Pairs. If a VPC Domain already exists between the two switches being used for this vPC,
skip to step 7.

)

VPC Domain Id & Switch 1 Switch 2
4. Enter a VPC Domain ID (1 in this example).

5. From the drop-down list, select Switch A and Switch B IDs to select the two leaf switches.
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Select two switches to be paired for VPC.

Only switches with interfaces in the same VPC policy group can be paired together.

VPC Domain 1D: | |: 0
Switch1:|'f_'|] |v [ ]
Switch 2: |'r_'u2 |v [ ]

6. Click SAVE.

7. Click the “+” under Configured Switch Interfaces.

Configure Interface, PC, And VPC

Fand = - — Ty "
Configured Switch Interfaces

Switches Interfaces IF Type Attached Device Type

8. From the Switches drop-down list on the right, select both the leaf switches being used for this vPC.
9. Leave the system generated Switch Profile Name in place.

10. Click the big green “+” to configure switch interfaces.

Select Switches To Configure Interfaces: Quick @ Advanced
Switches: | 101-102 r Switch Profile Mame: | Switch101-102_Profile
0 Click "+' to configure switch
I

nterfaces
—

e |l | e | ol | il
g g | | o |

11. Configure various fields as shown in the figure below. In this screen shot, port 1/21 on both leaf switches
is connected to a Nexus switch using 10Gbps links.
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Select Switches To Configure Interfaces: Quick B Advanced
Switches: Switch Profile Name:
Interface Type: @ Individual © PC VPC
Interfaces: [1/21 Interface Selector Name: | FP-Mgmit-Sw-ports-21
Select ntarfaces by typing, e.g. 1/17-18.
Interface Policy Group: @ Create One ® Choose One
Link Level Policy: | 10Gbps-Auto v| @ CDP Policy: | CDP-Enabled v @
MCP Palicy: |select a value e LLDP Palicy: | LLDP-Enabled " @
STP Interface Paolicy: | BPDU-FG-Disablad w @ Monitoring Policy: |zelect a value w
Storm Control Policy: | select a value y L2 Interface Policy: | VLAN-Scope-Global "y @
Port Security Policy: |select a value wr
Ingress Data Plane [0t 5 vale w Egress Data Plane [oo100t 5 value ~
Policing Paolicy: Policing Policy:
Priority Flow Control [ = vl e
select a value o -
Paolicy: IPvd NetFlow Mun.|tcnr zelect a value ~
Palicy:
Slow Drain Policy: |select a value w .
IPvE NetFlow Mun.ltor select 3 value -
Palicy:
Fibre Channel Interface [__ . .
Policy: select a value . Layer2-Switched (CE
type) NetFlow Monitor | select a value w
Palicy:
Port Channel Policy: | LACP-Active v @
Attached Device Type: | External Bridged Devices "
Domain: @ Create One & Choose One Domain Name: | FP-Mgmt-Sw
VLAN: Create One @ Choose One WVLAN Range: | 11§ |
Pleass use comma ta separata VLANS
Cancel Save
12. Click Save.

13. Click Save again to finish the configuring switch interfaces.

14. Click Submit.

‘& To validate the configuration, log into the Nexus switch and verify the port-channel is up (show port-
channel summary).
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VPC - UCS Fabric Interconnects

Complete the following steps to setup vPCs for connectivity to the UCS Fabric Interconnects.

Figure 3 VLANSs Configured for Cisco UCS

| Cisco Nexus 9332PQ

Cisco UCS 6332-16LP
Fabric Interconnects

Table 4 VLANS for Cisco UCS Hosts

Name VLAN
Native <2>
MS-Core-Services <318>
MS-IB-Mgmt <418>
MS-LVMN <906>
MS-Cluster <907>
MS-Infra-SMB <3153>
MS-Infra-iSCSI-A <3113>
MS-Infra-iSCSI-B <3123>

# MS-Core-Services and MS-IB-MGMT will be in the same bridge domain and subnet; they have to be in
different VLANs because we are using the VLAN-Scope-Global L2 Interface Policy.

# MS-LVMN, MS-Cluster, and MS-Infra-SMB VLANS are configured in this section and will be in place if
needed on the manually created Hyper-V Virtual Switch. The EPG should be configured; it is not neces-
sary to configure the actual VLAN or UCS static port mapping, but you can configure these without any
negative effects.

1. Inthe APIC GUI, select Fabric > Access Policies > Quick Start.
2. In the right pane, select Configure and interface, PC and VPC.

3. In the configuration window, configure a VPC domain between the 9332 leaf switches by clicking “+”
under VPC Switch Pairs.
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VPC Switch Pairs

)

VPC Domain Id &« Switch 1 Switch 2

4. Enter a VPC Domain ID (10 in this example).

5. From the drop-down list, select 9332 Switch A and 9332 Switch B IDs to select the two leaf switches.

Select two switches to be paired for VPC.
Only switches with interfaces in the same VPC policy group can be paired together.

VPC Domain ID: |r |: o
Switch1:|'f_'l£_r |v [ ]
Switch 2: [106 |~ @
Save Cancel
6. Click Save.

7. Click the “+” under Configured Switch Interfaces.

8. Select the two Nexus 9332 switches under the Switches drop-down list.

Select Switches To Configure Interfaces: @ Quick @ Advanced

Switches: | 105-106 r Switch Profile Name: | Switch105-106_Profile

C—Q Click "+' to configure switch

il |l [l |l el
CACACACIC]
S

9. Click 0 to add switch interfaces.

10. Configure various fields as shown in the figure below. In this screenshot, port 1/25 on both leaf switches
is connected to UCS Fabric Interconnect A using 40Gbps links.
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Configure Interface, PC, And VPC

Switches Interfaces IF Type

ed Switch Interfaces

106,.
1125 VPG
1126 VPG
11 VPC
112 VPG

VPC Switch Pairs

WPC Domain Id « Switch 1

11.

12.

13.

14.

15.

Click Save.

©0

Attached Device Type

L2 (VLANs: 318,906,2,90.

L2 (VLANs: 318,906,2,90
Bare Metal (VLANs: 2183

Bare Metal (VLANs: 2183

Select Switches To Configure Interfaces: @ Quick @ Advanced

Switches:
Interface Type: @ Individual © PC @ vPC

Interfaces: | 1/25

Switch Profile Name

Interface Selector Name

AD2-6332-Afports-25

o0

Select interf g eg. 1
Interface Policy Group: @ Create One @ Choose One
Link Level Policy: | 40Gbps-Auto v @ CDP Policy: | CDP-Enabled ~ @
MCP Palicy: t a value v LLDP Policy: | LLDP-Enabled v @
STP Interface Policy: | BPDU-FG-Enabled v @ Monitoring Policy: |select a value v
Storm Control Policy: lect a value v L2 Interface Policy: VLAN-Scope-Global W @
Port Security Policy: | select a value R

Ingress Data Plane

Egress Data Plane

select a value v select a value v
Policing Policy: Policing Policy
Priority Flow Control
select a value v
Palicy: 1Pud NetFlow Mnn.\tm select a value ~
Policy
Slow Drain Policy: | select a value v
IPvE NetFlow Mun.\tur select a value —
Policy
Fibre Channel Interface ot 73 value
Palicy lect a value ™ Layer2-Switched (CE
type) NetFlow Monitor | select a value v
Policy
Port Channel Policy: | LACP-Active W @
Attached Device Type: | External Bridged Devices w

Domain: @ Create One 1© Choose One

VLAN: @ Create One @© Choose One

Click Save again to finish the configuring switch interfaces.

Click Submit.

From the right pane, select Configure and interface, PC and VPC.

Select the switches configured in the last step under Configured Switch Interfaces.
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VLAN Range
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FLANS
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— - _ . )
g TP I (R o M, "terfaces
il SLRIE S T HLZT Tl
b

©0

Switches Interfaces IF Type Attached Device Type
» 101

» 101,102

> 102

» 103

> 103, 104

> 104

1/25 VPC | 2 (VLANSs: 906,318,3...

16. Click G to add switch interfaces.
17. Configure various fields as shown in the screenshot. In this screenshot, port 1/26 on both leaf switches

is connected to UCS Fabric Interconnect B using 40Gbps links. Instead of creating a new domain, the
External Bridge Domain created in the last step (UCS) is attached to the FI-B as shown below.
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Select Switches To Configure Interfaces: @ Quick ) Advanced
Switches: Switch Profile Name:
Interface Type: @ Individual © PC @ vPC
Interfaces: | 1/26 Interface Selector Name: | A02-6332-B-ports-26

Interface Policy Group: @ Create One @ Choose One
Link Level Policy: | 40Gbps-Auto V @ CDP Palicy: | CDP-Enabled o @
MCP Policy: |select a value v LLDP Policy: | LLDP-Enabled v @
STP Interface Policy: | BPDU-FG-Enabled " Lm Monitoring Policy: | select a value o
Storm Control Policy: | select a value o L2 Interface Policy: | VLAN-Scope-Global o @
Port Security Policy: |select a value W

Ingress., I;Ilata F'I.ane select a value o Egress., Filata F’Igne select a value "

Policing Policy: Policing Policy:
Priority Flow %ZTET select a value b IPv4 NetFlow Monitor select a value "

Policy:

Slow Drain Policy: |select a value
! IPvE MetFlow Monitor

) select a value e
Policy:
Fibre Channel Interface [__ .
Policy: select a value s Layer2-Switched (CE
type) NetFlow Monitor | select a value o
Policy:
Port Channel Policy: |LACP-Active o @
Attached Device Type: | External Bridged Devices "
Daomain: O Create One @ Choose One External Brldge Domain: |UCS b @
18. Click Save.

19. Click Save again to finish the configuring switch interfaces.
20. Click Submit.

21. Optional: Repeat this procedure to configure any additional UCS domains. For a uniform configuration,
the External Bridge Domain (UCS) will be utilized for all the Fabric Interconnects.

VPC - NetApp AFF Cluster

Complete the following steps to setup vPCs for connectivity to the NetApp AFF storage controllers. The
VLANSs configured for NetApp are shown in the table below.
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ﬁ Since Global VLAN Scope is being used in this environment, unique VLAN IDs must be used for each
different entry point into the ACI fabric. The VLAN IDs for the same named VLANSs are different.

Table 5 VLANSs for Storage

Name VLAN
MS-IB-MGMT <218>
MS-Infra-SMB <3053>
MS-Infra-iSCSI-A <3013>
MS-Infra-iSCSI-B <3023>

1. Inthe APIC GUI, select Fabric > Access Policies > Quick Start.

2. In the right pane, select Configure and interface, PC and VPC.

l

Cisco Mexus 9332PQ

Nethpp AFF A300

3. Select the paired Nexus 9332 switches configured in the last step under Configured Switch Interfaces.
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— - _ ol 5
Configured Switch Interfaces

©0

Switches Interfaces  IF Type Attached Device Type
> 10

» 101,102

> 102

> 103

> 103,10

> 104

I"--" 106,105

1/25 VPC L2 (VLANs: 318,906,3...
1/26 VPC | 2 (VLANSs: 318,906,3.

4. Click 9 to add switch interfaces.

5. Configure various fields as shown in the screenshot below. In this screen shot, port 1/1 on both leaf
switches is connected to Storage Controller 1 using 40Gbps links.
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Configure Interface, PC, And VPC (2 ]X]

Configured Switch Interfaces Select Switches To Configure Interfaces: @ Quick ® Advanced -
e 6 Switches: Switch Profile Name
Switches Interfaces IF Type Attached Device Type
P ve Interface Type: @ Individual © PC @ veC
0
> 10 Interfaces: [1/1 Interface Selector Name: | AO2-AFFA300-1-ports-1
¥ 101,... Selec rfaces by typing, e.g. 1/17-18
N 102 Interface Policy Group: @ Create One © Choose One
N 103 Link Level Policy: | 40Gbps-Auto v @ CDP Policy: | CDP-Enabled v @
N 103... MCP Policy: |select a value ~ LLDP Policy: | LLDP-Disabled v @
3 o STP Interface Policy: | BPDU-FG-Enabled v @ Monitoring Policy: |select a value ~
Storm Control Policy: |select a value “ L2 Interface Policy: | VLAN-Scope-Global w @
v 106,...
1725 VPG L2 [VLANs: 318,906,2,90 Port Security Policy: |select a value w
1126 VPC s 318,006 2.90 Ingress Data Plane [ o) o o Egress Data Plane [ 1.1 2 aine o
Palicing Palicy: Policing Palicy
11 VPC Bare Metal (VLANs: 218,3 o
Priority Flow Control [ ect a value o
112 VPC Bare Metal (VLANs: 218,3 Palicy: = IPv4 NetFlow Monitor [ o alie v
Policy
Slow Drain Policy: |select a value v ;
IPv6 NetFlow Monitor celect 3 valus »
Policy.
Fibre Channel Interface wrt 7 value
e Policy: lect a value ~ Layer2-Switched (CE
VPC Domain Id « Switeh 1 Switch 2 type) NetFlow Monitor | select a value v
Policy
1 102 101 . —
Port Channel Policy: |LAGP- “ @
2 104
10 106 Attached Device Type: | External Bridged Devices v
Domain: @ Create One @ Choose One Domain Name: | NetApp-AFF
VLAN: @ Create One @ Choose One VLAN Range: | 218,3053,301 |

6. Click Save.

7. Click Save again to finish the configuring switch interfaces.

8. Click Submit.
9. From the right pane, select Configure and interface, PC and VPC.

10. Select the paired Nexus 9332 switches configured in the last step under Configured Switch Interfaces.

50



Network Switch Configuration

E o . -
I S [ TR Ty &
| { e Y ITi MerTacy

L Al ] e ML LA i L L P |

©0

Switches Interfaces IF Type Attached Device Type

> 10

> 101,102

> 102

> 103

> 103,104

> 104

I oy 106,105

1/25 VPC | 2 (VLANs: 318,906,3...
11468 VPC L2 (WVLANs: 318,906,3...
111 VPC Bare Metal (VLANs: 317...

11. Click c} to add switch interfaces.

12. Configure various fields as shown in the screenshot below. In this screenshot, port 1/2 on both leaf
switches is connected to Storage Controller 2 using 40Gbps links. Instead of creating a new domain, the
Bare Metal Domain created in the previous step (NetApp-AFF) is attached to the storage controller 2 as
shown below.
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Select Switches To Configure Interfaces: @ Quick @ Advanced
Switches: Switch Profile Name:
Interface Type: @ Individual @ PC @ vPC
Interfaces: [ 1/2 Interface Selector Name: | A02- AFFA300-2-ports-2
Select intarfacas by typing, exg. 1/17-18.
Interface Policy Group: @ Create One @ Choose One
Link Level Palicy: | 40Gbps-Auto v @ CDP Policy: | CDP-Enabled v @
MCP Palicy: |select a value v LLDP Policy: | LLDP-Disabled v @
STP Interface Policy: | BPDU-FG-Enabled o @ Monitoring Policy: | select a value w
Storm Control Policy: | select a value o L2 Interface Policy: | VLAN-Scope-Global v @
Part Security Policy: | select a value w
Ingress.. I?lata PI;nE select a value w Egrc—.ss.. pata PI;nE select a value ~
Policing Policy: Policing Policy:
Priority Flow Control
select a value w i
Palicy: IPv4 NetFlow MD”_'tDr select a value L
Policy:
Slow Drain Policy: | select a value
v IPv6 MetFlow Monitor [__
) select a value L'
Policy:
Fibre Channel Interface [__
Policy: select a value i Layer2-Switched (CE
type) MetFlow Monitor | select a value w
Policy:
Port Channel Policy: | LACP-Active e @
Attached Device Type: | Bare Metal L
Domain: © Create One @ Choose One Physical Domain: | NetApp-AFF v| @
=D €
13. Click Save.

14. Click Save again to finish the configuring switch interfaces.
15. Click Submit.

16. Optional: Repeat this procedure to configure any additional NetApp AFF storage controllers. For a uni-
form configuration, the Bare Metal Domain (NetApp-AFF) will be utilized for all the Storage Controllers.

Configuring Common Tenant for Management Access

This section details the steps to setup in-band management access in the Tenant common. This design will
allow all the other tenant EPGs to access the common management segment for Core Services VMs such as
AD/DNS.
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1. Inthe APIC GUI, select Tenants > common.
2. In the left pane, expand Tenant common and Networking.

Create VRFs

To create VRFs, complete the following steps:

1. Right-click VRFs and select Create VRF.
2. Enter vrf-FP-Common-IB-MGMT as the name of the VRF.
3. Uncheck Create A Bridge Domain.

4. Click Finish.
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Create VRF

STEP 1 = VRF

Specify Tenant VRF
Mame: |vrf-FP-Common-1B-MGMT
Alias:

Description: | ophonal

Policy Control Enforcement Preference: Unenforced
Policy Control Enforcement Direction: | Egress m

BED Enforcement Status: |:|

End Point Retention Policy: | select a value W
This palicy onby applias ta remote
L3 entries
Monitoring Policy: | select a value W
OMS Labels:
StEr Names separated L":,' COmamg
Route Tag Policy: |select a value W

Create 4 Bridge Domain:

Configure BGP Policies:
Configure OSPF Policies:
Configure EIGEP Policies:

O 0O00

Create Bridge Domains

To create Bridge domains, complete the following steps:

1. In the APIC GUI, select Tenants > common.

2. In the left pane, expand Tenant common and Networking.
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3. Right-click the Bridge Domain and select Create Bridge Domain.
4. Name the Bridge Domain as BD-FP-Common-IB-Mgmt
5. Select vrf-FP-Common-IB-MGMT from the VRF drop-down list.

6. Select Custom under Forwarding and enable the flooding as shown in the screenshot below.

Create Bridge Domain (2]

STEP 1 > Main m

Name: |BD-FP-Common-1B-MGM
Alias:

Description: | optiona

VRF: | vrf-FP-Common- IB-MGM
Forwarding: | Custorr

L2 Unknown Unicast:

L3 Unknown Multicast Fleoding: | Flood
Multi Destination Flooding: | Flood in BD
ARP Flooding: [#] Enabled
Clear Remote MAC Entries: []

End Point Retention Policy: | select a value

IGMP Snoop Policy: | salect a value

7. Click Next.
8. Do not change any configuration on next screen (L3 Configurations). Select Next.
9. No changes are needed Advanced/Troubleshooting. Click FINISH.

Create Application Profile

To create an Application profile, complete the following steps:

‘& When the APIC-Controlled Microsoft Virtual Switch is used later in this document, for port-group nam-
ing, the Tenant name, Application Profile name, and EPG name are concatenated together to form the
port-group name. Since the port-group name must be less than 64 characters, short names are used
here for Tenant, Application Profile, and EPG.

1. Inthe APIC GUI, select Tenants > common.

2. In the left pane, expand Tenant common and Application Profiles.
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3. Right-click the Application Profiles and select Create Application Profiles.

4. Enter MS-IB-MGMT as the name of the application profile.

Create Application Profile

Name: | MS-I1B-MGMT)|
Alias:
Description: | optiona
Tags: w
Monitoring Policy: | select a value v
EPGs
Mame Alias BD Domain Static Path Static Path Provided

VLAM Contract

5. Click Submit.

Create EPG

To create EPG, complete the following steps:

1. Expand the MS-IB-MGMT Application Profile and right-click the Application EPGs.

2. Select Create Application EPG.

w

Enter MS-Core-Services as the name of the EPG.

»

Select BD-FP-Common-IB-MGMT from the drop-down list for Bridge Domain.

56

(7 1)

Consumed
Contract



Network Switch Configuration

Create Application EPG

STEP 1 = Identity

Specify the EPG Identity
Name: | MS-Core-Services
Alias:

Description: |optional

Tags: w
anter Eags separated oy cormma
QoS class: | Unspecified W
Customn QoS: | select a value w
Data-Plane Policer: | select a value w

Intra EPG Isclation: | Enforced Unenforced

Preferred Group Member: Include

Bridge Domain: | BD-FP-Coammon-IB-MG |« @
Monitoring Policy: | select a value w
FHS Trust Control Policy: | select a value “

Associate to VM Domain Profiles: [
Statically Link with Leaves/Paths: []
EPG Contract Master: }

Application EPGs

5. Click Finish.

Set Domains

To set Domains, complete the following steps:

1. Expand the newly create EPG and click Domains.
2. Right-click Domains and select Add L2 External Domain Association.

3. Select the FP-Mgmt-Sw as the L2 External Domain Profile.

57



Network Switch Configuration

Add L2 External Domain Association O

Choose the L2 External domain to associate

L2 External Domain Profile: | FP-Mgmit-Sw w @

4. Click Submit.

5. Right-click Domains and select Add L2 External Domain Association.
6. Select the UCS as the L2 External Domain Profile.

7. Click Submit.

Set Static Ports

To set Static Ports, complete the following steps:

1. In the left pane, right-click Static Ports.
2. Select Deploy Static EPG on PC, VPC, or Interface.

3. In the next screen, for the Path Type, select Virtual Port Channel and from the Path drop-down list, se-
lect the VPC for FP-Mgmt-Sw configured earlier.

4. Enter the IB-MGMT VLAN under Port Encap.
5. Change Deployment Immediacy to Immediate.

6. Set the Mode to Trunk.
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' Deploy Static EPG On PC, VPC, Or Interface (2 1]
Select PC, VPC, or Interface
Path Type: | Port Direct Port Channel Virtual Port Channel

Path: | FP-Mgmt-Sw-ports-21_PolGrp o @

Port Encap (or Secondary VLAN |~

VLAN for Micro-Seg): Teger Va
Deployment Immediacy: R G On Demand

Primary VLAN for Micro-Seg: |VLAN |«

Mode: JEGTIS Access (B02.1P) Access (Untagged)
IGMP Snoop Static Group:

Group Address Source Address

7. Click Submit.
8. In the left pane, right-click Static Ports.
9. Select Deploy Static EPG on PC, VPC, or Interface.

10. In the next screen, for the Path Type, select Virtual Port Channel and from the Path drop-down list, se-
lect the VPC for UCS Fabric Interconnect A configured earlier.

11. Enter the UCS Core-Services VLAN under Port Encap.

& This VLAN should be a different VLAN than the one entered above for the Management Switch.
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12. Change Deployment Immediacy to Immediate.

13. Set the Mode to Trunk.

Deploy Static EPG On PC, VPC, Or Interface ON
Select PC, VPC, or Interface
Path Type: | Port Direct Port Channel Virtual Port Channel

Path: | AD2-6332-A-ports-25_PolGrp " |_‘B,S

Part Encap (or Secondary VLAN |

VLAM for Micro-Seg):

ntager Value

Deployment Immediacy: [l On Demand

Primary VLAN for Micro-5eq: |VLAMN |«

ntager Value
Mode: BRI Access (B02.1P) Access (Untagged)
IGMP Snoop Static Group: }

Group Address Source Address

14. Click Submit.
15. In the left pane, right-click Static Ports.
16. Select Deploy Static EPG on PC, VPC, or Interface.

17. In the next screen, for the Path Type, select Virtual Port Channel and from the Path drop-down list, se-
lect the VPC for UCS Fabric Interconnect B configured earlier.

18. Enter the UCS MS-IB-MGMT VLAN under Port Encap.
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L This VLAN should be a different VLAN than the one entered above for the Management Switch.

19. Change Deployment Immediacy to Immediate.
20. Set the Mode to Trunk.
21. Click Submit.

Create EPG Subnet

A subnet gateway for this Core Services EPG provides Layer 3 connectivity to Tenant subnets. To create a
EPG Subnet, complete the following steps:

1. In the left pane, right-click Subnets and select Create EPG Subnet.

2. In CIDR notation, enter an IP address and subnet mask to serve as the gateway within the ACI fabric for
routing between the Core Services subnet and Tenant subnets. This IP should be different than the I1B-
MGMT subnet gateway. In this lab validation, 10.1.118.1/24 is the IB-MGMT subnet gateway and is
configured externally to the ACI fabric. 10.1.118.254/24 will be used for the EPG subnet gateway. Set
the Scope of the subnet to Shared between VRFs.

Create EPG Subnet (2 IX]

Default Gateway IP: | 10.1.118.254/24

Ireat as virtual IF address: |:|

Scope: D Private to VRI

D Advertised Externally
Shared between VREFs
Description: | ophona

Subnet Control: [+] MO BA Prefix

[] Mo Default SV Gateway

|:| Quener P

3. Click Submit to create the Subnet.
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Create Provided Contract

To create Provided Contract, complete the following steps:

1. In the left pane, right-click Contracts and select Add Provided Contract.

2. Inthe Add Provided Contract window, select Create Contract from the drop-down list.
3. Name the Contract FP-Allow-Common-Core-Services.

4. Set the scope to Global.

5. Click + to add a Subject to the Contract.

# The following steps create a contract to allow all the traffic between various tenants and the common
management segment. You are encouraged to limit the traffic by setting restrictive filters.

6. Name the subject Allow-All-Traffic.
7. Click + under Filter Chain to add a Filter.
8. From the drop-down Name list, select common/default.

9. In the Create Contract Subject window, click Update to add the Filter Chain to the Contract Subject.
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Create Contract Subject
Specify Identity Of Subject
Name: |Allow-All-Traffic
Alias:
Description: | aptional
Target DSCP: | Unspecified

Apply Both Directions:
Reverse Filter Ports:

Filter Chain

Filters
Mame Directives
I common/default none

10. Click OK to add the Contract Subject.

L1

L4-L7 SERVICE GRAPH

Service Graph: | select an option

PRIORITY
Jos:

(7 1)

S

‘ﬁ The Contract Subject Filter Chain can be modified later.

11. Click Submit to finish creating the Contract.
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Create Contract O
Specify |dentity Of Contract

Mame: | FP-Allow-Common-Core-Services

Alias:
Scope: | Global A
QoS Class: | Unspecified ~
Target DSCP: | Unspecified e

Description: | optional

Tags: o

anter @gs separated L'-":,-' Comima

Subjects:

o
-

Mame Description

| Allow-All-Traffic

12. Click Submit to finish adding a Provided Contract.
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Add Provided Contract O

Select a contract
Contract: |FP-Allow-Common-Core-Services | w @
QoS: | Unspecified s
Contract Label:

Subject Label:

Create Security Filters in Tenant Common

To create Security Filters for SMB/CIFS with NetApp Storage and for iSCSI, complete the following steps.
This section can also be used to set up other filters necessary to your environment.

1. Inthe APIC GUI, at the top select Tenants > common.

2. On the left, expand Tenant common, Security Policies, and Filters.
3. Right-click Filters and select Create Filter.

4. Name the filter Allow-All.

5. Click the + sign to add an Entry to the Filter.

6. Name the Entry Allow-All and select EtherType IP.

7. Leave the IP Protocol set at Unspecified.

8. Click UPDATE to add the Entry.
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Create Filter (2 1]

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

Name: | Allow-All
Alias

Description

Entries:

I Allow-All 13 unspecified

D ED
Click SUBMIT to complete adding the Filter.
Right-click Filters and select Create Filter.
Name the filter NetApp-SMB.
Click the + sign to add an Entry to the Filter.
Name the Entry tcp-445 and select EtherType IP.

Select the tcp IP Protocol and enter 445 for From and To under the Destination Port / Range by back-
spacing over Unspecified and entering the number.

Click UPDATE to add the Entry.
Click the + sign to add another Entry to the Filter.
Name the Entry udp-445 and select EtherType IP.

Select the tcp IP Protocol and enter 445 for From and To under the Destination Port / Range by back-
spacing over Unspecified and entering the number.

Click UPDATE to add the Entry.
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~ . .
Create Filter (2 1]

Name: pp B

Alias:
Description: | ophior
Entries: i
T I EtherType kle} P | Source Port / Range Destination Port / Range TCP Session Rules
Ta From To
tcp-445 1= tep Fal False unspecified unspecified 445 445 Unspecified
I udp-445 1= udp False False unspecified unspecified 445 445

20.

21.

22.

23.

24.

25.

26.

Click SUBMIT to complete adding the Filter.
Right-click Filters and select Create Filter.
Name the filter iSCSI.

Click the + sign to add an Entry to the Filter.
Name the Entry iSCSI and select EtherType IP.

Select the TCP IP Protocol and enter 3260 for From and To under the Destination Port / Range by back-
spacing over Unspecified and entering the number.

Click UPDATE to add the Entry.
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Create Filter [21%]
Name: |iSCS
Alias:

Description: | option.

Entries:

-

I ISCS P tep False False unspecified unspecified 3260 3260 Unspecified

27. Click SUBMIT to complete adding the Filter.

& By adding these Filters to Tenant common, they can be used from within any Tenant in the ACI Fabric

Deploy FP-Foundation Tenant

This section details the steps for creating the Foundation Tenant in the ACI Fabric. This tenant will host
infrastructure connectivity for the compute (Microsoft Hyper-V on UCS nodes) and the storage
environments. To deploy the FP-Foundation Tenant, complete the following steps:

1. Inthe APIC GUI, select Tenants > Add Tenant.
2. Name the Tenant as FP-Foundation.

3. For the VRF Name, enter FP-Foundation. Keep the check box “Take me to this tenant when | click finish”
checked.

68



Network Switch Configuration

Create Tenant (2 IX]

Specify tenant details
Name: | FP-Foundation

Alias:

O

Description: |opt

Tags: v
GUID:
Provider GUID Account Name
Monitoring Policy: |select a value v

Security Domains:

MName Description

VRF Name: | FP-Foundation|

Take me to this tenant when | click finish

4. Click Submit to finish creating the Tenant.

Create Bridge Domain

To create a Bridge Domain, complete the following steps:

1. Inthe left pane, expand Tenant FP-Foundation and Networking.
2. Right-click Bridge Domains and select Create Bridge Domain.
3. Name the Bridge Domain BD-FP-Foundation-Internal.

4. Select FP-Foundation from the VRF drop-down list.

5. Select Custom under Forwarding and enable the flooding.
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Specify Bridge Domain for the VRF

Name: | BD-FP-Foundation-Internal
Alias:

Description: | optional

VRF: | FP-Foundation v @

Forwarding: | Custom b

L2 Unknown Unicast: | Flood e

L3 Unknown Multicast Flooding: | Flood e
Multi Destination Flooding: | Flood in BD W

ARP Flooding: Enabled
Clear Remote MAC Entries: [ ]

End Point Retention Policy: | select a value W

This palicy only applies to local L2 L3 ar
remate L3 entries

IGMP Snoop Policy: | select a value o

6. Click Next.
7. Do not change any configuration on the next screen (L3 Configurations). Select Next.
8. No changes are needed for Advanced/Troubleshooting. Click Finish to finish creating Bridge Domain.

Create Application Profile for IB-Management Access

To create an application profile for IB-Management Access, complete the following steps:

1. In the left pane, expand tenant FP-Foundation, right-click Application Profiles and select Create Appli-
cation Profile.

2. Name the Application Profile as AP-IB-MGMT and click Submit to complete adding the Application Pro-
file.
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Create EPG for IB-MGMT Access

This EPG will be used for Hyper-V hosts and management virtual machines that are in the IB-MGMT subnet,
but that do not provide ACI fabric Core Services. For example, AD server VMs could be placed in the Core
Services EPG defined earlier to provide DNS services to tenants in the Fabric. The SCVMM VM can be
placed in the IB-MGMT EPG,; it will have access to the Core Services VMs, but will not be reachable from
Tenant VMs.

To create EPG for IB-MGMT access, complete the following steps:

1. In the left pane, expand the Application Profiles and right-click the AP-IB-MGMT EPG and select Create
Application EPG.

2. Name the EPG EPG-IB-MGMT.

3. From the Bridge Domain drop-down list, select Bridge Domain BD-FP-Common-IB-MGMT from Tenant
common.
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Create Application EPG

STEP 1 > Identity

Specify the EPG Identity

MName:

Alias:

Description:

Tags:

QoS class:
Customn QoS:

Data-Plane Policer:

Intra EPG Isolation:

Preferred Group Member

Bridge Domain:
Monitoring Policy:

FHS Trust Control Policy:

Associate to VM Domain Profiles
Statically Link with Leaves/Paths
EPG Contract Master

EPG-IB-MGMT
optional

b
anter ags separated oy Comima
Unspecified w
select a value w
select a value w

Enforced Unenforced

BD-FP-Common-IB-MG |~ @

select a value w
select a value “

Application EPGs

4. Click Finish to complete creating the EPG.

5. In the left menu, expand the newly created EPG, right-click Domains and select Add Physical Domain

Association.

6. Select the NetApp-AFF

Physical Domain Profile and click Submit.

7. In the left menu, right-click Static Ports and select Deploy Static EPG on PC, VPC, or Interface.

8. Select the Virtual Port Channel Path Type, then for Path select the vPC for the first NetApp AFF storage

controller.

9. For Port Encap leave VLAN selected and fill in the storage IB-MGMT VLAN ID.
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10.

Deploy Static EPG On PC, VPC, Or Interface

Set the Deployment Immediacy to Immediate and click Submit.

0

Select PC, VPC, or Interface

11.

12.

13.

14.

15.

16.

Path Type: | Port Direct Port Channel Virtual Port Channel

Path: | AD2-AFFA300-1-ports-1_PolGrp v | @

Port Encap (or Secondary VLAN 218

e

VLAN for Micro-Seg): nteger Value

Deployment Immediacy: == On Demand

Primary VLAN for Micro-Seg: |WVLAN |~

Mode: TS Access [(B02.1P) Access (Untagged)
IGMP Snoop Static Group: }

Group Address Source Address

Repeat steps 7-10 to add the Static Port mapping for the second NetApp AFF storage controller.
In the left menu, right-click Domains and select Add L2 External Domain Association.

Select the UCS L2 External Domain Profile and click Submit.

In the left menu, right-click Static Ports and select Deploy Static EPG on PC, VPC, or Interface.

Select the Virtual Port Channel Path Type, then for Path select the vPC for the first UCS Fabric Intercon-
nect.

For Port Encap leave VLAN selected and fill in the UCS IB-MGMT VLAN ID.
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17. Set the Deployment Immediacy to Immediate and click Submit.

Deploy Static EPG On PC, VPC, Or Interface (2 I¥]

Select PC, VPC, or Interface

Path Type: | Port Direct Port Channel Virtual Port Channel

Path: | AD2-6332-A-ports-25_PaolGrp w @

Port Encap (or Secondary VLAN |~

VLAM for Micro-Seg): nteger Vale

Deployment Immediacy: [ Eie On Demand

Primary VLAN for Micro-Seg: |VLAN |+

ntagar Value
Mode: ERGTHS Access (B02.1P) Access (Untagged)
IGMP Snoop Static Group: }

Group Address Source Address

18. Repeat steps 7-10 to add the Static Port mapping for the second UCS Fabric Interconnect.
19. In the left menu, right-click Contracts and select Add Consumed Contract.

20. From the drop-down list for the Contract, select FP-Allow-Common-Core-Services from Tenant com-
mon.
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Add Consumed Contract

Contract: | FP-Allow

Contract Label:

Subject Label:

21. Click Submit.

ified

QoS: | Unspec

0

This EPG will be utilized to provide Hyper-V hosts as well as the VMs that do not provide Core Services
access to the existing in-band management network.

Create Application Profile for Host Connectivity

To create an application profile for host connectivity, complete the following steps:

1. In the left pane, under the Tenant FP-Foundation, right-click Application Profiles and select Create Ap-
plication Profile.

2. Name the Profile AP-Host-Connectivity and click Submit to complete adding the Application Profile.

The following EPGs and the corresponding mappings will be created under this application profile.

‘ﬁ Refer to Error! Reference source not found. for the information required during the following configu-
ration. Items marked by { } will need to be updated according to Table 6 . Note that since all storage
interfaces on a single Interface Group on a NetApp AFFA300 share the same MAC address, that differ-

ent bridge domains must be used for each storage EPG.

Table 6 EPGs and mappings for AP-Host-Connectivity

EPG Name Bridge Domain Domain Static Port - Compute | Static Port - Storage
EPG-MS-LVMN BD-FP-Foundation- | L2 External: UCS VPC for all UCS FlIs N/A

Internal VLAN 906
EPG-MS-Clust BD-FP-Foundation- | L2 External: UCS VPC for all UCS Fls N/A

Internal VLAN 907
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Physical: NetApp-AFF

EPG Name Bridge Domain Domain Static Port - Compute | Static Port - Storage
EPG-Infra- BD-FP-Foundation- | L2 External: UCS VPC for all UCS FlIs VPC for all NetApp
iISCSI-A iSCSI-A VLAN 3113 AFFs

Physical: NetApp—AFF VLAN 3013
EPG-Infra- BD-FP-Foundation- | L2 External: UCS VPC for all UCS FlIs VPC for all NetApp
iSCSI-B iSCSI-B VLAN 3123 AFFs

VLAN 3023

EPG-Infra-SMB

BD-FP-Foundation-
SMB

L2 External: UCS

Physical: NetApp-AFF

VPC for all UCS Fls
VLAN 3153

VPC for all NetApp
AFFs
VLAN 3053

# The MS-LVMN, MS-Cluster and MS-Infra-SMB VLANSs are configured in Cisco UCS here and will be in

place if needed on the manually created Hyper-V Virtual Switch. The EPG should be configured; it is not
necessary to configure the actual VLAN or UCS static port mapping, but you can configure these with-
out any negative effects.

Create Bridge Domains and EPGs

To create bridge domains and EPGs, complete the following steps:

1. For each row in the table above, if the Bridge Domain does not already exist, in the left pane, expand
Networking > Bridge Domains.

2. Right-click Bridge Domains and select Create Bridge Domain.

3. Name the Bridge Domain {BD-FP-Foundation-iSCSI-A}.

4. Select the FP-Foundation VRF.

5. Select Custom for Forwarding and setup forwarding as shown in the screenshot.
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Create Bridge Domain

STEP 1 > Main m 2. L3 Configurations 3. Advanced/Troubleshooting

10.
11.
12.
13.
14.

15.

Name: | BD-FP-Foundation-iSCSI-A
Alias:

Description: |optiona

Type: | fc [EEEETEY

VRF: | FP-Foundation w @

Forwarding: | Custom ™

L2 Unknown Unicast: | Flood ~

L3 Unknown Multicast Flooding: | Flood w
Multi Destination Flooding: |Flood in BD v

ARP Flooding: Enabled
Clear Remote MAC Entries: [7]

End Point Retention Policy: |=

IGMP Snoop Policy: |select a value v

Click Next.
Do not change any configuration on the next screen (L3 Configurations). Select Next.
No changes are needed for Advanced/Troubleshooting. Click Finish to finish creating Bridge Domain.

In the left pane, expand Application Profiles > AP-Host-Connectivity. Right-click on Application EPGs
and select Create Application EPG.

Name the EPG {EPG-MS-LVMN}.

From the Bridge Domain drop-down list, select the Bridge Domain from the table.
Click Finish to complete creating the EPG.

In the left pane, expand the Application EPGs and EPG {EPG-LVMN}.

Right-click Domains and select Add L2 External Domain Association.

From the drop-down list, select the previously defined {UCS} L2 External Domain Profile.
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Add L2 External Domain Association O

C

hoose the L2 External domain to associate

16.
17.
18.
19.
20.
21.

22.

L2 External Domain Profile: | UCS w @

Click Submit to complete the L2 External Domain Association.

Repeat the Domain Association steps (6-9) to add appropriate EPG specific domains from Table 7 .
Right-click Static Ports and select Deploy EPG on PC, VPC, or Interface.

In the Deploy Static EPG on PC, VPC, Or Interface Window, select the Virtual Port Channel Path Type.
From the drop-down list, select the appropriate VPCs.

Enter VLAN from Error! Reference source not found. {906} for Port Encap.

Select Immediate for Deployment Immediacy and for Mode select Trunk.
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Deploy Static EPG On PC, VPC, Or Interface (2 IX]
Select PC, VPC, or Interface

Path Type: | Port Direct Port Channel Virtual Port Channel

Path: | AD2-6332-A-ports-25_PolGrp w @

Port Encap (or Secondary [,
WILAMN
VLAN for Micro-Seg): - nteger Value

Deployment Immediacy: R TEsELS On Demand

Primary VLAN for Micro-Seg: |WVLAN | w

ntagar Value

Mode: Access (B02.1P) Access (Untagged)

IGMP Snoop Static Group:

Group Address Source Address

23. Click Submit to complete adding the Static Path Mapping.

24. Repeat the above steps to add all the Static Path Mappings for the EPG listed in Table 6 .

2 - X-X-X-X-
cisco AP|IC EYSCUMl Tenants Fabric VM Networking  L4-L7 Services Admin Operations Apps
c | FP-Foundation | App-A | App-B | common | Foundation
Tenant FP-Foundation @ = © | Static Ports (-]
C» Quick Start - (= M=) [CRE
~ [ Tenant FP-Foundation + Path Primary VLAN for Micro-Seg Port Encap (o Deployment Immediacy Mode
Secondary
~ [l Application Profiles VLAN for
Micro-Seg)
v @ AP-Host-Connectivity
Node: Pod-1
~ [ Application EPGs = Node:
£ o nfa-5wE Pod-1/Node-105-106/A02-6332-A- vian-3152 Immediste Trunk
8 £PG-Infra-sMB-1
Bl Domains (VMs and Bare-Matas) Pod-1/Node-105-106/A02-6332-B- vian-3152 mmediate Trunk
+ Bl EPG Members Pod-1/Node-105-106/A02-AFFA300. vian-3052 Immediste Trunk
I 5 B Static Ports Pod-1/Node-105-106/A02-AFFA300, vian-3052 mmediate Trunk

S static Leafs

79



Network Switch Configuration

Table 7 EPGs and Subnets for AP-Host-Connectivity

EPG Name Subnet
EPG-MS-LVMN 192.168.96.254/24

EPG-MS-Clust 192.168.97.254/24

EPG-Infra- 192.168.12.254/24
iISCSI-A
EPG-Infra- 192.168.22.254/24
iISCSI-B

EPG-Infra-SMB 192.168.53.254/24

25. On the left under the EPG, right-click Subnets and select Create EPG Subnet.

26. In the Create EPG Subnet window, enter the Subnet from Table 7 as the Default Gateway IP.

Create EPG Subnet

Specify the Subnet Identity

Default Gateway IP: | 192.168.96.254/24

Treat as virtual IP address: [ ]

Scope: [¥] Private to VRF
D Advertizsed Externally
[] Shared between VRFs

Description: | optional

Subnet Control: [#] ND RA Prefix

[] Mo Default SVI Gateway

|:| Cuerier IP

27. Click Submit to complete adding the subnet.

171

28. Repeat the above steps to complete adding the EPGs and subnets in Table 6 and Table 7 .
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# Pursuant to best practices, NetApp recommends the following command on the LOADER prompt of the
NetApp controllers to assist with LUN stability during copy operations. To access the LOADER prompt,
connect to the controller via serial console port or Service Processor connection and press Ctrl-C to
halt the boot process when prompted.

setenv bootarg.tmgr.disable pit hp 1

For more information about the workaround, see: http://nt-ap.com/2wémyr4

For more information about Windows Offloaded Data Transfers see: https://technet.microsoft.com/en-
us/library/hh831628(v=ws.11).aspx

NetApp All Flash FAS A300 Controllers

NetApp Hardware Universe

The NetApp Hardware Universe (HWU) application provides supported hardware and software components
for any specific ONTAP version. It provides configuration information for all the NetApp storage appliances
currently supported by ONTAP software. It also provides a table of component compatibilities. Confirm that
the hardware and software components that you would like to use are supported with the version of ONTAP
that you plan to install by using the HWU application at the NetApp Support site.

To a access the HWU application to view the System Configuration guides, complete the following steps:

1. Click the Controllers tab to view the compatibility between different version of the ONTAP software and
the NetApp storage appliances with your desired specifications.

2. To compare components by storage appliance, click Compare Storage Systems.

Controllers

Follow the physical installation procedures for the controllers found in the AFF A300 Series product
documentation at the NetApp Support site.

Disk Shelves

NetApp storage systems support a wide variety of disk shelves and disk drives. The complete list of disk
shelves that are supported by the AFF A300 is available at the NetApp Support site.

For SAS disk shelves with NetApp storage controllers, refer to the SAS Disk Shelves Universal SAS and ACP

Cabling Guide for proper cabling guidelines.
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NetApp ONTAP 9.1

Complete Configuration Worksheet

Before running the setup script, complete the cluster setup worksheet from the ONTAP 9.1 Software Setup
Guide. You must have access to the NetApp Support site to open the cluster setup worksheet.

Configure ONTAP Nodes

Before running the setup script, review the configuration worksheets in the ONTAP 9.1 Software Setup
Guide to learn about configuring ONTAP. Table 8 lists the information needed to configure two ONTAP
nodes. Customize the cluster detail values with the information applicable to your deployment.

Table 8 ONTAP Software Installation Prerequisites

Cluster Detail

Cluster Detail Value

Cluster node 01 IP address

<node0l1-mgmt-ip>

Cluster node 01 netmask

<node01-mgmt-mask>

Cluster node 01 gateway

<node0l-mgmt-gateway>

Cluster node 02 IP address

<node02-mgmt-ip>

Cluster node 02 netmask

<node02-mgmt-mask>

Cluster node 02 gateway

<node02-mgmt-gateway>

Data ONTAP 9.1 URL

<url-boot-software>

Configure Node 01

To configure node 01, complete the following steps:

1. Connect to the storage system console port. You should see a Loader-A prompt. However, if the storage
system is in a reboot loop, press Ctrl-C to exit the autoboot loop when the following message displays:

‘Starting AUTOBOOT press Ctrl-C to abort..

2. Allow the system to boot up.

‘autoboot

3. Press Ctrl-C when prompted.

# If ONTAP 9.1 is not the version of software being booted, continue with the following steps to install
new software. If ONTAP 9.1 is the version being booted, select option 8 and y to reboot the node, then
continue with step 14.
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4. To install new software, select option 7.

5. Enter y to perform an upgrade.

6. Select e0M for the network port you want to use for the download.
7. Enter y to reboot now.

8. Enter the IP address, netmask, and default gateway for e0OM.

‘<nodeOl—mgmt—ip> <node(0l-mgmt-mask> <nodeOl-mgmt-gateway>

9. Enter the URL where the software can be found.

# This web server must be reachable.

‘<url—boot—software>

10. Press Enter for the user name, indicating no user name.
11. Enter vy to set the newly installed software as the default to be used for subsequent reboots.

12. Enter y to reboot the node.

& When installing new software, the system might perform firmware upgrades to the BIOS and adapter
cards, causing reboots and possible stops at the Loader-A prompt. If these actions occur, the system
might deviate from this procedure.

13. Press Ctrl-C when the following message displays:

Press Ctrl-C for Boot Menu

14. Select option 4 for Clean Configuration and Initialize All Disks.
15. Enter y to zero disks, reset config, and install a new file system.

16. Enter y to erase all the data on the disks.

# The initialization and creation of the root aggregate can take 90 minutes or more to complete, depend-
ing on the number and type of disks attached. When initialization is complete, the storage system re-
boots. Note that SSDs take considerably less time to initialize. You can continue with node 02 configu-
ration while the disks for node 01 are zeroing.

Configure Node 02

To configure node 02, complete the following steps:

1. Connect to the storage system console port. You should see a Loader-A prompt. However, if the storage
system is in a reboot loop, press Ctrl-C to exit the autoboot loop when the following message displays:
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‘Starting AUTOBOOT press Ctrl-C to abort..

2. Allow the system to boot up.

‘autoboot

3. Press Ctrl-C when prompted.

b If ONTAP 9.1 is not the version of software being booted, continue with the following steps to install
new software. If ONTAP 9.1 is the version being booted, select option 8 and y to reboot the node. Then
continue with step 14.

4. To install new software, select option 7.

5. Entery to perform an upgrade.

6. Select e0M for the network port you want to use for the download.
7. Entery to reboot now.

8. Enter the IP address, netmask, and default gateway for e0OM.

‘<node02—mgmt—ip> <node02-mgmt-mask> <node02-mgmt-gateway>

9. Enter the URL where the software can be found.

# This web server must be reachable.

‘<url—boot—software>

10. Press Enter for the user name, indicating no user name.
11. Enter y to set the newly installed software as the default to be used for subsequent reboots.

12. Enter y to reboot the node.

# When installing new software, the system might perform firmware upgrades to the BIOS and adapter
cards, causing reboots and possible stops at the Loader-A prompt. If these actions occur, the system
might deviate from this procedure.

13. Press Ctrl-C when you see this message:

Press Ctrl-C for Boot Menu

14. Select option 4 for Clean Configuration and Initialize All Disks.
15. Enter y to zero disks, reset config, and install a new file system.
16. Enter y to erase all the data on the disks.
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# The initialization and creation of the root aggregate can take 90 minutes or more to complete, depend-
ing on the number and type of disks attached. When initialization is complete, the storage system re-
boots. Note that SSDs take considerably less time to initialize. You can continue with node 02 configu-
ration while the disks for node 01 are zeroing.

Set Up Node

To set up a node, complete the following steps:

1. From a console port program attached to the storage controller A (node 01) console port, run the node
setup script. This script appears when ONTAP 9.1 boots on the node for the first time.

2. Follow the prompts to set up node 01:

Welcome to the cluster setup wizard.

You can enter the following commands at any time:

"help" or "?" - if you want to have a question clarified,
"back" - if you want to change previously answered questions, and
"exit" or "quit" - if you want to quit the setup wizard.

Any changes you made before quitting will be saved.

You can return to cluster setup at any time by typing “cluster setup”.
To accept a default or omit a question, do not enter a value.

This system will send event messages and weekly reports to NetApp Technical Support.

To disable this feature, enter "autosupport modify -support disable" within 24 hours.

Enabling AutoSupport can significantly speed problem determination and resolution should a problem
occur on your system.

For further information on AutoSupport, see:

http://support.netapp.com/autosupport/

Type yes to confirm and continue {yes}: yes

Enter the node management interface port [eOM]: Enter

Enter the node management interface IP address: <nodeOl-mgmt-ip>

Enter the node management interface netmask: <node0l-mgmt-mask>

Enter the node management interface default gateway: <node(Ol-mgmt-gateway>

A node management interface on port eOM with IP address <nodeOl-mgmt-ip> has been created

Use your web browser to complete cluster setup by accesing https://<node0l-mgmt-ip>

Otherwise press Enter to complete cluster setup using the command line interface:

3. To complete the cluster setup, open a web browser and navigate to https://<node01-mgmt-ip>.

Table 9 Cluster Create in ONTAP Prerequisites

Cluster Detail Cluster Detail Value
Cluster name <clustername>

ONTAP base license <cluster-base-license-key>
Cluster management IP address <clustermgmt-ip>

Cluster management netmask <clustermgmt-mask>
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Cluster Detail

Cluster Detail Value

Cluster management gateway

<clustermgmt-gateway>

Cluster node 01 IP address

<node0l1-mgmt-ip>

Cluster node 01 netmask

<node01-mgmt-mask>

Cluster node 01 gateway

<node0l-mgmt-gateway>

Cluster node 02 IP address

<node02-mgmt-ip>

Cluster node 02 netmask

<node02-mgmt-mask>

Cluster node 02 gateway

<node02-mgmt-gateway>

Node 01 service processor IP address

<node01-SP-ip>

Node 02 service processor IP address

<node02-SP-ip>

DNS domain name

<dns-domain-name>

DNS server IP address

<dns-ip>

NTP server IP address

<ntp-ip>

# Cluster setup can also be performed with the command line interface. This document describes the

cluster setup using the NetApp System Manager guided setup.

4. Click Guided Setup on the Welcome screen.
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P s <

<« c [A Mot Secure | b#%//192.168.156.61/sysmgr/SysMgr.htm|

NetApp OnCommand System Manager

‘ == Getting Started ‘

Language |English (English) [~

Welcome to the Guided Cluster Setup

Perform the following to set up a duster:
- Create a cluster, add nodes and admin credentials
- Create management LIFs, configure Service Processor, DNS, and NTP servers
- Configure AutoSupport Messages and Event Notifications

o For information related to setting up the cluster, click here

Template File

Browse to select a .csv file... Browse

o To download the template, click file.csv or filexlsx

Important: You can download the template in ".csv" or "xlsx" format. However, you can upload only those templates that are in ".csv" format.

&

Guided Setup

Click to set up the cluster

5. In the Cluster screen, complete the following steps:

a. Enter the cluster and node names.

b. Select the cluster configuration.

o

Enter and confirm the password.

Q

Enter the cluster base and feature licenses.
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Cluster Metwork Suppaort Summary

Cluster Name | ppod-aff300

Modes

o Mot sure all nodes have been discovered? Refresh

AFF-A300 721653000058 - AFF-A300 721853000057
@ |bbo4affa00-1 o @ |bhos-afE002
Cluster Configuration: Switched Cluster (@) Switchless Cluster

M

o Ensure that the hardware connectivity is set up for the two-node switchless cluster.

@ Username  admin

Passwaord

(ECTTT T

Confirm Passwaord

(ECTTT T

Cluster Base License (Optional)

o For any queries related to licenses, contact mysupport.netapp.com

Feature Licenses (Optional)

o Cluster Base License is mandatory to add Feature Licenses.

‘& The nodes are discovered automatically, if they are not discovered, click the Refresh link. By default, the
cluster interfaces are created on all new storage controllers shipped from the factory. If all the nodes

are not discovered, then configure the cluster using the command line. Cluster license and feature li-
censes can also be installed after completing the cluster creation.

6. Click Submit.
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7. On the network page, complete the following sections:
a. Cluster Management
— Enter the IP address, netmask, gateway and port details.

b. Node Management

— Enter the node management IP addresses and port details for all the nodes.
c. Service Processor Management

— Enter the IP addresses for all the nodes.

d. DNS Details

— Enter the DNS domain names and server address.

e. NTP Details

— Enter the primary and alternate NTP server.

8. Click Submit.

Guided Setup to Configure a Cluster

Provide the information required below to configure your cluster

: °
N 3

Clustar Network Support Summary
@ Network (Management) @ DNS Details (
IP Addresses (IPv4) Enter 1 Cluster Management, 1 Nede Management, and 2 Service Processor P Addresses. You can \ikings.clsco.com
required override the Service Processor |P Address DNS Domain Names
bd IP Address Range
e & 192.168.156.9
DNS Server IP Address
¥ou must enter the default neswork details manually
® 1P Address Metmask Gateway (Optional) @ ror
@ NTP Details @
Cluster Management  132.155.156.60 255.255.255.0 192.168.156.1 el -
Ensure that the cluster management LIF is reachable or a Gateway is configured for the same Primary NTP Server | 101.156.4

subnet in which the cluster management LIF is present.
Alternative NTP Server |4p1.1565

e Mode Management Retain Netmask and Gateway configuration of the Cluster {Optional)

Management.

bb04-aff300-1 -

bb04-alf300-2 | 103 163.156.62 e0M -

S Service Processor Default values have been detected for the Service Processor.
Management [ | Override the defauk values (Gateway is mandatory)
Retain Netmask and Gateway configuration of the Cluster Management
bb04-aff300-1
bb04-aff300-2

9. On the Support page, configure the AutoSupport and Event Notifications sections.
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Guided Setup to Configure a Cluster

Provide the information required below to configure your cluster:

Cluster Metwaork Support Summary

@ Autosupport @

© Proxy URL (Optional) |

lﬂl Connection is verified after configuring AutoSuppert an all nodes.

@ Event Notifications

Motify me through:
SMTP Mail Host Email Addresses
Email | testvikings.smip.cisco.com adminvikings@cisco.com
SNMP Trap Host
[] swnmp
Syslog Server
[ ] syslog

10. Click Submit.

11. On the Summary page, review the configuration details.
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Guided Setup to Configure a Cluster

Provide the information required below to configure your cluster:

4 4 4
b b b .

Cluster Metwork Support Summary

Click here to view the summary

The next step will be to configure your aggregates, 5WM and Storage Objects.
Click the button below to start provisioning your storage.

Manage your cluster

ﬁ The node management interface can be on the same subnet as the cluster management interface, or it
can be on a different subnet. In this document, we assume that it is on the same subnet.

Login to the Cluster

To log in to the cluster, complete the following steps:

1. Open an SSH connection to either the cluster IP or host name.

2. Log in to the admin user with the password you provided earlier.

Zero All Spare Disks

To zero all spare disks in the cluster, run the following command:

‘disk zerospares.

L Advanced Data Partitioning creates a root partition and two data partitions on each SSD drive in an All
Flash FAS configuration. Disk autoassign should have assigned one data partition to each node in an HA
pair.

ﬁ If a different disk assignment is required, disk autoassignment must be disabled on both nodes in the
HA pair by running the disk option modify command. Spare partitions can then be moved from one
node to another by running the disk removeowner and disk assign commands.
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Set Onboard Unified Target Adapter 2 Port Personality

To set the personality of the onboard unified target adapter 2 (UTA2), complete the following steps:

1. Verify the Current Mode and Current Type properties of the ports by running the ucadmin show com-

mand.
ucadmin show
Current Current Pending Pending Admin

Node Adapter Mode Type Mode Type Status
<st-node01>

Oe fc target - - online
<st-node0O1>

0f fc target - - online
<st-node01>

O0g cna target - - online
<st-node01>

Oh cna target - - online
<st-node02>

Oe fc target - - online
<st-node02>

0f fc target - - online
<st-node02>

O0g cna target - - online
<st-node02>

Oh cna target - - online
8 entries were displayed.

2. Verify that the Current Mode and Current Type properties for all ports are set properly. Set the ports
used for FC connectivity to mode fc. The port type for all protocols should be set to target. Change
the port personality by running the following command:

‘ucadmin modify -node <home-node-of-the-port> -adapter <port-name> -mode fc -type target.

# The ports must be offline to run this command. To take an adapter offline, run the fcp adapter mod-
ify -node <home-node-of-the-port> -adapter <port-name> -state down command. Ports
must be converted in pairs (for example, Oe and 0f£).

& After conversion, a reboot is required. After reboot, bring the ports online by running fcp adapter
modify -node <home-node-of-the-port> -adapter <port-name> -state up.

Set Auto-Revert on Cluster Management

To set the auto-revert parameter on the cluster management interface, run the following command:

& A storage virtual machine (SVM) is referred to as a Vserver (or vserver) in the GUI and CLI.

Run the following command:

‘network interface modify -vserver <clustername> -1if cluster mgmt -auto-revert true
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Set Up Management Broadcast Domain

By default, all network ports are included in the default broadcast domain. Network ports used for data
services (for example, e2a, and e2e) should be removed from the default broadcast domain, leaving just the
management network ports (e0c and e0M). To perform this task, run the following commands:

broadcast-domain remove-ports -broadcast-domain Default -ports <st-node0l>:e2a,<st-nodell>:e2e,<st-
node02>:e2a,<st-nodell>:ele

broadcast-domain show

Set Up Service Processor Network Interface

To assign a static IPv4 address to the service processor on each node, run the following commands:

system service-processor network modify -node <st-nodeOl> -address-family IPv4 -enable true -dhcp
none -ip-address <nodeOl-sp-ip> -netmask <node0l-sp-mask> -gateway <nodeOl-sp-gateway>

system service-processor network modify -node <st-node02> -address-family IPv4 -enable true -dhcp
none -ip-address <node02-sp-ip> -netmask <node02-sp-mask> -gateway <nodeO2-sp-gateway>

# The service processor IP addresses should be in the same subnet as the node management IP ad-
dresses.

Create Aggregates

An aggregate containing the root volume is created during the ONTAP setup process. To create additional
aggregates, determine the aggregate name, the node on which to create it, and the number of disks it
should contain.

To create new aggregates, run the following commands:

aggr create -aggregate aggrl node0l -node <st-node0l1l> -diskcount <num-disks>
aggr create -aggregate aggrl node02 -node <st-node02> -diskcount <num-disks>

# You should have the minimum number of hot spare disks for hot spare disk partitions recommended for
your aggregate. For all-flash aggregates, you should have a minimum of one hot spare disk or disk par-
tition. For non-flash homogenous aggregates, you should have a minimum of two hot spare disks or
disk partitions.

# For Flash Pool aggregates, you should have a minimum of two hot spare disks or disk partitions for each
disk type. Start with five disks initially; you can add disks to an aggregate when additional storage is re-
quired. In an AFF configuration with a small number of SSDs, you might want to create an aggregate
with all but one remaining disk (spare) assigned to the controller.
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# The aggregate cannot be created until disk zeroing completes. Run the aggr show command to display
aggregate creation status. Do not proceed until both aggrl nodel and aggrl node2 are online.

(Optional) Rename the root aggregate on node 01 to match the naming convention for this aggregate on
node 02. The aggregate is automatically renamed if system-guided setup is used.

aggr show
aggr rename -aggregate aggr0 —-newname <node(Ol-rootaggrname>

Verify Storage Failover

To confirm that storage failover is enabled, run the following commands for a failover pair:

1. Verify the status of the storage failover.

‘storage failover show

# Both <st-node01> and <st-node02> must be able to perform a takeover. Continue with step 3 if the
nodes can perform a takeover.

2. Enable failover on one of the two nodes.

‘storage failover modify -node <st-node0l> -enabled true

& Enabling failover on one node enables it for both nodes.

3. Verify the HA status for a two-node cluster.

# This step is not applicable for clusters with more than two nodes.

‘cluster ha show

4. Continue with step 5 if high availability is configured.

# Only enable HA mode for two-node clusters. Do not run this command for clusters with more than two
nodes because it causes problems with failover.

cluster ha modify -configured true
Do you want to continue? {y|n}: y

5. Verify that hardware assist is correctly configured and, if needed, modify the partner IP address.

storage failover hwassist show
storage failover modify -hwassist-partner-ip <node0O2-mgmt-ip> -node <st-node0l>
storage failover modify -hwassist-partner-ip <nodeOl-mgmt-ip> -node <st-node02>
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Disable Flow Control on 10GbE and 40GbE Ports

NetApp recommends disabling flow control on all the 10GbE and UTA2 ports that are connected to external
devices. To disable flow control, complete the following steps:

1. Run the following commands to configure node 01:

network port modify -node <st-nodeOl> -port ela,eOb,ele,el0f,e0g,e0h,e2a,e2e -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second interruption in carrier.
Do you want to continue? {yln}: y

2. Run the following commands to configure node 02:

network port modify -node <st-node(02> -port eOa,elOb,ele,e0f,e0g,el0h,e2a,e2e -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second interruption in carrier.

Do you want to continue? {yln}: y

network port show -fields flowcontrol-admin

Disable Unused FCoE Capability on CNA Ports

If the UTA2 port is set to CNA mode and is only expected to handle Ethernet data traffic (for example CIFS),
then the unused FCoE capability of the port should be disabled by setting the corresponding FCP adapter to
state down with the fcp adapter modify command. Here are some examples:

fcp adapter modify -node <st-node0l> -adapter 0g -status-admin down
fcp adapter modify -node <st-node(Ol> -adapter Oh -status-admin down
fcp adapter modify -node <st-node02> -adapter 0g -status-admin down
fcp adapter modify -node <st-node02> -adapter Oh -status-admin down
fcp adapter show -fields status-admin

Configure Network Time Protocol

If NTP was not configured during guided setup, it can be configured via the CLI as follows:

1. Set the time zone for the cluster.

‘timezone <timezone>

# For example, in the eastern United States, the time zone is America/New_York.

2. Set the date for the cluster.

‘date <ccyymmddhhmm. ss>

# The format for the date is <[Century][Year][Month][Day][Hour][Minute].[Second]> (for example,
201703231549.30).

3. Configure the Network Time Protocol (NTP) servers for the cluster.

cluster time-service ntp server create -server <switch-a-ntp-ip>
cluster time-service ntp server create -server <switch-b-ntp-ip>
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Configure Simple Network Management Protocol

To configure the Simple Network Management Protocol (SNMP), complete the following steps:

1. Configure basic SNMP information, such as the location and contact. When polled, this information is
visible as the sysLocation and sysContact variables in SNMP.

snmp contact <snmp-contact>
snmp location “<snmp-location>”"
snmp init 1

options snmp.enable on

2. Configure SNMP traps to send to remote hosts, such as a DFM server or another fault management sys-
tem.

snmp traphost add <oncommand-um-server-fgdn>

Configure SNMPv1 Access

To configure SNMPV1 access, set the shared, secret plain-text password (called a community).

snmp community add ro <snmp-community>

Configure AutoSupport

NetApp AutoSupport® sends support summary information to NetApp through HTTPS. To configure
AutoSupport, run the following command:

system node autosupport modify -node * -state enable -mail-hosts <mailhost> -transport https -support
enable -noteto <storage-admin-email>

Enable Cisco Discovery Protocol

To enable the Cisco Discovery Protocol (CDP) on the NetApp storage controllers, run the following
command:

‘node run -node * options cdpd.enable on

ﬁ To be effective, CDP must also be enabled on directly connected networking equipment such as
switches and routers.

Create Jumbo Frame MTU Broadcast Domains in ONTAP

To create a data broadcast domain with an MTU of 9000 for SMB and management on ONTAP, run the
following command:

broadcast-domain create -broadcast-domain IB-MGMT-<MS-IB-MGMT-VLAN> -mtu 9000
broadcast-domain create -broadcast-domain Infra MS SMB -mtu 9000

If using iSCSI, create two iSCSI broadcast domains with an MTU of 9000, via the following command:

broadcast-domain create -broadcast-domain iSCSI-A -mtu 9000
broadcast-domain create -broadcast-domain iSCSI-B -mtu 9000
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Create Interface Groups

To create LACP interface groups for the 10GbE data interfaces, run the following commands:

ifgrp create -node <st-node(Ol> -ifgrp al0a -distr-func port -mode multimode lacp
ifgrp add-port -node <st-node0l> -ifgrp ala -port e2a
ifgrp add-port -node <st-node0l> -ifgrp ala -port ele

ifgrp create -node <st-node02> -ifgrp ala -distr-func port -mode multimode lacp
ifgrp add-port -node <st-node02> -ifgrp ala -port e2a
ifgrp add-port -node <st-node02> -ifgrp ala -port ele

ifgrp show

Create VLANs
To create SMB VLAN, create SMB VLAN ports and add them to the SMB broadcast domain:

network port modify -node <st-node0l> -port ala -mtu 9000
network port modify -node <st-node02> -port ala -mtu 9000
network port vlan create -node <st-node0Ol> -vlan-name aOa-<infra-smb-vlan-id>
network port vlan create -node <st-node02> -vlan-name aOa-<infra-smb-vlan-id>

broadcast-domain add-ports -broadcast-domain Infra MS SMB -ports <st-nodell>:ala-<infra-smb-vlan-
id>, <st-node02>:al0a-<infra-smb-vlan-id>

To create In-Band-Management VLAN and add them to the management broadcast domain:

network port vlan create -node <st-node(0l> -vlan-name a0a-<MS-IB-MGMT-VLAN>
network port vlan create -node <st-node02> -vlan-name a0a-<MS-IB-MGMT-VLAN>

broadcast-domain add-ports -broadcast-domain IB-MGMT-<MS-IB-MGMT-VLAN> -ports <st-node0l>:a0a-<MS-IB-
MGMT-VLAN>, <st-node(02>:a0a-<MS-IB-MGMT-VLAN>

If using iSCSI, create two iSCSI VLANs and add them to the corresponding broadcast domains:

network port vlan create -node <st-node0Ol> -vlan-name a0a-<iSCSI-A-VLAN>
network port vlan create -node <st-node02> -vlan-name a0a-<iSCSI-A-VLAN>

broadcast-domain add-ports -broadcast-domain iSCSI-A -ports <st-node0l>:a0a-<iSCSI-A-VLAN>,<st-
node02>:a0a-<iSCSI-A-VLAN>

network port vlan create -node <st-node0l> -vlan-name a0a-<iSCSI-B-VLAN>
network port vlan create -node <st-node02> -vlan-name a0a-<iSCSI-B-VLAN>

broadcast-domain add-ports -broadcast-domain iSCSI-B -ports <st-node0l>:a0a-<iSCSI-B-VLAN>,<st-
node02>:a0a-<iSCSI-B-VLAN>

Create Storage Virtual Machine

To create an infrastructure SVM, complete the following steps:

1. Runthe vserver create command.
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vserver create -vserver Infra-MS-SVM -rootvolume ms_rootvol -aggregate aggrl node0Ol -rootvolume-
security-style ntfs

2. Remove the unused data protocols (NFS and NDMP) from the SVM.

‘vserver remove-protocols -vserver Infra-MS-SVM -protocols nfs,ndmp

3. Add the two data aggregates to the Infra-MS-SVM aggregate list.

‘vserver modify -vserver Infra-MS-SVM -aggr-list aggrl node0l,aggrl node02

Create the CIFS Service

You can enable and configure CIFS servers on storage virtual machines (SVMs) with NetApp FlexVol®
volumes to let SMB clients access files on your cluster. Each data SVM in the cluster can be bound to exactly
one Active Directory domain. However, the data SVMs do not need to be bound to the same domain. Each
data SVM can be bound to a unique Active Directory domain.

Before configuring the CIFS service on your SVM, the DNS must be configured. To do so, complete the
following steps:

1. Configure the DNS for your SVM.

dns create -vserver Infra-Hyper-V -domains <<domain name>> -name-servers <<dns_server ip>>

The node management network interfaces should be able to route to the Active Directory domain
controller to which you want to join the CIFS server. Alternatively, a data network interface must exist
on the SVM that can route to the Active Directory domain controller.

2. Create a network interface on the in-band VLAN.

network interface create -vserver Infra-MS-SVM -1lif <<svm mgmt 1lif name>> -role data -data-protocol
none -home-node <<st-node-01>> -home-port al0a-<MS-IB-MGMT-VLAN> -address <svm-mgmt-ip> -netmask <svm-
mgmt-mask> -failover-policy broadcast-domain-wide -firewall-policy mgmt -auto-revert true

3. Depending on how your network is configured, you may need to add a default route for the SVM to reach
the Active Directory domain controller via the in-band management network. Here is how that would
look:

a02-affa300::> net route show
(network route show)
Vserver Destination Gateway Metric

a02-affa300
0.0.0.0/0 192.168.1.254 20

a02-affa300::> net route create -vs Infra-MS-SVM -destination 0.0.0.0/0 -gateway 10.1.118.1
(network route create)

a02-affa300::> net route show
(network route show)
Vserver Destination Gateway Metric
Infra-MS-SVM
0.0.0.0/0 10.1.118.1 20
a02-affa300
0.0.0.0/0 192.168.1.254 20
2 entries were displayed.
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a02-affa300::>

4. Create the CIFS service.

vserver cifs create -vserver Infra-MS-SVM -cifs-server Infra-CIFS -domain flexpod.local

In order to create an Active Directory machine account for the CIFS server, you must supply the name
and password of a Windows account with sufficient privileges to add computers to the "CN=Computers"
container within the

"FLEXPOD.LOCAL" domain.

Enter the user name: Administrator@flexpod.local

Enter the password:

Modify Storage Virtual Machine Options

NetApp ONTAP can use automatic node referrals to increase SMB client performance on SVMs with FlexVol
volumes. This feature allows the SVM to automatically redirect a client request to a network interface on the
node where the FlexVol volume resides.

To enable automatic node referrals on your SVM, run the following command:

set -privilege advanced
vserver cifs options modify -vserver Infra-MS-SVM -is-referral-enabled true

Create Load-Sharing Mirrors of SVM Root Volume

To create a load-sharing mirror of an SVM root volume, complete the following steps:

1. Create a volume to be the load-sharing mirror of the infrastructure SVM root volume on each node.

volume create -vserver Infra-MS-SVM -volume ms rootvol mOl -aggregate aggrl nodeOl -size 1GB —-type DP
volume create -vserver Infra-MS-SVM -volume ms_rootvol m02 -aggregate aggrl node(02 -size 1GB —-type DP

2. Create a job schedule to update the root volume mirror relationships every 15 minutes.

job schedule interval create -name 15min -minutes 15

3. Create the mirroring relationships.

snapmirror create —-source-path Infra-MS-SVM:ms_rootvol -destination-path Infra-MS-SVM:ms_rootvol m0l1
—type LS -schedule 15min
snapmirror create -source-path Infra-MS-SVM:ms_rootvol -destination-path Infra-MS-SVM:ms rootvol m02
-type LS -schedule 15min

4. |Initialize the mirroring relationship.

snapmirror initialize-ls-set -source-path Infra-MS-SVM:ms rootvol
snapmirror show

Create Block Protocol Service(s)

If the deployment is using FCP, create the FCP service on each SVM using the following command. This
command also starts the FCP service and sets the worldwide name (WWN) for the SVM.
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fcp create -vserver Infra-MS-SVM

fcp show

If the deployment is using iISCSI, create the iSCSI service on each SVM using the following command. This
command also starts the iSCSI service and sets the IQN for the SVM.

iscsi create -vserver Infra-MS-SVM

iscsi show

# The licenses for FCP and iSCSI must be installed before the services can be started. If the license(s)
weren’t installed during cluster setup, install them before this step.

Configure HTTPS Access

To configure secure access to the storage controller, complete the following steps:

1. Increase the privilege level to access the certificate commands.

set -privilege diag
Do you want to continue? {yl|n}: y

2. Generally, a self-signed certificate is already in place. Verify the certificate and obtain parameters (for
example, <serial-number>) by running the following command:

‘security certificate show
For each SVM shown, the certificate common name should match the DNS FQDN of the SVM. Delete the two
default certificates and replace them with either self-signed certificates or certificates from a certificate
authority (CA). To delete the default certificates, run the following commands:

security certificate delete -vserver Infra-MS-SVM -common-name Infra-MS-SVM -ca Infra-MS-SVM -type
server -serial <serial-number>

# Deleting expired certificates before creating new certificates is a best practice. Run the security certifi-
cate delete command to delete the expired certificates. In the previous command, use TAB completion
to select and delete each default certificate.

3. To generate and install self-signed certificates, run the following commands as one-time commands.
Generate a server certificate for the Infra-MS-SVM and the cluster SVM. Use TAB completion to aid in
the completion of these commands.

security certificate create -common-name <cert-common-name> -type server -size 2048 -country <cert-
country> -state <cert-state> -locality <cert-locality> -organization <cert-org> -unit <cert-unit> -
email-addr <cert-email> -expire-days <cert-days> -protocol SSL -hash-function SHA256 -vserver Infra-
MS-SVM

4. To obtain the values for the parameters required in step 5 (<cert-ca> and <cert-serial>), run the
security certificate show command.
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5. Enable each certificate that was just created by using the -server-enabled true and -client-enabled false
parameters. Use TAB completion to aid in the completion of these commands.

security ssl modify -vserver <clustername> -server-enabled true -client-enabled false -ca <cert-ca> -
serial <cert-serial> -common-name <cert-common-name>

6. Disable HTTP cluster management access.

system services firewall policy delete -policy mgmt -service http -vserver <clustername>

L It is normal for some of these commands to return an error message stating that the entry does not ex-
ist.

7. Change back to the normal admin privilege level and set up the system to allow SVM logs to be available
by web.

set -privilege admin
vserver services web modify -name spi|ontapi|compat -vserver * -enabled true

Create SMB Export Policy

Optionally, you can use export policies to restrict SMB access to files and folders on SMB volumes. You can
use export policies in combination with share level and file level permissions to determine effective access
rights.

To create an export policy that limits access to devices in the domain, run the following command:

export-policy create -vserver Infra-MS-SVM -policyname smb

export-policy rule create -vserver Infra-MS-SVM -policyname smb -clientmatch flexpod.local -rorule
krbb5i, krb5p -rwrule krb5i, krbb5p

Create NetApp FlexVol Volumes

volume create -vserver Infra-MS-SVM -volume infra datastore 1 -aggregate aggrl node(Ol -size 500GB -
state online -policy smb -security-style ntfs -junction-path /infra datastore 1 -space-guarantee none
-percent-snapshot-space 5

volume create -vserver Infra-MS-SVM -volume infra datastore 2 -aggregate aggrl node02 -size 500GB -
state online -policy smb -security-style ntfs -junction-path /infra datastore 2 -space-guarantee none
-percent-snapshot-space 5

volume create -vserver Infra-MS-SVM -volume iscsi datastore 1 -aggregate aggrl nodeOl -size 500GB -
state online -policy default -security-style ntfs -space-guarantee none -percent-snapshot-space 0

volume create -vserver Infra-MS-SVM -volume iscsi datastore 2 -aggregate aggrl node02 -size 500GB -
state online -policy default -security-style ntfs -space-guarantee none -percent-snapshot-space 0

volume create -vserver Infra-MS-SVM -volume witness -aggregate aggrl node(Ol -size 5GB -state online -
policy default -security-style ntfs -space-guarantee none -percent-snapshot-space 0

volume create -vserver Infra-MS-SVM -volume HV_boot -aggregate aggrl node(Ol -size 500GB -state online
-policy default -security-style ntfs -space-guarantee none -percent-snapshot-space 0

snapmirror update-ls-set -source-path Infra-MS-SVM:ms rootvol
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Create CIFS Shares

A CIFS share is a named access point in a volume that enables CIFS clients to view, browse, and manipulate
files on a file server.

cifs share create -vserver Infra-MS-SVM -share-name infra share 1 Share -path /infra datastore 1 -
share-properties oplocks,browsable,continuously-available, showsnapshot

cifs share create -vserver Infra-MS-SVM -share-name infra share 2 Share -path /infra datastore 2 -
share-properties oplocks,browsable,continuously-available, showsnapshot

Configuring share permissions by creating access control lists (ACLs) for SMB shares enables you to control
the level of access to a share for users and groups.

To configure the Administrators and Hyper-V hosts to access to the CIFS shares, run the following
commands:

cifs share access-control create -vserver Infra-MS-SVM -share infra share 1 Share -user-or-group
Flexpod\Administrator -user-group-type windows -permission Full Control

cifs share access-control create -vserver Infra-MS-SVM -share infra share 2 Share -user-or-group
Flexpod\Administrator -user-group-type windows -permission Full Control

cifs share access-control create -vserver Infra-MS-SVM -share infra share 1 Share -user-or-group
flexpod\<FC Host 1>$ -user-group-type windows -permission Full Control

cifs share access-control create -vserver Infra-MS-SVM -share infra share 2 Share -user-or-group
flexpod\<FC_Host 1>$ -user-group-type windows -permission Full Control

cifs share access-control create -vserver Infra-MS-SVM -share infra share 1 Share -user-or-group
flexpod\<FC_Host 2>$ -user-group-type windows -permission Full Control

cifs share access-control create -vserver Infra-MS-SVM -share infra share 2 Share -user-or-group
flexpod\<FC Host 2>$ -user-group-type windows -permission Full Control

Create Gold Management Host Boot LUN

To create one boot LUN, run the following commands:

lun create -vserver Infra-MS-SVM -volume HV_boot -lun MGMT-Win2016-Gold -size 200GB -ostype
windows 2008 -space-reserve disabled

Create Witness and iSCSI Datastore LUNs

A witness LUN is required in a Hyper-V cluster. To create the witness LUN, run the following command:

lun create -vserver Infra-MS-SVM -volume witness -lun witness -size 1GB -ostype windows_ 2008 -space-
reserve disabled

lun create -vserver Infra-MS-SVM -volume iscsi _datastore 1 -lun iscsi datastore 1 -size 500GB -ostype
windows 2008 -space-reserve disabled

lun create -vserver Infra-MS-SVM -volume iscsi datastore 2 -lun iscsi datastore 2 -size 500GB -ostype
windows 2008 -space-reserve disabled

Schedule Deduplication

On NetApp All Flash FAS systems, deduplication is enabled by default. To schedule deduplication, complete
the following steps:
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1. After the volumes are created, assign a once-a-day deduplication schedule to HV boot, in-
fra datastore 1 and infra datastore 2:

efficiency modify -vserver Infra-MS-SVM -volume HV boot -schedule sun-sat@0

efficiency modify -vserver Infra-MS-SVM -volume infra datastore 1 -schedule sun-sat@0
efficiency modify -vserver Infra-MS-SVM -volume infra datastore 2 -schedule sun-sat@0
efficiency modify -vserver Infra-MS-SVM -volume iscsi datastore 1 -schedule sun-sat@O
efficiency modify -vserver Infra-MS-SVM -volume iscsi datastore 2 -schedule sun-sat@O

Create SAN LIFs

If using FCP, run the following commands to create four FC LIFs (two on each node):

network interface create -vserver Infra-MS-SVM -1lif fcp 1lifOla -role data -data-protocol fcp -home-
node <st-node0l> -home-port 0e -status-admin up

network interface create -vserver Infra-MS-SVM -1if fcp 1ifOlb -role data -data-protocol fcp -home-
node <st-node0l> -home-port 0f -status-admin up

network interface create -vserver Infra-MS-SVM -1if fcp 1if02a -role data -data-protocol fcp -home-
node <st-node02> -home-port Oe -status-admin up

network interface create -vserver Infra-MS-SVM -1if fcp 1if02b -role data -data-protocol fcp -home-
node <st-node02> -home-port 0f -status-admin up

If using iISCSI, run the following commands to create four iSCSI LIFs (two on each node):

network interface create -vserver Infra-MS-SVM -1if iscsi 1if0Ola -role data -data-protocol iscsi -
home-node <st-node0l1> -home-port al0a-<iSCSI-A-VLAN> -address <iscsi 1ifOla ip> -netmask
<iscsi 1ifOla mask> -status-admin up

network interface create -vserver Infra-MS-SVM -1if iscsi 11f0lb -role data -data-protocol iscsi -
home-node <st-node0l1> -home-port al0a-<iSCSI-B-VLAN> -address <iscsi 1if0Olb ip> -netmask
<iscsi 1ifOlb mask> -status-admin up

network interface create -vserver Infra-MS-SVM -1if iscsi 1if02a -role data -data-protocol iscsi -
home-node <st-node02> -home-port ala-<iSCSI-A-VLAN> -address <iscsi 1if02a ip> -netmask
<iscsi 1if02a mask> -status-admin up

network interface create -vserver Infra-MS-SVM -1if iscsi 11f02b -role data -data-protocol iscsi -
home-node <st-node02> -home-port al0a-<iSCSI-B-VLAN> -address <iscsi 1if02b ip> -netmask
<iscsi 1if02b mask> -status-admin up

Create SMB LIFs

To create SMB LIFs, run the following commands:

network interface create -vserver Infra-MS-SVM -1if smb 1if0l -role data -data-protocol cifs -home-
node <st-node0l> -home-port ala-<infra-smb-vlan-id> -address <nodeOl-smb_ 1if0l-ip> -netmask <nodeOl-
smb 1ifOl-mask> -status-admin up —-failover-policy broadcast-domain-wide -firewall-policy data -auto-
revert true

network interface create -vserver Infra-MS-SVM -1if smb 1if02 -role data -data-protocol cifs -home-
node <st-node02> -home-port ala-<infra-smb-vlan-id> -address <nodeO2-smb 1if02-ip> -netmask <node02-
smb_1if02-mask>> -status-admin up -failover-policy broadcast-domain-wide -firewall-policy data -auto-
revert true

network interface show
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# The two SMB LIF IPs need to be entered in the Domain DNS server with the CIFS Server name (infra-
cifs) created above. Create two host records with the different IPs and same host name.

Add Infrastructure SVM Administrator

To add an infrastructure SVM administrator and an SVM administration LIF in the out-of-band management
network, complete the following steps:

# If the network interface created during the Create the CIFS Service step was created on the out-of-
band network, skip to step 2.

1. Create a network interface.

network interface create -vserver Infra-MS-SVM -1if svm-mgmt -role data —-data-protocol none -home-
node <st-node02> -home-port e0Oc -address <svm-mgmt-ip> -netmask <svm-mgmt-mask> -status-admin up -
failover-policy broadcast-domain-wide -firewall-policy mgmt -auto-revert true

# The SVM management IP in this step should be in the same subnet as the storage cluster management
IP.

2. Create a default route to allow the SVM management interface to reach the outside world.

network route create -vserver Infra-MS-SVM -destination 0.0.0.0/0 -gateway <svm-mgmt-gateway>

network route show

3. Set a password for the SVM vsadmin user and unlock the user.

security login password -username vsadmin -vserver Infra-MS-SVM
Enter a new password: <password>
Enter it again: <password>

security login unlock -username vsadmin -vserver Infra-MS-SVM

# A cluster serves data through at least one and possibly several SVMs. We have just described the crea-
tion of a single SVM. If you would like to configure your environment with multiple SVMs, this is a good
time to create them.
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Cisco UCS Base Configuration

This FlexPod deployment will show configuration steps for the Cisco UCS 6332-16UP Fabric Interconnects
(FI) in a design that will support iISCSI boot to the NetApp AFF through the Cisco ACI Fabric. An alternative
Fibre Channel (FC) boot delta configuration is covered in the appendix of this document. If FC boot is
desired, execute the following procedure not executing iSCSI-related steps and then execute the procedure
in the appendix.

# The MS-LVMN, MS-Cluster and MS-Infra-SMB VLANSs are configured here in the UCS and will be in
place if needed on the manually created Hyper-V Virtual Switch. It is not necessary to configure the
actual VLAN or add it to the VNIC interfaces, but you can configure these without any negative effects.

Perform Initial Setup

This section provides detailed steps to configure the Cisco Unified Computing System (Cisco UCS) for use in
a FlexPod environment. The steps are necessary to provision the Cisco UCS B-Series and C-Series servers
and should be followed precisely to avoid improper configuration.

Cisco UCS Fabric Interconnect A

To configure the Cisco UCS for use in a FlexPod environment, complete the following steps:

1. Connect to the console port on the first Cisco UCS fabric interconnect.

Enter the configuration method: gui
Physical switch MgmtO IP address: <ucsa-mgmt-ip>
Physical switch MgmtO IPv4 netmask: <ucsa-mgmt-mask>

IPv4 address of the default gateway: <ucsa-mgmt-gateway>

2. Using a supported web browser, connect to http://<ucsa-mgmt-1ip>, accept the security prompts, and
click the ‘Express Setup’ link under HTML.

3. Select Initial Setup and click Submit.
4. Select Enable clustering, Fabric A, and IPv4.
5. Fillin the Virtual IP Address with the UCS cluster IP.

6. Completely fill in the System setup section. For system name, use the overall UCS system name. For the
Mgmt IP Address, use <ucsa-mgmt-ip>.
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Cisco UCS Manager Initial Setup

Cluster and Fabric setup

* Enable clustering
Standalone mode
Synchronize

Fabric Setup: * Fabric A " Fabric B
® IPv4
IPv6
Virtual IP Address: 192 L[168 .1 .50

— System setup

Enforce strong password?: * Yes (' No

System name: a02-6332

Admin Password: ~ |seeseeme Confirm Admin password: ~ |ssssseee

Mgmt IP Address: 192 . 168 |. |1 .48 Mgmt IP Netmask: 255 |.|255 .|255 .0

Default Gateway: 192 . 168 .1 . 254

DNS Server IP: 10 .1 .156 . 250 Domain Name : :flexpod.cisco‘corﬂ
—UCS Central ged environment

UCS Central IP: - L 5 Shared Secret:

Submit || Reset

7. Click Submit.

Cisco UCS Fabric Interconnect B
To configure the Cisco UCS for use in a FlexPod environment, complete the following steps:
1. Connect to the console port on the second Cisco UCS fabric interconnect.
Enter the configuration method: gui
Physical switch MgmtO IP address: <ucsb-mgmt-ip>
Physical switch Mgmt0O IPv4 netmask: <ucsb-mgmt-mask>

IPv4 address of the default gateway: <ucsb-mgmt-gateway>

2. Using a supported web browser, connect to http://<ucsb-mgmt-ip>, accept the security prompts, and
click the ‘Express Setup’ link under HTML.

3. Under System setup, enter the Admin Password entered above and click Submit.

4. Enter <ucsb-mgmt-ip> for the Mgmt IP Address and click Submit.
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Cisco UCS Setup

Log in to Cisco UCS Manager

To log in to the Cisco Unified Computing System (UCS) environment, complete the following steps:

1. Open a web browser and navigate to the Cisco UCS fabric interconnect cluster address.

# You may need to wait at least 5 minutes after configuring the second fabric interconnect for Cisco UCS
Manager to come up.

2. Click the Launch UCS Manager link under HTML to launch Cisco UCS Manager.

3. If prompted to accept security certificates, accept as necessary.

4. When prompted, enter admin as the user name and enter the administrative password.
5. Click Login to log in to Cisco UCS Manager.

Upgrade Cisco UCS Manager Software to Version 3.2(1d)

This document assumes the use of Cisco UCS 3.2(1d). To upgrade the Cisco UCS Manager software and
the Cisco UCS Fabric Interconnect software to version 3.2(1d), refer to Cisco UCS Manager Install and
Upgrade Guides.

Anonymous Reporting

To create anonymous reporting, complete the following step:

1. In the Anonymous Reporting window, select whether to send anonymous data to Cisco for improving fu-
ture products. If you select Yes, enter the IP address of your SMTP Server. Click OK.

Anonymous Reporting

Cisco Systems, Inc. will be collecting feature configuration and usage statistics which will be
sent to Cisco Smart Call Home server anonymaously. This data helps us prioritize the features
and improvements that will most benefit our customers.

If you decide to enable this feature in future, you can do so from the " Anonymous Reporting”
in the Call Home sethings under the Admin tab.

Do you authorize the disclosure of this information to Cisco Smart CallHome?

Yes MNo

Don't show this message again.

Cancel
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Configure Cisco UCS Call Home

It is highly recommended by Cisco to configure Call Home in Cisco UCS Manager. Configuring Call Home
will accelerate resolution of support cases. To configure Call Home, complete the following steps:

1. In Cisco UCS Manager, click the Admin icon on the left.
2. Select All > Communication Management > Call Home.
3. Change the State to On.

4. Fill in all the fields according to your Management preferences and click Save Changes and OK to com-
plete configuring Call Home.

Add Block of IP Addresses for KVM Access

To create a block of IP addresses for in band server Keyboard, Video, Mouse (KVM) access in the Cisco UCS
environment, complete the following steps:

1. In Cisco UCS Manager, click the LAN icon on the left.
2. Expand Pools > root > IP Pools.
3. Right-click IP Pool ext-mgmt and select Create Block of IPv4 Addresses.

4. Enter the starting IP address of the block, number of IP addresses required, and the subnet mask and
gateway information.

Create Block of IPv4 Addresses ?

From < | T92.168.1.209 Size :

Subnet Mask : [£95.255.255.0 Default Gateway : |192.168.1.2

Primary DNS : |U-0.0.0 Secondary DNS : [0-0.0.0
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5. Click OK to create the block.
6. Click OK in the confirmation message.

Synchronize Cisco UCS to NTP

To synchronize the Cisco UCS environment to the NTP servers in the Nexus switches, complete the
following steps:

1. In Cisco UCS Manager, click the Admin icon on the left.

2. Expand All > Time Zone Management.

3. Select Timezone.

4. In the Properties pane, select the appropriate time zone in the Timezone menu.
5. Click Save Changes, and then click OK.

6. Click Add NTP Server.

7. Enter <global-ntp-ip> and click OK. Click OK on the confirmation.

Add NTP Server ?

NTP Server: [ 192.168.1.254|

8. Add any other NTP servers as necessary.

Edit Policy to Automatically Discover Server Ports

If the UCS Port Auto-Discovery Policy is enabled, server ports will discovered automatically. To enable the
Port Auto-Discovery Policy, complete the following steps:

1. In Cisco UCS Manager, click the Equipment icon on the left and select Equipment in the second list.

2. In the right pane, click the Policies tab.
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3. Under Policies, select the Port Auto-Discovery Policy tab.

4. Under Properties, set Auto Configure Server Port to Enabled.

Equipment
Main Topology View Fabnic Interconnects Servers Therma Decommissionsad Firmware Management Palicies Faults Diagnostics
Global Policies Auteconfig Policies Server Inheritance Policies Server Discovery Policies SEL Palicy Power Groups Port Auto-Discovery Policy
Actions
Properties
Owmer : Local
Auto Configure Server Port - Disabled (#) Enabled

5. Click Save Changes.

6. Click OK.

Edit Chassis Discovery Policy

Setting the discovery policy simplifies the addition of B-Series Cisco UCS chassis and of additional fabric
extenders for further C-Series connectivity. To modify the chassis discovery policy, complete the following

steps:

1. In Cisco UCS Manager, click the Equipment icon on the left and select Equipment in the second list.

2. In the right pane, click the Policies tab.

3. Under Global Policies, set the Chassis/FEX Discovery Policy to match the minimum number of uplink
ports that are cabled between the chassis or fabric extenders (FEXes) and the fabric interconnects.

4. Set the Link Grouping Preference to Port Channel. If Backplane Speed Preference appears, leave it set at
40G. If the environment being setup contains a large amount of multicast traffic, and the Multicast
Hardware Hash setting appears, set the Multicast Hardware Hash setting to Enabled.
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Equipment

Main Topology View Fabne Interconnects Servers Therma Decommissicned Firmware Management Policie

Global Policies Autoconfig Policies Server Inheritance Policies Server Discovery Policies SEL Policy Power Groups

Chassis/FEX Discovery Policy

Action - |2 Link L
Link Grouping Preference : Mone (&) Port Channel

Backplans Speed Preference @ (o) 405G Ax10G

5. Click Save Changes.
6. Click OK.

Verify Server and Enable Uplink Ports

To enable server and uplink ports, complete the following steps:

1. In Cisco UCS Manager, click the Equipment icon on the left.
2. Expand Equipment > Fabric Interconnects > Fabric Interconnect A (primary) > Fixed Module.
3. Expand and select Ethernet Ports.

4. On the right, verify that the ports that are connected to the chassis, Cisco FEX, and direct connect UCS
C-Series servers are configured as Server ports. If any Server ports are not configured correctly, right-
click them, and select “Configure as Server Port.” Click Yes to confirm server ports and click OK.

# In lab testing, for C220M4 servers with VIC 1385 PCIE cards, it has been necessary to manually config-
ure Server ports.

5. Verify that the ports connected to the chassis, C-series servers and Cisco FEX are now configured as
server ports.

6. Select the ports that are connected to the Cisco Nexus 9332 switches, right-click them, and select Con-
figure as Uplink Port.

b The last 6 ports (ALE) of the UCS 6332 and UCS 6332-16UP FIs require the use of active (optical) or
AOC cables when connected to a Nexus 9332. It may also be necessary to remove and reinsert these
cables on the switch end to get them to come up the first time.

7. Click Yes to confirm uplink ports and click OK.

8. Select Equipment > Fabric Interconnects > Fabric Interconnect B (subordinate) > Fixed Module.
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9. Expand and select Ethernet Ports.

10. On the right, verify that the ports that are connected to the chassis, Cisco FEX, and direct connect UCS
C-Series servers are configured as Server ports. If any Server ports are not configured correctly, right-
click them, and select “Configure as Server Port.” Click Yes to confirm server ports and click OK.

# In lab testing, for C220M4 servers with VIC 1385 PCIE cards, it has been necessary to manually config-
ure Server ports.

11. Verify that the ports connected to the chassis, C-series servers and Cisco FEX are now configured as
server ports.

12. Select the ports that are connected to the Cisco Nexus switches, right-click them, and select Configure
as Uplink Port.

# The last 6 ports (ALE) of the UCS 6332 and UCS 6332-16UP FlIs require the use of active (optical) or
AOC cables when connected to a Nexus 9332. It may also be necessary to remove and reinsert these
cables on the switch end to get them to come up the first time.

13. Click Yes to confirm the uplink ports and click OK.

Acknowledge Cisco UCS Chassis and FEX

To acknowledge all Cisco UCS chassis and any external 2232 FEX modules, complete the following steps:

1. In Cisco UCS Manager, click the Equipment icon on the left.
2. Expand Chassis and select each chassis that is listed.

3. Right-click each chassis and select Acknowledge Chassis.

Acknowledge Chassis

Are you sure you want to acknowledge Chassis 1 7
This operation will rebuild the network connectivity between the Chassis and the Fabrics it is connected to.
Currently there are 2 active links to Fabric A and there are 2 active links to Fabric B.

Yes Mo

4. Click Yes and then click OK to complete acknowledging the chassis.

5. If Nexus FEX are part of the configuration, expand Rack Mounts and FEX.
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6.

7.

Right-click each FEX that is listed and select Acknowledge FEX.

Click Yes and then click OK to complete acknowledging the FEX.

Re-Acknowledge Any Inaccessible C-Series Servers

If any C-Series servers show an Inaccessible Status, complete the following steps:

1.

2.

3.

In Cisco UCS Manager, click the Equipment icon on the left.
Under Equipment > Rack Mounts, expand Servers.

If any of the servers have a status of Inaccessible, right-click the server and select Server Maintenance.
Select Re-Acknowledge and click OK. Click Yes and OK. The server should then be Discovered properly.

Create Uplink Port Channels to Cisco Nexus 9332 Switches

To configure the necessary port channels out of the Cisco UCS environment, complete the following steps:

1.

In Cisco UCS Manager, click the LAN icon on the left.

# In this procedure, two port channels are created: one from fabric A to both Cisco Nexus 9332 switches

and one from fabric B to both Cisco Nexus 9332 switches.

10.

11.

12.

13.

14.

Under LAN > LAN Cloud, expand the Fabric A tree.

Right-click Port Channels.

Select Create Port Channel.

Enter 139 as the unique ID of the port channel.

Enter Po139-ACI as the name of the port channel.

Click Next.

Select the ports connected to the Nexus switches to be added to the port channel:
Click >> to add the ports to the port channel.

Click Finish to create the port channel.

Click OK.

Expand Port Channels and select Port-Channel 139. Since the vPC has already been configured in the
ACI fabric, this port channel should come up.

In the navigation pane, under LAN > LAN Cloud, expand the fabric B tree.
Right-click Port Channels.
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15. Select Create Port Channel.

16. Enter 140 as the unique ID of the port channel.

17. Enter Po140-ACI as the name of the port channel.

18. Click Next.

19. Select the ports connected to the Nexus switches to be added to the port channel:
20. Click >> to add the ports to the port channel.

21. Click Finish to create the port channel.

22. Click OK.

23. Expand Port Channels and select Port-Channel 140. Since the vPC has already been configured in the
ACI fabric, this port channel should come up.

Create an IQN Pool for iISCSI Boot

To configure the necessary IQN pool for the Cisco UCS environment, complete the following steps on Cisco
UCS Manager.

P

Select the SAN icon on the left.

N

Select Pools > root.

3. Right-click IQN Pools under the root organization.

4. Select Create IQN Suffix Pool to create the IQN pool.
5. Enter IQN-Pool for the name of the IQN pool.

6. Optional: Enter a description for the IQN pool.

7. Enter ign.2010-11.com.flexpod for the Prefix

8. Select Sequential for Assignment Order.
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9. Click Next.

10. Click Add.

Create IQN Suffix Pool ? X

IOM-Pool

Define Name and Description Mame
Description :
Add IQN Blocks
Prefix

:|ign.2010-11.com.flexpod|

IOM Prefix must have the following format: ign.yyyy=-mm.naming-authority,
where naming-authonty 15 usually the reverse syntax of the Internet domain
name of the naming authonty.

Assignment Order : | Default (o) Sequential |

Next > Cancel

11. Enter a name to identify the individual UCS host for the Suffix.

12. Enter 1 for the From field.

13. Specify a size of the IQN block sufficient to support the available server resources.
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Create a Block of IQN Suffixes 7 X

Suffix : | a02-6332-host

From : |1

i

14. Click OK.
15. Click Finish and OK to complete creating the IQN pool.

Create iSCSI Boot IP Address Pools

To configure the necessary iSCSI IP Address pools for the Cisco UCS environment, complete the following
steps:

1. In Cisco UCS Manager, click the LAN icon on the left.

2. Select Pools > root.

3. In this procedure, two IP pools are created, one for each switching fabric.
4. Right-click IP Pools under the root organization.

5. Select Create IP Pool to create the IP pool.

6. Enter iSCSI-IP-Pool-A as the name of the first IP pool.

7. Optional: Enter a description for the IP pool.

8. Select Sequential for Assignment Order.
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Create IP Pool 5
Define Name and Description MName . ISCSI-IP-Pool-A
Description

Add IPv4 Blocks

Assignment Order : Default (@) Sequential

Add IPv6 Blocks

Next > Cancel

9. Click Next.
10. Click Add to add a Block of IPs to the pool.

11. Specify a starting IP address and subnet mask in the subnet for iISCSI boot on Fabric A. It is not neces-
sary to specify the Default Gateway or DNS server addresses.

12. Specify a size for the IP pool that is sufficient to support the available blade or server resources.
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- — -
Create Block of IPv4 Addresses y
From . [192.168.12.201 Size - [ :

Subnet Mask : |295.255.255.0 Default Gateway : |0-0.0.0

Primary DNS - (0.0.0.0 Secondary DNS - [0.0.0.0

13. Click OK.

14. Click Next.

15. Click Finish.

16. In the confirmation message, click OK.

17. Right-click IP Pools under the root organization.
18. Select Create IP Pool to create the IP pool.

19. Enter iSCSI-IP-Pool-B as the name of the second IP pool.
20. Optional: Enter a description for the IP pool.

21. Select Sequential for Assignment Order

22. Click Next.

23. Click Add to add a Block of IPs to the pool.

24. Specify a starting IP address and subnet mask in the subnet for iISCSI boot on Fabric B. It is not neces-
sary to specify the Default Gateway or DNS server addresses.

25. Specify a size for the IP pool that is sufficient to support the available blade or server resources.
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- ~ -
Create Block of IPv4 Addresses ?
From - [192.768.22.2 Size - [7§ 2

Subnet Mask : |295.255.255.0 Default Gateway - |0-0.0.0

Primary DNS : |0-0.0.0 Secondary DNS ¢ |0.0.0.0

26. Click OK.

27. Click Next.

28. Click Finish.

29. In the confirmation message, click OK.

Create MAC Address Pools

To configure the necessary MAC address pools for the Cisco UCS environment, complete the following
steps:

1. In Cisco UCS Manager, click the LAN icon on the left.

2. Select Pools > root.

# In this procedure, two MAC address pools are created, one for each switching fabric.

3. Right-click MAC Pools under the root organization.
4. Select Create MAC Pool to create the MAC address pool.
5. Enter MAC-Pool-A as the name of the MAC pool.

6. Optional: Enter a description for the MAC pool.
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7. Select Sequential as the option for Assignment Order.
8. Click Next.
9. Click Add.

10. Specify a starting MAC address.

# For the FlexPod solution, the recommendation is to place OA in the next-to-last octet of the starting
MAC address to identify all of the MAC addresses as fabric A addresses. In our example, we have also
embedded the cabinet number (A2) information giving us 00:25:B5:A2:0A:00 as our first MAC address.

11. Specify a size for the MAC address pool that is sufficient to support the available blade or server re-
sources assuming that multiple vNICs can be configured on each server.

Create a Block of MAC Addresses ? X

First MAC Address : | 00:25:B5:A2:0A:00 Size 1 | 64 -

To ensure unigueness of MACs in the LAN fabric, you are strongly encouraged to use the following MAC
prefx:
00:25:B5:00xx:nx

12. Click OK.

13. Click Finish.

14. In the confirmation message, click OK.

15. Right-click MAC Pools under the root organization.

16. Select Create MAC Pool to create the MAC address pool.
17. Enter MAC-Pool-B as the name of the MAC pool.

18. Optional: Enter a description for the MAC pool.

19. Select Sequential as the option for Assignment Order.
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20. Click Next.
21. Click Add.

22. Specify a starting MAC address.

# For the FlexPod solution, the recommendation is to place OA in the next-to-last octet of the starting
MAC address to identify all of the MAC addresses as fabric A addresses. In our example, we have also
embedded the cabinet number (A2) information giving us 00:25:B5:A2:0A:00 as our first MAC address.

23. Specify a size for the MAC address pool that is sufficient to support the available blade or server re-
sources.

24. Click OK.
25. Click Finish.
26. In the confirmation message, click OK.

Create UUID Suffix Pool

To configure the necessary universally unique identifier (UUID) suffix pool for the Cisco UCS environment,
complete the following steps:

1. In Cisco UCS Manager, click the Servers icon on the left.

2. Select Pools > root.

3. Right-click UUID Suffix Pools.

4. Select Create UUID Suffix Pool.

5. Enter UUID-Pool as the name of the UUID suffix pool.

6. Optional: Enter a description for the UUID suffix pool.

7. Keep the prefix at the derived option.

8. Select Sequential for the Assignment Order.

9. Click Next.

10. Click Add to add a block of UUIDs.

11. Keep the From field at the default setting. Optionally, specify identifiers such as UCS location.
12. Specify a size for the UUID block that is sufficient to support the available blade or server resources.

13. Click OK.
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14. Click Finish.

15. Click OK.

Create Server Pool

To configure the necessary server pool for the Hyper-V management environment, complete the following
steps:

# Consider creating unique server pools to achieve the granularity that is required in your environment.

1. In Cisco UCS Manager, click the Servers icon on the left.

2. Select Pools > root.

3. Right-click Server Pools.

4. Select Create Server Pool.

5. Enter Hyper-V-MGMT-Pool as the name of the server pool.

6. Optional: Enter a description for the server pool.

7. Click Next.

8. Select two (or more) servers to be used for the Hyper-V management cluster and click >> to add them
to the Hyper-V-MGMT-Pool server pool.

9. Click Finish.

10. Click OK.

Create VLANs

To configure the necessary virtual local area networks (VLANS) for the Cisco UCS environment, complete the
following steps:

1.

In Cisco UCS Manager, click the LAN icon on the left.

# In this procedure, seven unique and 100 sequential VLANs are created. See Table 2

# Note that MS-LVMN, MS-Cluster and MS-Infra-SMB VLANS are configured here in the UCS and will be

in place if needed on the manually created Hyper-V Virtual Switch. It is not necessary here to configure
the actual VLAN or add it to the vNIC interfaces, but it does not hurt to configure these.

122



Server Configuration

2. Select LAN > LAN Cloud.

3. Right-click VLANS.

4. Select Create VLANS.

5. Enter Native-VLAN as the name of the VLAN to be used as the native VLAN.
6. Keep the Common/Global option selected for the scope of the VLAN.

7. Enter the native VLAN ID <2>.

8. Keep the Sharing Type as None.

9. Click OK and then click OK again.

Create VLANs 4
VLAN Mame/Prefix | Native-VLAN
Multicast Policy Mame : | <not set> v Create Multicast Policy

o) Common/Global Fabric A Fabric B Both Fabrics Configured Differently

You are creating global VLANs that map to the same VLAN IDs in all available fabrics.
Enter the range of VLAN IDs.{e.q. " 2009-2019", "29,35,40-45", " 23", " 23, 34-45")

VLAN IDs: | 2|

Sharing Type : |(®) None Primary Isolatec Community

Check Overlap o Cancel

10. Expand the list of VLANSs in the navigation pane, right-click the newly created Native-VLAN and select
Set as Native VLAN.

11. Click Yes and then click OK.
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12. Right-click VLANSs.

13. Select Create VLANs

14. Enter MS-Core-Services as the name of the VLAN to be used for management traffic.
15. Keep the Common/Global option selected for the scope of the VLAN.

16. Enter the UCS Core Services VLAN ID <318>.

17. Keep the Sharing Type as None.

18. Click OK, and then click OK again.

19. Right-click VLANS.

20. Select Create VLANSs

21. Enter MS-IB-MGMT as the name of the VLAN to be used for management traffic.
22. Keep the Common/Global option selected for the scope of the VLAN.

23. Enter the UCS In-Band management VLAN ID <418>.

24. Keep the Sharing Type as None.

25. Click OK, and then click OK again.

26. Right-click VLANSs.

27. Select Create VLANS.

28. Enter MS-Infra-SMB as the name of the VLAN to be used for SMB File share.
29. Keep the Common/Global option selected for the scope of the VLAN.

30. Enter the UCS SMB File Share VLAN ID <3153>.

31. Keep the Sharing Type as None.

32. Click OK, and then click OK again.

33. Right-click VLANS.

34. Select Create VLANS.

35. Enter MS-Infra-iSCSI-A as the name of the VLAN to be used for UCS Fabric A iSCSI boot.

36. Keep the Common/Global option selected for the scope of the VLAN.
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37. Enter the UCS Fabric A iSCSI boot VLAN ID <3112>.

38. Keep the Sharing Type as None.

39. Click OK, and then click OK again.

40. Right-click VLANSs.

41. Select Create VLANS.

42. Enter MS-Infra-iSCSI-B as the name of the VLAN to be used for UCS Fabric B iSCSI boot.
43. Keep the Common/Global option selected for the scope of the VLAN.
44. Enter the UCS Fabric B iSCSI boot VLAN ID <3122>.

45, Keep the Sharing Type as None.

46. Click OK, and then click OK again.

47. Right-click VLANS.

48. Select Create VLANS.

49. Enter MS-LVMN as the name of the VLAN to be used for Live Migration.
50. Keep the Common/Global option selected for the scope of the VLAN.
51. Enter the Live Migration VLAN ID <906>.

52. Keep the Sharing Type as None.

53. Click OK, and then click OK again.

54. Right-click VLANSs.

55. Select Create VLANS.

56. Enter MS-Cluster as the name of the VLAN to be used for Cluster communication network.
57. Keep the Common/Global option selected for the scope of the VLAN.
58. Enter the Cluster network VLAN ID <907>.

59. Keep the Sharing Type as None.

60. Click OK, and then click OK again.

61. Right-click VLANSs.
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62. Select Create VLANS.

63. Enter ACI-System as the name of the VLAN to be used for OpFlex communication to the Hyper-V Virtual
Switch.

64. Keep the Common/Global option selected for the scope of the VLAN.

65. Enter the ACI System VLAN ID <4093>.

# The ACI system VLAN ID can be determined by using ssh to connect to the APIC CLI and typing “ifcon-
fig | grep bond0”. You should see a bond0.xxxx interface listed. The xxxx is the ACI system VLAN id.

66. Keep the Sharing Type as None.

67. Click OK, and then click OK again.

68. Right-click VLANSs.

69. Select Create VLANS.

70. Enter Virtual-Switch-Pool as the prefix for this VLAN pool.

71. Keep the Common/Global option selected for the scope of the VLAN.

72. Enter a range of 100 VLANs for VLAN ID. <1200-1299> was used in this validation.
73. Keep the Sharing Type as None.

74. Click OK and then click OK again.

Modify Default Host Firmware Package

Firmware management policies allow the administrator to select the corresponding packages for a given
server configuration. These policies often include packages for adapter, BIOS, board controller, FC adapters,
host bus adapter (HBA) option ROM, and storage controller properties.

To specify the UCS 3.2(1d) release for the Default firmware management policy for a given server
configuration in the Cisco UCS environment, complete the following steps:

1. In Cisco UCS Manager, click the Servers icon on the left.
2. Select Policies > root.

3. Expand Host Firmware Packages.

4. Select default.

5. In the Actions pane, select Modify Package Versions.

6. Select the version 3.2(1d) for both the Blade and Rack Packages.
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Modify Package Versions X
Blade Package : |3.2(1d)B v |
Rack Package - [3.2(1d)C v |
Service Pack - [=not sst= v

The images from Service Pack will take precedence over the images from Blade or Rack Package

Excluded Components:

| |Addpter

[ ] BlOS

| | Board Controller

[ ] cmc

| |FGAddpterb

| | Flex Flash Controller
| | GPUs

|| HBA Option ROM

[ | Host NIC

|| Host NIC Option ROM
|\.r| Local Disk

] PsU

| | S5A5 Expander

0K Apply Cancel Help

7. Click OK then click OK again to modify the host firmware package.

Set Jumbo Frames in Cisco UCS Fabric

To configure jumbo frames and enable quality of service in the Cisco UCS fabric, complete the following
steps:
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1. In Cisco UCS Manager, click the LAN icon on the left.

2. Select LAN > LAN Cloud > QoS System Class.

3. Inthe right pane, click the General tab.

4. On the Best Effort row, enter 9216 in the box under the MTU column.
5. Click Save Changes in the bottom of the window.

6. Click OK.

LAN / LAN Cloud / QoS System Class

Priority Enabled CoS Packet Weight Weight MTU Multicast
Drop (%) Optimized

Platinum 5 v N/A normal v

Gold 4 < g v N/A normal v

Silver 2 d a v NIA normal v

Bronze 1 td v N/A normal v

Best Any v 50 9216 v

Effort :

Fibre 3 5 v 50 N/A

Channel

Create Local Disk Configuration Policy (Optional)

A local disk configuration for the Cisco UCS environment is necessary if the servers in the environment do
not have a local disk.

# This policy should not be used on servers that contain local disks.

To create a local disk configuration policy, complete the following steps:

1. In Cisco UCS Manager, click the Servers icon on the left.

2. Select Policies > root.

3. Right-click Local Disk Config Policies.

4. Select Create Local Disk Configuration Policy.

5. Enter SAN-Boot as the local disk configuration policy name.
6. Change the mode to No Local Storage.

7. Click OK to create the local disk configuration policy.
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Create Local Disk Configuration Policy -
MName SAN-Boot
Description
Mode Mo Local Storage v
FlexFlash
FlexFlash State {®) Disable () Enable
If FlexFlash State i disabled, S0 cards will become unavailable immediately.
Please ensure SD cards are not in use before disabling the FlexFlash State.
FlexFlash RAID Reporting State : |(e) Disable () Enable
n Cancel

8. Click OK.
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Create Network Control Policy for Cisco Discovery Protocol (CDP) and Link Layer Discovery
Protocol (LLDP)

To create a network control policy that enables CDP and LLDP on virtual network ports, complete the
following steps:

1. In Cisco UCS Manager, click the LAN icon on the left.

2. Select Policies > root.

3. Right-click Network Control Policies.

4. Select Create Network Control Policy.

5. Enter Enable-CDP-LLDP as the policy name.

6. For CDP, select the Enabled option.

7. For LLDP, scroll down and select Enabled for both Transmit and Receive.

8. Click OK to create the network control policy.
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Create Network Control Policy ?

chP : | Disabled () Enabled

MAC Register Mode - |(®) Only Native Vian () All Host Vians

Action on Uplink Fail : |(®) Link Down () Warning

MAC Security
Forge : ﬁ Allow Deny
LLDP
Transmit : | ) Disabled (®) Enabled
Receive : | ) Disabled (®) Enabled
o Cancel
9. Click OK.

Create Power Control Policy

To create a power control policy for the Cisco UCS environment, complete the following steps:

1. In Cisco UCS Manager, click the Servers icon on the left.
2. Select Policies > root.

3. Right-click Power Control Policies.

4. Select Create Power Control Policy.

5. Enter No-Power-Cap as the power control policy name.
6. Change the power capping setting to No Cap.

7. Click OK to create the power control policy.
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8. Click OK.
Create Power Control Policy ? X
Name - | No-Power-Cap

Description

Fan Speed Policy : [ Any v
Power Capping

If you choose cap, the server is allocated a certain amount of power based on its priority
within its power group. Priority values range from 1 to 10, with 1 being the highest priority. If
you choose no-cap, the server is exempt from all power capping.

(@i Mo Cap () cap

Cisco UCS Manager only enforces power capping when the servers in a power group require
more power than is currently available. With sufficient power, all servers run at full capacity
regardless of their priority.

o Cancel

Create Server Pool Qualification Policy (Optional)

To create an optional server pool qualification policy for the Cisco UCS environment, complete the following
steps:

‘& This example creates a policy for Cisco UCS B-Series and Cisco UCS C-Series servers with the Intel
E2660 v4 Xeon Broadwell processors.

1. In Cisco UCS Manager, click the Servers icon on the left.
2. Select Policies > root.
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8.

9.

Right-click Server Pool Policy Qualifications.
Select Create Server Pool Policy Qualification.
Name the policy UCS-Broadwell.

Select Create CPU/Cores Qualifications.
Select Xeon for the Processor/Architecture.
Enter UCS-CPU-E52660E as the PID.

Click OK to create the CPU/Core qualification.

10. Click OK to create the policy then OK for the confirmation.

Create CPU/Cores Qualifications

Processor Architecture ;| Xeon v PID (RegEx) - |UCS-CPU-E52660E|

Min Mumber of Cares . |(e) Unspecified select Max Number of Cores  : |(®) Unspecified
Min Number of Threads : |(®) Unspecified select Max Number of Threads : |(#) Unspecified
CPU Speed (MHz) o |i®) Unspecified select CPU Stepping : |'®) Unspecified

Create Server BIOS Policy

?

selact
selact

select

To create a server BIOS policy for the Cisco UCS environment, complete the following steps:

1.

2.

In Cisco UCS Manager, click the Servers icon on the left.

Select Policies > root.
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3. Right-click BIOS Policies.

4. Select Create BIOS Policy.

5. Enter Virtual-Host as the BIOS policy name.

6. Click OK.

7. Expand BIOS Policies and Select Virtual-Host.

8. On the right, change the Quiet Boot setting to Disabled.

9. Change CDN Control to Enabled.

Mame

. Virtual-Host

Description

Owner

: Local

Reboot on BIOS Settings Change :

Advanced

Filter Export Print

10. Click Save Changes and OK.

11. Click the Advanced tab and then the Processor tab.

12. Set the following within the Processor tab:

a.
b.

o o

g.

Processor C State -> Disabled
Processor C1E -> Disabled
Processor C3 Report -> Disabled
Processor C7 Report -> Disabled
Energy Performance -> Performance
Frequency Floor Override -> Enabled

DRAM Clock Throttling -> Performance

13. Click Save Changes and OK.

14. Click the RAS Memory tab and select:
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a. LV DDR Mode -> Performance-Mode

Servers |/ Policies / root / BIOS Policies / Virtual-Host

Mair Advanced Boot Options Server Management Events
Processor ntel Directed 10 RAS Memory Serial Port USBE PCI QP LOM and PCle Slots Trusted Platform Graphics Configuration

T, Advanced Filter 4 Export o Print

BIOS Tokens Settings

Platform Default

Platform Default

e Mode

Mirraring Mode Platform Default

MNUMA optimized Platform Default

Memory RAS configuration Platform Default
15. Click Save Changes and OK.

Update the Default Maintenance Policy

To update the default Maintenance Policy, complete the following steps:

1. In Cisco UCS Manager, click the Servers icon on the left.
2. Select Policies > root.

3. Select Maintenance Policies > default.

4. Change the Reboot Policy to User Ack.

5. Select “On Next Boot” to delegate maintenance windows to server administrators.

Servers / Policies / root / Maintenance Policies / default

General Events
Actions Properties
Mame . default
Show Palicy Usage Description
Owner . Local
Soft Shutdown Timer ;| 150 Secs v
Storage Config. Deployment Policy : Immediate (8 User Ack
Reboot Policy : Immediate (®) User Ack Tumer Automatic

| On Next Boot{ Apply pending changes at next reboot )

6. Click Save Changes.
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7. Click OK to accept the change.

Create VNIC Templates

To create multiple virtual network interface card (vNIC) templates for the Cisco UCS environment, complete
the following steps. A total of 6 vNIC Templates will be created.

Create Infrastructure vNICs Templates

1. In Cisco UCS Manager, click the LAN icon on the left.
2. Select Policies > root.

3. Right-click vNIC Templates.

4. Select Create vNIC Template.

5. Enter Infra-Host-A as the vNIC template name.

6. Keep Fabric A selected.

7. Do not select the Enable Failover checkbox.

8. Select Primary Template for Redundancy Type.

9. Leave the Peer Redundancy Template set to <not set>.
10. Under Target, make sure that only the Adapter checkbox is selected.
11. Select Updating Template as the Template Type.

12. Under VLANS, select the checkboxes for MS-Cluster, MS-Core-Services, MS-IB-MGMT, MS-Infra-SMB,
and MS-MS-LVMN VLANS.

13. Set MS-IB-MGMT as the native VLAN.
14. Select vNIC Name for the CDN Source.
15. For MTU, enter 9000.

16. In the MAC Pool list, select MAC-Pool-A.

17. In the Network Control Policy list, select Enable-CDP-LLDP.
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Create vNIC Template

B

Select Mame Mative VLAN
ACI-System |:|
default
MS-Cluster
MS-Core-Services

o MS-IB-MGMT »
ME _Infra-iSral- A
Create VLAN
CDM Source o) vMIC Mame User Defined
MTU 9000
MAC Pooal MAC-Pool-A(58/64) ¥
QoS Policy <not set> ¥

Metwork Control Paolicy -

Pin Group

Stats Threshold Policy -

Connection Policies

Enable-CDP-LLDP ¥

=not set> ¥

default

&) Dynamic vNIC 5 usNIC () VMO

Dynamic vMIC Connection Policy @ | <notset>

18. Click OK to create the vNIC template.

19. Click OK.

Create the secondary redundancy template Infra-Host-B:

1. Select the LAN icon on the left.

2. Select Policies > root.
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3. Right-click vNIC Templates.

4. Select Create vNIC Template

5. Enter Infra-Host-B as the vNIC template name.

6. Select Fabric B.

7. Do not elect the Enable Failover checkbox.

8. Set Redundancy Type to Secondary Template.

9. Select Infra-Host-A for the Peer Redundancy Template.

10. In the MAC Pool list, select MAC-Pool-B. The MAC Pool is all that needs to be selected for the Second-
ary Template.

11. Click OK to create the vNIC template.
12. Click OK.

Create iSCSI Boot VNICs

To create iSCSI Boot vNICs, complete the following steps:

1. In Cisco UCS Manager, click the LAN icon on the left.

2. Select Policies > root.

3. Right-click vNIC Templates.

4. Select Create VNIC Template.

5. Enter Infra-iSCSI-A as the vNIC template name.

6. Keep Fabric A selected.

7. Do not select the Enable Failover checkbox.

8. Select No Redundancy for Redundancy Type.

9. Under Target, make sure that only the Adapter checkbox is selected.
10. Select Updating Template as the Template Type.

11. Under VLANS, select the checkbox for MS-Infra-iSCSI-A.
12. Set MS-Infra-iSCSI-A as the native VLAN.

13. Select vNIC Name for the CDN Source.
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14.

15.

16.

17.

18.

For MTU, enter 9000.

In the MAC Pool list, select MAC-Pool-A.

In the Network Control Policy list, select Enable-CDP-LLDP.
Click OK to create the vNIC template.

Click OK.

Create the Infra-iSCSI-B template:

1.

2.

10.

11.

12.

13.

14.

15.

16.

17.

18.

Select the LAN icon on the left.

Select Policies > root.

Right-click vNIC Templates.

Select Create VNIC Template

Enter Infra-iSCsSI-B as the vNIC template name.

Select Fabric B.

Do not elect the Enable Failover checkbox.

Select No Redundancy for Redundancy Type.

Under Target, make sure that only the Adapter checkbox is selected.
Select Updating Template as the Template Type.

Under VLANS, select the checkbox for MS-Infra-iSCSI-B.
Set MS-Infra-iSCSI-B as the native VLAN.

Select vNIC Name for the CDN Source.

For MTU, enter 9000.

In the MAC Pool list, select MAC-Pool-B.

In the Network Control Policy list, select Enable-CDP-LLDP.
Click OK to create the vNIC template.

Click OK.

Create VNIC Templates for APIC-controlled Virtual Switch

To create vVNIC templates for APIC-controlled virtual switch, complete the following steps:
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1. In Cisco UCS Manager, click the LAN icon on the left.

2. Select Policies > root.

3. Right-click vNIC Templates.

4. Select Create VNIC Template.

5. Enter APIC-MS-VS-2 as the vNIC template name.

6. Keep Fabric A selected.

7. Do not select the Enable Failover checkbox.

8. Select Primary Template for Redundancy Type.

9. Leave the Peer Redundancy Template set to <not set>.

10. Under Target, make sure that only the Adapter checkbox is selected.
11. Select Updating Template as the Template Type.

12. Under VLANS, select the checkboxes for ACI-System and all 100 Virtual-Switch-Pool VLANS.
13. Do not set a native VLAN.

14. Select vNIC Name for the CDN Source.

15. For MTU, enter 9000.

16. In the MAC Pool list, select MAC-Pool-A.

17. In the Network Control Policy list, select Enable-CDP-LLDP.
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Create vNIC Template ¥
| VLANS | VAN aroups
Y, Advanced Filter 4 Export & Print -I:l'
Select MName Mative VLAN
v Virtual-Switch-Pool1295 O
o Virtual-Switch-Pool1296
o Virtual-Switch-Pool1297
v Virtual-Switch-Pool1298
i Virtual-Switch-Pool1299
Create VLAN
CDN Source : |(®wNIC Name () User Defined
MTU : | 9000
MAC Pool D MAC-Pool-AlB4/64) »
QoS Policy C | enot set>

Metwork Control Policy © | Enable-CDP-LLDE w

Pin Group o | =not set= A

Stats Threshold Policy © | default

Connection Policies

i) Dynamic vNIC () usNIC () WMQ

Dynamic vMIC Connection Policy © | <not set> w»

o Cancel

18. Click OK to create the vNIC template.
19. Click OK.

Create the secondary redundancy template APIC-MS-VS-B:

1. Select the LAN icon on the left.

2. Select Policies > root.
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3. Right-click vNIC Templates.

4. Select Create vNIC Template

5. Enter APIC-MS-VS-B as the vNIC template name.

6. Select Fabric B.

7. Do not elect the Enable Failover checkbox.

8. Set Redundancy Type to Secondary Template.

9. Select APIC-MS-VS-A for the Peer Redundancy Template.

10. In the MAC Pool list, select MAC-Pool-B. The MAC Pool is all that needs to be selected for the Second-
ary Template.

11. Click OK to create the vNIC template.
12. Click OK.

Create LAN Connectivity Policy for iISCSI Boot

To configure the necessary Infrastructure LAN Connectivity Policy, complete the following steps:

1. In Cisco UCS Manager, click the LAN icon on the left.

2. Select LAN > Policies > root.

3. Right-click LAN Connectivity Policies.

4. Select Create LAN Connectivity Policy.

5. Enter iSCSI-Boot as the name of the policy.

6. Click the upper Add button to add a vNIC.

7. In the Create vNIC dialog box, enter 00-Infra-Host-A as the name of the vNIC.
8. Select the Use VNIC Template checkbox.

9. In the vNIC Template list, select Infra-Host-A.

10. In the Adapter Policy list, select Windows.

11. Click OK to add this vNIC to the policy.
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™
Create vNIC -
Mame : | 00-Infra-Host-A
Use wNIC Template - ¥
Redundancy Pair : Peer Name :
wNIC Template - | Infra-Host-A ¥ Create wNIC Template
Adapter Performance Profile
Adapter Policy : | Windows ¥ Create Ethernet Adapter Policy
o Cancel

12. Click the upper Add button to add another vNIC to the policy.

13. In the Create vNIC box, enter 01-Infra-Host-B as the name of the vNIC.

14. Select the Use vNIC Template checkbox.
15. In the vNIC Template list, select Infra-Host-B.
16. In the Adapter Policy list, select Windows.

17. Click OK to add the vNIC to the policy.

143



Server Configuration

18. Click the upper Add button to add another vNIC to the policy.

19. In the Create vNIC box, enter 02-Infra-iSCSI-A as the name of the vNIC.
20. Select the Use vNIC Template checkbox.

21. In the vNIC Template list, select Infra-iSCSI-A.

22. In the Adapter Policy list, select Windows.

23. Click OK to add the vNIC to the policy.

24. Click the upper Add button to add another vNIC to the policy.

25. In the Create VNIC box, enter 03-Infra-iSCSI-B as the name of the vNIC.
26. Select the Use VNIC Template checkbox.

27. In the vNIC Template list, select Infra-iSCSI-B.

28. In the Adapter Policy list, select Windows.

29. Click OK to add the vNIC to the policy.

30. Click the upper Add button to add another vNIC to the policy.

31. In the Create VNIC box, enter 04-APIC-MS-VS-A as the name of the vNIC.
32. Select the Use vNIC Template checkbox.

33. In the vNIC Template list, select APIC-MS-VS-A.

34. In the Adapter Policy list, select Windows.

35. Click OK to add the vNIC to the policy.

36. Click the upper Add button to add another vNIC to the policy.

37. In the Create vNIC box, enter 05-APIC-MS-VS-B as the name of the vNIC.
38. Select the Use vNIC Template checkbox.

39. In the vNIC Template list, select APIC-MS-VS-B.

40. In the Adapter Policy list, select Windows.

41. Click OK to add the vNIC to the policy.

42. Expand the Add iSCSI vNICs section.
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43. Click the lower Add button to add an iSCSI boot vNIC to the policy.

44. In the Create iSCSI vNIC box, enter 1SCSI-Boot-A as the name of the vNIC.
45, Select 02-Infra-iSCSI-A for the Overlay vNIC.

46. Select the default iISCSI Adapter Policy.

47. MS-Infra-iSCSI-A (native) should be selected as the VLAN.

48. Do not select anything for MAC Address Assignment.

— . —
Create iISCSI vNIC ?
Marme : | ISCSI-Boot-A
Owverlay vNIC - |02-Infra-iSCSI-A v
iSCS| Adapter Policy - | default Create 1ISCS| Adapter Policy
WLAM o[ MES-Infra-iSCSI-A (native) v

iSCSI MAC Address

MAC Address Assignment: Select{Mone used by default) T

Create MAC Pool

49. Click OK to add the vNIC to the policy.
50. Click the lower Add button to add an iSCSI boot vNIC to the policy.

51. In the Create iISCSI vNIC box, enter 1iSCSI-Boot-B as the name of the vNIC.
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52. Select 03-Infra-iSCSI-B for the Overlay vNIC.

53. Select the default iISCSI Adapter Policy.

54. MS-Infra-iSCSI-B (native) should be selected as the VLAN.
55. Do not select anything for MAC Address Assignment.

56. Click OK to add the vNIC to the policy.

Create LAN Connectivity Policy

MName : |ISCSI-Boot

Description :

Click Add to specify one or mare vNICs that the server should use to connect to the LAN.

Mame MAC Address Mative VLAN
vNIC 05-APIC-MS-VS-B Dermned
vNIC 04-APIC-MS-VS-A Derived
vNIC 03-Infra-iSCSI-B Derived
vNIC 02-Infra-iSCSI-A Derived
vNIC 01-Infra-Host-B Derived
vNIC 00-Infra-Host-A Derived

() Add
(= Add iSCSI vNICs

MName Owerlay vNIC Name ISCS| Adapter Policy MAC Address
iSCSI vNIC iSCSI-Boot-B 03-Infra-iSCSI-B default Derived
iSCSI vNIC iSCSI-Boot-A 02-Infra-iISCSI-A default Derived

(¥) Add

57. Click OK, then OK again to create the LAN Connectivity Policy.
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Create iSCSI Boot Policies

This procedure applies to a Cisco UCS environment in which two iSCSI logical interfaces (LIFs) are on
cluster node 1 (iscsi_lif01la and iscsi_lif01b) and two iSCSI LIFs are on cluster node 2 (iscsi_lif02a and
fiscsi_lif02b).

Two boot policies are configured in this procedure. The first policy configures the primary target to

be iscsi_lif01a with four SAN paths. The second policy only configures one iSCSI target with one SAN path
for Windows installation.

To create a boot policy for the Cisco UCS environment, complete the following steps:

1. In Cisco UCS Manager, click the Servers icon on the left.

2. Select Policies > root.

3. Right-click Boot Policies.

4. Select Create Boot Policy.

5. Enter iSCSI-Boot as the name of the boot policy.

6. Optional: Enter a description for the boot policy.

7. Keep the Reboot on Boot Order Change option cleared.

8. Expand the Local Devices drop-down list and select Remote CD/DVD.
9. Expand the iSCSI vNICs drop-down list and select Add iSCSI Boot.

10. Enter 1SCSI-Boot-2 in the iSCSI vNIC field.
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Add 15CSI Boot i

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

ISCS] vNIC : iSGSI-BﬁGZ-N

Click OK.

From the iSCSI vNICs drop-down list, select Add iSCSI Boot.
Enter 1SCSI-Boot-B in the iSCSI vNIC field.

Click OK.

Click OK, then click OK again to create the boot policy.
Right-click Boot Policies.

Select Create Boot Policy.

Enter iSCSI-One-Path as the name of the boot policy.
Optional: Enter a description for the boot policy.

Keep the Reboot on Boot Order Change option cleared.
Expand the Local Devices drop-down list and select Remote CD/DVD.

Expand the iSCSI vNICs drop-down list and select Add iSCSI Boot.
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23. Enter 1SCSI-Boot-2 in the iSCSI vNIC field.
24. Click OK.
25. Click OK, then click OK again to create the boot policy.

Create iSCSI Boot Service Profile Templates

In this procedure, one service profile template for installation of Windows on Infrastructure Hyper-V hosts is
created for Fabric A boot.

To create the service profile template, complete the following steps:

1. In Cisco UCS Manager, click the Servers icon on the left.

2. Select Service Profile Templates > root.

3. Right-click root.

4. Select Create Service Profile Template to open the Create Service Profile Template wizard.

5. Enter Install-Win-iSCSI-Host as the name of the service profile template. This service profile tem-
plate is configured to boot from storage node 1 on fabric A.

6. Select the “Updating Template” option.

7. Under UUID, select UUID_Pool as the UUID pool.
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Identify Service Profile Template
Storage Provisioning
Metworking

SAN Connectivity

Zoning

vNIC/vHBA Placement

vMedia Policy

Server Boot Order
Maintenance Policy

Server Assignment

Operational Policies

8. Click Next.

Configure Storage Provisioning

Create Service Profile Template ¥

¥ou must enter a name for the service profile template and specify the template type. You can also specify how a UUID will be assigned to this
template and enter a description.

Name : | Install-Win-iSCSI-Host

The template will be created in the following organization. Its name must be unique within this organization.
‘Where © org-root

The template will be created in the following organization. Its name must be unique within this organization.

Type Initial Template () Updating Template
Specify how the UUID will be assigned to the server associated with the service generated by this template.
uuiD
UUID Assignment: UUID-Pool(64/64) v

The UUID will be assigned from the selected pool.
The availableftotal UUIDs are displayed after the pool name.

Optionally enter a description for the profile. The description can contain information about when and where the service profile should be used.

Next > m Cancel

1. If you have servers with no physical disks, click on the Local Disk Configuration Policy and select the
SAN-Boot Local Storage Policy. Otherwise, select the default Local Storage Policy.

2. Click Next.

Configure Networking Options

1. Keep the default setting for Dynamic vNIC Connection Policy.

2. Select the “Use Connectivity Policy” option to configure the LAN connectivity.

3. Select iSCSI-Boot from the LAN Connectivity Policy drop-down list.

4. Select IQN-Pool from the Initiator Name Assignment drop-down list.
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Create Service Profile Template ¥

Optionally specify LAN configuration information.
Identify Service Profile

Template

Dynamic vNIC Connection Policy:

Select a Policy to use (no Dynamic vNIC Policy by default)

Storage Provisioning

Create Dynamic vNIC Connection Policy

Networking
How would you like to configure LAN connectivity?
SAN Connectivi . .
ty () Simple () Expert (_) No vNICs () Use Connectivity Policy
Zoning LAN Connectivity Pelicy © | isC Create LAN Connectivity Policy
Initiator Name
vNIC/vHBA Placement
Initiator Name Assignment: | IQN-Pool(16/16) v
vMedia Policy Initiator Name :

Create IQN Suffix Pool

Server Boot Order The IQN will be assigned from the selected pool.
The available/total IQNs are displayed after the pool name.
Maintenance Policy

Server Assignment

Operational Policies

< Prev Next > m Cancel

5. Click Next.

Configure SAN Connectivity Options

1. Select the No vHBAS option for the “How would you like to configure SAN connectivity?” field.
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Identify Service Profile
Template

Storage Provisioning

Metworking

SAN Connectivity

Zoning

vNIC/vHBA Placement

vMedia Policy

Server Boot Order

Maintenance Policy

Server Assignment

Operational Policies

2. Click Next.

Configure Zoning Options

1. Click Next.

1. Inthe “Select Placement” list, leave the placement policy as “Let System Perform Placement”.

2. Click Next.

Configure vMedia Policy

Create Service Profile Template

Optionally specify disk policies and SAN configuration information.

How would you like to configure SAN connectivity?

() Simple () Expert (o) No vHBAs () Use Connectivity Policy

This server associated with this service profile will not be connected to a storage area network.

Configure vNIC/HBA Placement

1. Do not select a vMedia Policy.

2. Click Next.

Configure Server Boot Order

1. Select iSCSI-One-Path for Boot Policy.

2. Under Boot Order, expand Boot Order and select the iISCSI-Boot-A row.

3. Select the Set iSCS| Boot Parameters button.
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4. Select iSCSI-IP-Pool-A for the Initiator IP Address Policy.
5. Scroll to the bottom of the window and click Add.

6. Enter the IQN (Target Name) from the Infra-MS-SVM iSCSI Target Name. To get this IQN, ssh into the
storage cluster interface and type “iscsi show”.

7. For IPv4 address, enter the IP address of iscsi_lif01a from the Infra-MS-SVM. To get this IP, ssh into the
storage cluster interface and type “network interface show -vserver Infra-MS-SVM”.

Create 1ISCSI| Static Target ? X

ISCS] Target Mame ¢ | ign.1992-08._com. netapp:!

Priority 1

Port » 1 3260

Authentication Profile © | <not set> v Create iSC5l Authentication Profile
IPvd Address D192 168.12.61

LUM D 0

8. Click OK to complete configuring the iSCSI target.
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Set ISCSI| Boot Parameters ?
Initiator Name
Initiator Name Assignment] <pot set= »
Create ION Suffix Pool
WARNING: The selected pool does not contain any available entities.
You can select it, but it is recommended that you add entities to it.
Initiator Address
Initigtor P Address Policy:| (SCSI-IP-Pool-A[16/16) ¥
IPvd Address - 0.0.0.0
Subnet Mask . 255.255.255.0
Default Gateway : 0.0.0.0
Primary DMS - 0.0.0.0
Secondary ONS : 0.0.0.0
Create IP Pool
The IP address will be automatically assigned from the selected pool.
{®) ISCS| Static Target Interface () iSCSI Auto Target Interface
Mame Priarity Part Authentication Pr...  1SCSI IPV4 Address  LUM Id
ign.1992-08.... 1 3260 192.168.12.61 0
() Add D
Minimum one instance of iSCSI Static Target Interface and maximum two are allowed.
n Cancel
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9. Click OK to complete Setting the iISCSI Boot Parameters.

‘ﬁ At this point, we are only putting in one iISCSI SAN path because the Windows installer does not sup-
port multipathing.

10. Click Next.

Configure Maintenance Policy

To configure the Maintenance Policy, complete the following steps:

1. Change the Maintenance Policy to default.

— .
Create Service Profile Template 7 X
Specify how disruptive changes such as reboots, network interruptions, and firmware upgrades should be applied to the server associated with this
Identify Service Profile service profile.
Template

Storage Provisioning (=) Maintenance Policy

Select a maintenance policy to include with this service profile or create a new maintenance policy that will be accessible to all service profiles.

Networkin 2 P .
g Maintenance Policy:| default v Create Maintenance Policy

SAN Connectivity

Name : default
Zoning Description

Soft Shutdown Timer : 150 Secs
vNIC/vHBA Placement Storage Config. Deployment Policy : User Ack

Reboot Policy . User Ack
vMedia Policy

Server Boot Order
Maintenance Policy
Server Assignment

Operational Policies

< Prev Next > m Cancel

2. Click Next.

Configure Server Assignment

To configure server assignment, complete the following steps:

1. Inthe Pool Assignment list, select Hyper-vV-MGMT-Pool.
2. Select Down as the power state to be applied when the profile is associated with the server.
3. Optional: select “UCS-Broadwell” for the Server Pool Qualification.
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4. Expand Firmware Management at the bottom of the page and select the default policy.

Create Service Profile Template ¥
Optionally specify a server pool for this service profile template.
Identify Service Profile
Template
You can select a server pool you want to associate with this service profile template.
Storage Provisioning Pool Assignment: Hyper-V-MGMT-Pool ¥ | rreate Server Pool
N rki Select the power state to be applied when this profile is associated
etworking with the server.
() Up (®) Down
SAN Connectivity
Zoning The service profile template will be associated with one of the servers in the selected pool.
If desired, you can specify an additional server pool policy qualification that the selected server must meet. To do so, select the qualification from
the list.
vNIC/vHBA Placement
Server Pool Qualification © | UCS-Broadwell v
stric: . - O
vMedia Policy Restrict Migration -
(= Firmware Management (BIOS, Disk Controller, Adapter)
Server Boot Order -

If you select a host firmware policy for this service profile, the profile will update the firmware on the server that it is associated with.

N ) Otherwise the systen uses the firmware already installed on the associated server.
Maintenance Policy
Host Firmware Package: default »

Server Assignment
Create Host Firmware Package

Operational Policies

< Prev Next > m Cancel

5. Click Next.

Configure Operational Policies

To configure the operational policies, complete the following steps:

1. Inthe BIOS Policy list, select Virtual-Host.

2. Expand Power Control Policy Configuration and select No-Power-Cap in the Power Control Policy list.
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3.

4.

Create Service Profile Template ¥

Optionally specify information that affects how the system operates.
Identify Service Profile

Template
(= BIOS Configuration

Storage Provisioning
If you want to override the default BIOS settings, select a BIOS policy that will be associated with this service profile

Metworking BIOS Policy : | Virtual-Host v

SAN Connectivity
(# External IPMI Management Configuration

Zoning
(® Management IP Address

vNIC/vHBA Placement
(® Monitoring Configuration (Thresholds)

vMedia Policy
(=) Power Control Policy Configuration
Server Boot Order X ) - i i R i
Power control policy determines power allocation for a server in a given power group.

Power Control Palicy : | No-Power-Cap v Create Power Control Policy

Maintenance Policy
# Scrub Policy

Server Assignment

Operational Policies # KVM Management Policy

(#® Graphics Card Policy

< Prev m Cancel

Click Finish to create the service profile template.

Click OK in the confirmation message.

Create Multipath Service Profile Template

To create a Service Profile Template with 4 iISCSI SAN paths to be used once multipathing software is
installed in Windows, complete the following steps:

1.

2.

Select the Servers icon on the left.

Expand Service Profile Templates > root.

Right-click the newly-created Service Template Install-Win-iSCSI-Host and select Create a Clone.
Name the clone Hyper-V-iSCSI-Host.

Click OK then OK again to complete creating the clone.

Select the newly cloned Service Template Hyper-V-iSCSI-Host. On the right, select the Boot Order tab.

In the middle of the screen, select iISCSI-Boot-A Primary and click the Set iSCSI Boot Parameters button.
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10.

11.

12.

13.

14.

15.

Scroll to the bottom of the window and select the configured iSCSI static target. Click Info at the bottom
of the screen.

Change the IPv4 Address to the IP address of iscsi_lif02a in the Infra-MS-SVM. To get this address, ssh
into the storage cluster and type “network interface show -vserver Infra-MS-SVM”.

Fully select, right-click and copy the iISCSI Target Name.
Click OK to complete modifying the iSCSI Target.
Click Add.

For the iISCSI Target Name, either paste in the IQN of the Infra-MS-SVM or retrieve it from the storage
cluster. To get this IQN, ssh into the storage cluster and type “iscsi show”.

For the IPv4 Address, enter the IP address of iscsi_lif01a in the Infra-MS-SVM. To get this address, ssh
into the storage cluster and type “network interface show -vserver Infra-MS-SVM”,

Click OK to complete Creating the iSCSI Static Target.
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Set ISCSI| Boot Parameters ?
MName : iSCSI-Boot-A
Authentication Profile - | <not set> ¥ Create iSCSI Authentication Profile
Initiator Name
Imitiator Mame Assignment:] <pot set> v
Create 10N Suffix Pool
WARNING: The selected pool does not contain any available entities.
You can select it, but it is recommended that you add entities to it
Initiator Address
Initiator IP Address Policy:| iSCSI-IP-Pool-A[16/16)
|IPvd Address o 0.0.0.0
Subnet Mask . 255.255.255.0
Default Gateway : 0.0.0.0
Primary DNS - 0.0.0.0
Secondary DNS © 0.0.0.0
Create IP Pool
Reset Initiator Address
The IP address will be automatically assigned from the selected pool.
i) iSCS| Static Target Interface () ISCSI Auto Target Interface
Marme Priority Port Authentication Pr...  1SCSI IPV4 Address  LUN Id
iqn.1992-08.c... 1 3260 192.168.12.62 0
igqn.1992-08.c... 2 3260 192.168.12.61 0
n Cancel
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16.

17.

18.

19.

20.

21.

22.

23.

24,

25.

26.

27.

Click OK then OK again to complete Setting the iSCSI Boot Parameters.

In the middle of the screen, select iISCSI-Boot-B Secondary and click the Set iSCSI Boot Parameters
button.

For the Initiator IP Address Policy, select iISCSI-IP-Pool-B.
Scroll to the bottom of the window and click Add.

For the iSCSI Target Name, either paste in the IQN of the Infra-MS-SVM or retrieve it from the storage
cluster. To get this IQN, ssh into the storage cluster and type “iscsi show”.

For the IPv4 Address, enter the IP address of iscsi_lifO2b in the Infra-MS-SVM. To get this address, ssh
into the storage cluster and type “network interface show -vserver Infra-MS-SVM”.

Fully select, right-click and copy the iISCSI Target Name.
Click OK to complete modifying the iSCSI Target.
Click Add.

For the iSCSI Target Name, either paste in the IQN of the Infra-MS-SVM or retrieve it from the storage
cluster. To get this IQN, ssh into the storage cluster and type “iscsi show”.

For the IPv4 Address, enter the IP address of iscsi_lifO1b in the Infra-MS-SVM. To get this address, ssh
into the storage cluster and type “network interface show -vserver Infra-MS-SVM”,

Click OK to complete Creating the iSCSI Static Target.
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Set ISCSI Boot Parameters ?
Initiator Name
Initiator Mame Assignment:| <pot set> w
Create QM Suffix Pool
WARNING: The selected pool does not contain any available entities.
You can select it, but it is recommended that you add entities to it.
Initiator Address
Initiator IP Address Policy:| iSCS|-Pool-B(16/16)
[Pva Address : 0.0.0.0
Subnet Mask : 255.255.255.0
Default Gateway : 0.0.0.0
Primary DMNS : 0.0.0.0
Secondary DNS © 0.0.0.0
Create IP Pool
The IP address will be automatically assigned from the selected pool.
(w) ISCSI Static Target Interface (1 iISCSI Auto Target Interface
Mame Priority Port Authentication Pr...  iSCSl IPV4 Address  LUN Id
ign.1992-08.... 3260 192.168.22.62 0
ign.1992-08... 2 3260 192.168.22.61 0
(#) Add De
Minimum one instance of iSCSI Static Target Interface and maximum two are allowed.
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28. Click OK then OK again to complete Setting the iSCSI Boot Parameters.

Create Service Profiles

To create service profiles from the service profile template, complete the following steps:

1. Connect to UCS Manager and click the Servers icon on the left.

2. Select Service Profile Templates > root > Service Template Install-Win-iSCSI-Host.
3. Right-click Install-Win-iSCSI-Host and select Create Service Profiles from Template.
4. Enter Hyper-V-MGMT-Host-0 as the service profile prefix.

5. Enter 1 as “Name Suffix Starting Number.”

6. Enter 2 as the “Number of Instances.”

7. Click OK to create the service profiles.

Create Service Profiles From Template ?

Maming Prefix H'-,.'IJE’-U-MGI"-.’T-HDST-D|
Mame Suffix Starting Number - | 1

Mumber of Instances D2

8. Click OK in the confirmation message.
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Storage Configuration - Boot LUNS

_________________________________________________________________________________________________________________________________|
NetApp ONTAP Boot Storage Setup

Create igroups

To create igroups, run the following commands:

igroup create -vserver Infra-MS-SVM -igroup Hyper-V-MGMT-01 -protocol iscsi -ostype windows -
initiator <hyper-v-mgmt-0l-ign>

igroup create -vserver Infra-MS-SVM -igroup Hyper-V-MGMT-02 -protocol iscsi -ostype windows -
initiator <hyper-v-mgmt-02-ign>

igroup create -vserver Infra-MS-SVM -igroup Hyper-V-MGMT-All -protocol iscsi -ostype windows -
initiator <hyper-v-mgmt-0l-ign>, <hyper-v-mgmt-02-ign>

1. To get the management host IQNSs, log in to Cisco UCS Manager and click the Servers icon on the left.

2. Select Servers > Service Profiles > root and the host Service Profile. The host IQN is listed under the
iISCSI vNICs tab on the right.

Map LUNS to igroups

To map LUNSs to igroups, run the following commands:

lun map -vserver Infra-MS-SVM -volume HV boot —-lun MGMT-Win2016-Gold -igroup Hyper-V-MGMT-01 -lun-id
0

lun map -vserver Infra-MS-SVM -volume witness -lun witness -igroup Hyper-V-MGMT-All -lun-id 1

lun map -vserver Infra-MS-SVM -volume iscsi datastore 1 -lun iscsi datastore 1 -igroup Hyper-V-MGMT-
All -lun-id 2

lun map -vserver Infra-MS-SVM -volume iscsi datastore 2 -lun iscsi datastore 2 -igroup Hyper-V-MGMT-
All -lun-id 3
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Microsoft Windows Server 2016 Hyper-V Deployment Procedure

Setting Up Microsoft Windows Server 2016

This section provides detailed instructions for installing Microsoft Windows Server 2016 in a FlexPod
environment. After the procedures are completed, two booted Windows Server 2016 hosts will be
provisioned.

Several methods exist for installing Microsoft Windows Server 2016. These procedures focus on how to use
the built-in keyboard, video, mouse (KVM) console and virtual media features in Cisco UCS Manager to map
remote installation media to individual servers and connect to their boot logical unit numbers (LUNS).

The Cisco UCS IP KVM enables the administrator to begin the installation of the operating system (OS)
through remote media. It is necessary to log in to the UCS environment to run the IP KVM.

To log in to the Cisco UCS environment, complete the following steps:

1. Open a web browser and enter the IP address for the Cisco UCS cluster address. This step launches the
Cisco UCS Manager application.

2. Click the Launch UCS Manager link under HTML to launch the HTML 5 UCS Manager GUI.
3. If prompted to accept security certificates, accept as necessary.

4. When prompted, enter admin as the user name and enter the administrative password.
5. Tolog in to Cisco UCS Manager, click Login.

6. From the main menu, click the Servers icon on the left.

7. Select Servers > Service Profiles > root > Hyper-vV-MGMT-Host-01.

8. On the right under the General tab, select the “>>” icon to the right of “KVM Console”.

9. Follow the prompts to launch the Java KVM console.

10. From the KVM Console, under the Virtual Media tab, select Activate Virtual Devices. Follow the prompts
and select Apply.

11. From the KVM Console, under the Virtual Media tab, select Map CD/DVD.

12. Click Browse.

13. Browse to the Windows Server 2016 installation ISO image file and click Open.
14. Map the image that you just added by selecting Map Device.

15. To boot the server, click the Boot Server icon above the KVM Console tab.
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16. Click OK then OK again to boot the server.

Install Windows Server 2016

To install Windows Server 2016 to the first management host, complete the following steps:

1. On boot, the machine detects the presence of the Windows installation media.
2. After the installer has finished loading, select the relevant region information and click Next.
3. Click Install now.

4. Enter the Product Key and click Next.

o

Select Windows Server 2016 Datacenter (Desktop Experience) and click Next.

# You may optionally remove the GUI after the Hyper-V cluster is operational.

6. After reviewing the EULA, accept the license terms and click Next.
7. Select Custom: Install Windows only (advanced).
8. In the Windows Setup window, select Load driver.

9. Under Virtual Media, select the Windows Server 2016 item to unmap it. Click Yes to complete the un-
mapping.

10. Under Virtual Media, select map CD/DVD.

11. Click Browse and browse to the ucs-bxxx-drivers-windows.3.2.1 iso. Select this iso and click Open.
Click Map Device to map this iso.

12. In the Load driver window, click Browse.

13. Browse to the CD Drive and expand Network > Cisco > VIC > W2K16. Select x64 under W2K16. Click
OK.

14. Back in the Windows Setup window, make sure Cisco VIC Ethernet Interface is selected and click Next.

165



Microsoft Windows Server 2016 Hyper-V Deployment Procedure

@ é,l Windows Setup

Select the driver to install

Cisco VIC Ethernet Interface (EAMetwork\ Ciscot\VICWVW2 K16 04 enichudd.inf)

v Hide drivers that aren't compatible with this computer's hardware.

Browse Bescan Mext
|

15. If you are booting with FC, also load the VIC fNIC storage driver.

16. Two disk drives should now appear in the Windows Setup window. In the Virtual Media menu, unmap
the ucs-bxxx-drivers-windows.3.2.1 iso and remap the Windows Server 2016 installation iso.

17. In the Windows Setup window, click Refresh. Make sure the 200 GB drive is selected and click Next.

18. When Windows is finished installing, enter an administrator password on the settings page and click Fin-
ish.

19. Under Virtual Media, unmap the Windows Server 2016 Installation iso.

Host Renaming and Join to Domain

To rename host and join to a domain, complete the following steps:

1. Login to the host and open PowerShell.

2. Rename the host.
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Rename-Computer -NewName Win2016-Gold -restart
3. Set the MTU of the current management interface to 1500.

netsh interface ipv4 set subinterface 00-Infra-Host-A mtu=1500 store=persistent

4. Assign an IP address to the management interface.

Get-NetAdapter - determine the ifindex of the 00-Infra-Host-A adapter

new-netipaddress —-interfaceindex <UInt32> -ipaddress <string> -prefixlength
<Byte> -DefaultGateway <string>

5. Assign DNS server IP address to the above management interface

Set-DnsClientServerAddress -InterfaceIndex <UInt32> -ServerAddresses <String>
6. Add the host to Active Directory.

Add-Computer -DomainName <domain name> -Restart

7. Set the timezone of the host to the appropriate timezone.

Install NetApp Windows Unified Host Utilities

After enabling the MPIO feature in Windows, download and install NetApp Windows Unified Host Utilities. To
download and install the host utilities, complete the following steps:

1. Download the x64 version of the NetApp host utilities v7.0 for Windows from the link below:

https://mysupport.netapp.com/NOW/download/software/sanhost _win/7.0

2. Run the .msi file. The NetApp Windows Unified Host Utilities setup wizard is launched. Click OK on the
hotfix warning and then click Next.
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jﬁ' MetApp Windows Unified Host Utilities Setup — x

Welcome to the NetApp Windows Unified
Host Utilities Setup Wizard

The Setup VWizard will install Netapp Windows Unified Host
Utilties on vour computer. Click Mext to continue or Cancel to
exit the Setup Wizard.

7.0 (Net&pp x54

ack Mext = Cancel

3. Click the checkbox to accept the license agreement and click Next.

4. Select “Yes, install support for Multipath 10” and click Next.
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j’E,.' MetApp Windows Unified Host Utilities Setup

Support for Multipathing

Do you want to enable support for multipathing?

@“r’&s. install support for Multipath VO.

Select if yvou are using a DSM to support multiple paths to the storage system.

l::]l Mo, | am uging a single path to my storage system.

< Back Mext =

Cancel

Accept the default destination folder and click Next.
Click Install, OK, and Finish to complete the installation of host utilities.
Click No to not restart the computer.

Shut down the server.

Set Up Multipathing and iSCSI

To set up multipathing and iSCSI, complete the following steps:

1.

2.

In Cisco UCS Manager, select the Hyper-V-MGMT-Host-01 Service Profile.

Under the General tab on the right, select Bind to a Template.

Select the Hyper-V-iSCSI-Host template which contains 4 SAN paths for multipath I/0. Click OK, then

Yes and OK to complete binding to the new Service Profile Template.
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4. Follow steps 1-3 to bind the Hyper-V-MGMT-Host-02 Service Profile to the Hyper-V-iSCSI-Host tem-
plate.

5. When the host with Service Profile Hyper-V-MGMT-Host-01 returns to the Power Off state, go to the
KVM console, and select Boot Server to boot the host. Click OK and OK again to proceed. When the
server boots, 4 iISCSI SAN paths should be seen.

6. Log into the server as Administrator.

Install NetApp SnapDrive 7.1.4 for Windows

NetApp SnapDrive® 7.1.4 for Windows allows you to automate storage provisioning tasks and to manage
data in physical or virtual Microsoft Windows hosts within SMB 3.0 environments.

To install SnapDrive 7.1.4 for Windows on Microsoft Hyper-V Hosts, complete the steps in this section. It is

assumed that the prerequisites have been verified.

Configuring Access for SnapDrive for Windows

To configure access for SnapDrive 7.1.4 for Windows, complete the following steps:
1. Create a user account on the storage virtual machine by entering the following command:
security login create -vserver -user -authentication-method -application -role

The variables in this command represent the following values:

e -vserver is the name of the Vserver for the user to be created.
e -user is the SnapDrive user name.
e -—authentication-method is the method used for authentication.
e -application is the communications application the user will use to access SnapDrive.
e -role is the user privileges.
For example,

To add a user called snapdrive to the BUILTIN\Administrators group on the storage system, run the
following command:

security login create -vserver Infra-MS-SVM -user snapdrive —-authentication-method password -
application http -role vsadmin

security login create -vserver Infra-MS-SVM -user snapdrive —-authentication-method password -
application ontapi -role vsadmin

& You must provide this user name later in this procedure. Therefore, make a note of the user name, in-
cluding the letter case (lowercase or uppercase) of each character in the user name.

1. When prompted, enter a password, for the user account you are creating.
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2. You will be prompted to enter this password twice during the SnapDrive installation, so make a note of it,
including letter case.

3. Make sure that the user account you just created belongs to the local administrator's group on the stor-
age virtual machine by entering the following command:

security login show

For additional information, see the section about creating local groups on the storage system in the
Data ONTAP File Access and Protocols Management Guide for 7-Mode.

4. On the Active Directory domain, create a snapdrive user and add it to the Domain Admins user group.

# Set up the domain snapdrive user account so that the password for the account never expires. For de-
tailed instructions on how to create domain user accounts, see your Windows documentation.

Downloading SnapDrive 7.1.4 for Windows

To download SnapDrive 7.1.4 for Windows, complete the following steps:

# Before you install SnapDrive for Windows, download the software package from the NetApp Support
site (requires login credentials).

1. Log in to the NetApp Support site.

2. Go to the Download Software page.

3. From the drop-down list, select Windows for the operating system on which you are installing Snap-
Drive, and click Go!.

4. Click View & Download for the software version 7.1.4.

5. On the SnapDrive for Windows Description page, click Continue.

6. Review and accept the terms of the license agreement.

7. On the Download page, click the link for the installation file.

8. Save the SnapDrive installation file to a local or network directory.

9. Click Save File.

10. Verify the checksum to ensure that the software downloaded correctly.

Installing SnapDrive for Windows

To install SnapDrive for Windows, complete the following steps:

1. Login to the Windows Host as a Domain Admin user
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2. Make sure that the Microsoft .NET Framework 3.5 Feature is installed on the Windows Host.

3. Launch the SnapDrive for Windows installer as Administrator and then follow the instructions in the wiz-
ard.

'j_%l SnapDrive® - Installation Wizard X

Welcome to the SnapDrive® Installation

The SnapDrive® installation wizard wil install Snaplrive® on
your computer, Click Mext to continue.

WARNING: This program is protected by copyright law and
international treaties.

m
1

4. On the SnapDrive License page, select the appropriate license type and click Next.
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ﬁ SnapDrive® - Installation Wizard

SnapDrive License
Please provide valid SnapDrive license to install

NetApp

Select the license type:

(®) Per Storage System
CJ Per Server

Provide Valid SnapDrive License Key

License Key:

InstallShield -

5. On the Customer Information page, enter the appropriate information and click Next.
6. On the Destination Folder page, enter the appropriate destination or accept the default. Click Next.

7. On the Set Firewall Rules page, select for Enable SnapDrive to Communicate Through the Windows
Firewall option and click Next.

8. On the SnapDrive Service Credentials page, enter the account and password information of the account
created earlier that is a member of the local administrators group.
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ﬁ SnapDrive® - nstallation Wizard = x
SnapDrive Service Credentials "
Specify account information for the installed services. .
NetApp

Ensure that the specified account is a member of the local administrators
' group of this system. See the SnapDrive for Windows Installation Guide for
|« 'y more details about service account requirements. Please provide the Account
information as "Domain Name\User Name" format.

Mote: MetApp VS5 hardware provider registration also requires user account information.

Account:

[FLEXPOD \snapdrive Add...

Password:

[eeveseee |

Confirm Password:

Installshield

<on Caree

9. On the SnapDrive Web Service Configuration page, accept the default port numbers and click Next.

‘ﬁ If you want to change the port numbers, you should also change the port numbers for the other Snap-
Drive hosts.
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ﬁ SnapDrive® - [nstallation Wizard X
SnapDrive Web Service Configuration "
Specify SnapDrive Web Service Configuration
. NetApp

SnapDrive Web Service Tcp/Ip Endpaoint (Port) |808

SnapDrive Web Service HTTP Endpaint (Port) |4094

SnapDrive Web Service HTTPS Endpaint (Port) |q.[]g5

Installshield

con coce

10. On the Preferred IP Address screen, identify the IP address you want to use to communicate with the
storage system and click Next.

ﬁ You should configure the preferred IP address, because doing this improves performance and scalabil-
ity.
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ﬁ SnapDrive® - Installation Wizard

Preferred Storage System IP Address
Configure Snaplrive to use a preferred IP Address

Enable preferred storage system IP Address

s

NetApp

Configure SnapDrive to use a preferred IP Address for management traffic.
If storage system has only one interface, setting a preferred IP Address can

prevent issues if more interfaces are added later.

Storage System Mame: |InFra-I"-"IS-51-'M

Preferred IP Address:  |10.1.118.10

Installshield

< Back

Mext =

Cancel

11. On the Transport Protocol Default Setting page, enable the storage protocol settings and click Next. RPC

is not supported in clustered Data ONTAP.
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ﬁ SnapDrive® - Installation Wizard -
Transport Protocol Default Setting "
Specify Default Transport Setting for Storage System(s)
NetApp

Enable Transport Protocol Settings

(JIRPC
(_JHTTP
(®) HTTPS
Specify the user name and password for the HTTPHTTPS Protocol selection.

Lizer Mame:

|5na|:u:|riue

Password:

[
Port ID: |443

Installshield

< Back Mext = Cancel

12. On the Unified Manager Configuration Screen, click Next.

# OnCommand Unified Manager Core Package data protection capabilities are available only in 7- Mode
environments.

13. On the Ready to Install page, click Install.

14. When the SnapDrive installation is complete, click Finish.
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L%I SnapDrive® - Installation Wizard >

SnapDrive® Installation Completed

The SnapDrive® Installation Wizard successfully installed
SnapDrive®. Click Finish to exit the wizard.

[1 show the Windows Installer log

15. Launch the SnapDrive snap-in.

16. Select iISCSI Management and expand to show sessions. Two sessions will display.
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U File  Action  View

Faverites Window Help

&= [

'% SnapDrive
b U5 ACI-FP-JUMP (Local)

Overview

4 "HH HYPER-V-2016-GOLD
1 Big, Disks

b iSCS] M

[

i5CSI Targets connected to the server HYPER-V-2016-GOLD are shown below. Expand
the target view to display the iSCSI session information.

I §2! Event Viewer

I [£7] Global Logs 1SCSI Target List =
[ no. ofL..
=) g ian. 1992-08.com.netappisn, 6eabcs718a541 12 78a1300a098aab33fivs. 3 1
B- Sessions
> R R
08 Session 2
Session Details &

[ Session Details |

Microsoft iSCSI Initiator
ROOTVScsiPrt0oo0_o
0

192,168.13.203

194

192,168.13.61

3260

(<] m [

[+]

Establish Session

View 4
New Window from Here

Gl Refresh

Help

[Session &
D@ Disconnect Session

Gl Refresh

Help

17. Use “Establish Session” to add sessions for the two missing iSCSI LIFs. Four sessions will display.

Y47 File Action  View

Favorites Window Help

e 7

% SnapDrive
b U ACI-FP-JUMP (Local)
4 "5 HYPER-V-2016-GOLD
b Ela, Disks
4 i5CSl Management
‘ ign.1992-08.com.netap|
1 §2] Event Viewer
Global Logs

Overview
List of sessions for the TargetMame ;
% ign.1992-08.com.netapp:sn.6eabct719%a5411e79a1300a098aab39f:vs.3 are shown u@ Disconnect Target
below.", .
View
iSCSI Session List = Mew Window from Here
G Refresh
Target IP Address
192.168.13.61 Help

E@ Disconnect Session
Refresh
Help

Details

[#* Session Details

Microsoft iSCSI Initiator
ROOTYScsiPrt\0000_0
0

192,168,13,203

194

192, 168.13.61

3260
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18. Close SnapDrive.

Configure Server for Cloning

To configure the server for cloning, complete the following steps:

1. Under Windows Administrative tools, open the Computer Management tool.

2. On the left, select Disk Management. Click Cancel on the Disk 1 initialization window. Near the bottom
middle of the window, right-click Disk O and select Properties.

3. Select the MPIO tab and verify the disk now has two Active/Optimized paths and two Active/Un-
optimized paths. Click OK to close the Disk Device Properties window and close the Computer Manage-
ment tool.
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METAPP LUN C-Mode Multi-Path Disk Device Properties >

General Policies Volumes MPID  Driver Details Events

Select the MPIO policy: Round Robin With Subset w
Description

The round robin with subset policy executes the round robin policy onby
on paths designated as active/optimized. The non-active/optimized
paths will be tried on a round+obin approach upon failure of all
active/optimized paths.

D5M Name: |Microsoft DSM Details
This device has the following paths:
Path Id Path State TPG... TPG State Wei. ™
F 7000000 Active/Optimi... 1000  Active/Optimi...
J7000001 Active/Optimi... 1000  Active/Optimi...
J 7000002 Active/Unopti... 1001 Active/Unopti... v
< >
To edit the path settings for the MPIO policy, select a Edit
path and click Edit.
To apply the path settings and selected MPIO palicy, Boply
click Apphy. B
OK Cancel

4. |Install all available Windows Updates on the server.

5. Open Windows Powershell and enter SCONFIG to configure the server.

6. Select Remote Desktop by typing 7 and pressing Enter.

7. Enter E to enable Remote Desktop.

8. Enter 2 to allow any version of Remote Desktop. Click OK to acknowledge Remote Desktop enablement.

9. Enter 14 to shut down the server. Click Yes to complete shutdown.
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# The boot LUN cloning procedure used in this document will only work when the clones are applied to
the same server hardware. If the clone source image was created on a Cisco UCS B200 M4, and you
want to apply the image to a Cisco UCS C220 M4, you will need to follow the steps above to install
Windows on the Cisco UCS C220 M4.

Clone and Remap Server LUNSs for Sysprep Image

To clone and remap the server LUNSs for the sysprep image, complete the following steps:

1. In the storage cluster interface, unmap the MGMT-Win2016-Gold LUN.

lun unmap -path /vol/HV_boot/MGMT-Win2016-Gold -igroup Hyper-V-MGMT-01

2. Make a clone of the MGMT-Win2016-Gold LUN for the Sysprep clone.

clone start -source-path /vol/HV_boot/MGMT-Win2016-Gold -destination-path /vol/HV_boot/MGMT-Win2016-
Gold-Sysprep

3. Map the Sysprep clone boot LUN to the first Hyper-V management host.

‘lun map -path /vol/HV boot/MGMT-Win2016-Gold-Sysprep -igroup Hyper-V-MGMT-01 -lun-id 0

Boot and Set Up Sysprep Clone

To boot and set up the sysprep clone, complete the following steps:

1. Back in the UCS KVM Console for Hyper-V-MGMT-Host-01, click Boot Server then OK two times to
boot the Sysprep Clone LUN.

2. Once the server boots up, log in as the local machine Administrator.

3. Open the Windows Powershell prompt and enter C: \Windows\System32\Sysprep\sysprep
/generalize /oobe /shutdown to reset the machine’s security id. The server will shut down.

Clone and Remap Server LUNSs for Production Images

To clone and remap server LUNs for production images, complete the following steps:

1. Inthe storage cluster interface, unmap the MGMT-Win2016-Gold-Sysprep LUN.

lun unmap -path /vol/HV boot/MGMT-Win2016-Gold-Sysprep -igroup Hyper-V-MGMT-01

2. Make two clones of the MGMT-Win2016-Gold-Sysprep LUN for the Hyper-V-MGMT hosts.

clone start -source-path /vol/HV_boot/MGMT-Win2016-Gold-Sysprep -destination-path /vol/HV boot/Hyper-
V-MGMT-01
clone start -source-path /vol/HV boot/MGMT-Win2016-Gold-Sysprep -destination-path /vol/HV boot/Hyper-
V-MGMT-02

3. Map the Hyper-V-MGMT LUNSs to the hosts.
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lun map -path /vol/HV boot/Hyper-V-MGMT-01 -igroup Hyper-V-MGMT-01 -lun-id 0
lun map -path /vol/HV _boot/Hyper-V-MGMT-02 -igroup Hyper-V-MGMT-02 -lun-id 0

Boot and Set Up Clones

To boot and set up clones, complete the following steps:

1. Back in the UCS KVM Console for Hyper-V-MGMT-Host-01, click Boot Server then OK two times to
boot Hyper-V-MGMT-Host-01.

2. When the server boots up, select the appropriate Regional and Language information and click Next.
3. Enter the server Product Key and click Next.

4. Click Accept to Accept the License terms.

5. Log into the server as Administrator and open Powershell.

6. Rename the host.
Rename-Computer -NewName Hyper-V-MGMT-01 -Restart
7. The server will reboot. Return to Powershell. Assign an IP address to the management interface.

Get-NetAdapter - determine the ifindex of the 00-Infra-Host-A adapter

new-netipaddress —-Interfacelndex <UInt32> -ipaddress <string> -prefixlength
<Byte> -DefaultGateway <string>

8. Assign DNS server IP address to the above management interface

Set-DnsClientServerAddress —-InterfacelIndex <UInt32> -ServerAddresses <String>

9. Add the host to Active Directory.

Add-Computer -DomainName <domain name> -Restart

10. Enter the appropriate Domain Admin credentials and click OK. The server will reboot. Login to the server
as a Domain Admin.

11. Launch the SnapDrive snap-in.

12. Select iISCSI Management and expand to show sessions. At least two sessions will display.
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U File  Action  View

Faverites Window Help

&= [

'% SnapDrive
b U5 ACI-FP-JUMP (Local)

Overview

4 "HH HYPER-V-2016-GOLD
1 Elg, Disks

b i iSCSI M

[

i5CSI Targets connected to the server HYPER-V-2016-GOLD are shown below. Expand
the target view to display the iSCSI session information.

I §2! Event Viewer

I [£7] Global Logs 1SCSI Target List =
[ no. ofL..
=) g ian. 1992-08.com.netappisn, 6eabcs718a541 12 78a1300a098aab33fivs. 3 1
B- Sessions
> R R
08 Session 2
Session Details &

[ Session Details |

Microsoft iSCSI Initiator
ROOTVScsiPrt0oo0_o
0

192,168.13.203

194

192,168.13.61

3260

(<] m [

[+]

Establish Session

View 4
New Window from Here

Gl Refresh

Help

[Session &
D@ Disconnect Session

Gl Refresh

Help

13. Use “Establish Session” to add sessions for any missing iSCSI LIFs. Four sessions will display.

Y47 File Action  View

Favorites Window Help

e 7

% SnapDrive
b U ACI-FP-JUMP (Local)
4 "5 HYPER-V-2016-GOLD
b Elg, Disks
4 i5CSl Management
‘ ign.1992-08.com.netap|
1 §2] Event Viewer
Global Logs

Overview
List of sessions for the TargetMame ;
% ign.1992-08.com.netapp:sn.6eabct719%a5411e79a1300a098aab39f:vs.3 are shown u@ Disconnect Target
below.", .
View
iSCSI Session List = Mew Window from Here
G Refresh
Target IP Address
192.168.13.61 Help

E@ Disconnect Session
Refresh
Help

Details

[#* Session Details

Microsoft iSCSI Initiator
ROOTYScsiPr\0000_0
0

192,168,13.203

194

192.168.13.61

3260
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14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

Close SnapDrive.
Under Windows Administrative tools, open the Computer Management tool.
Select Disk Management.

Only on the first Hyper-V Management host, on the Initialize Disk window, make sure Disks 1-3 are se-
lected and select the GPT radio button. Click OK.

Only on the first Hyper-V Management host, for Disk 1 (the 1GB disk), right-click the Unallocated area
and select New Simple Volume. Click Next. Leave the size at default maximum and click Next. Select
“Do not assign a drive letter or drive path” and click Next. Change the Volume label to Quorum and click
Next. Click Finish.

Only on the first Hyper-V Management host, for Disk 2 (the first 500GB disk), right-click the Unallocated
area and select New Simple Volume. Click Next. Leave the size at default maximum and click Next. Se-
lect “Do not assign a drive letter or drive path” and click Next. Change the Volume label to
iscsi_datastore_1 and click Next. Click Finish.

Only on the first Hyper-V Management host, for Disk 3 (the second 500GB disk), right-click the Unallo-
cated area and select New Simple Volume. Click Next. Leave the size at default maximum and click Next.
Select “Do not assign a drive letter or drive path” and click Next. Change the Volume label to
iscsi_datastore_2 and click Next. Click Finish.

Only on the second Hyper-V Management host, launch Disk Management. At the Initialize Disk window,
click Cancel. Under the Action Menu, select Rescan Disks. Verify that Disks 1-3 now show a status of
Online.

Near the bottom middle of the window, right-click Disk O and select Properties.
Select the MPIO tab and verify the disk now has two Active/Optimized paths and two Active/Un-

optimized paths. Click OK to close the Disk Device Properties window and close the Computer Manage-
ment tool.
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METAPP LUN C-Mode Multi-Path Disk Device Properties >

General Policies Volumes MPID  Driver Details Events

Select the MPIO policy: Round Robin With Subset w
Description

The round robin with subset policy executes the round robin policy onby
on paths designated as active/optimized. The non-active/optimized
paths will be tried on a round+obin approach upon failure of all
active/optimized paths.

D5M Name: |Microsoft DSM Details
This device has the following paths:
Path Id Path State TPG... TPG State Wei. ™
F 7000000 Active/Optimi... 1000  Active/Optimi...
J7000001 Active/Optimi... 1000  Active/Optimi...
J 7000002 Active/Unopti... 1001 Active/Unopti... v
< >
To edit the path settings for the MPIO policy, select a Edit
path and click Edit.
To apply the path settings and selected MPIO palicy, foply
click Apphy. B
OK Cancel

24. Open a second UCS KVM console and repeat steps 1-23 for the Hyper-V-MGMT-02 host.

Install Roles and Features Required for Hyper-V

To install roles and features on both Hyper-V-MGMT Hosts, complete the following steps:

1. Log in with a Domain Administrator User ID.

2. Open Powershell with elevated rights (Run as Administrator) and add Hyper-V and Windows Failover
Clustering by entering the following command:

Add-WindowsFeature Hyper-V, Failover-Clustering —-IncludeManagementTools —Restart
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3. The servers will reboot two times. When the reboots have completed, log in with a Domain Administra-
tion User ID.

Set Up Hyper-V Networking

To set up networking on both Hyper-V-MGMT Hosts from a UCS KVM Console, complete the following
steps:

1. Open Powershell with elevated rights (Run as Administrator). Set the MTU of the 00-Infra-Host-A net-
work interface back to 9000.

netsh interface ipv4 set subinterface 00-Infra-Host-A mtu=9000 store=persistent

netsh interface ipv4 show subinterface

2. Run the Get-NetAdapter command to confirm the vNIC names.

S EFECet -Net Adapter

InterfaceDescription ifIndex atus MacAddress

04-APTIC ! Ci Ethernet Interface # 5 A-02 40 Gbps
02-Infra- y: Ci Ethernet Interface 7 AZ 10 Ghps
00-Infra- ' Ci Ethernet Interface 40 Gbps
05 -APTC-M ] C1 Ethernet Interface 6 ? 40 Gbps
03-Infra- ] Ci f Ethernet Interface g 40 Gbps
01-Infra- ] Cisco Ethernet Interface : 2 ’ 10 Ghps

3. Create a NIC team using the 00-Infra-Host-A and 01-Infra-Host-B interfaces.

New-NetLbfoTeam —-Name HV-Infra-Team -TeamMembers 00-Infra-Host-A, O0l-Infra-Host-
B -TeamingMode SwitchIndependent -LoadBalancing HyperVPort

4. Press Y to confirm.
5. Remove the management IP stack from the Teamed Interface.

Get-NetAdapter HV-Infra-Team | Set-NetAdapterBinding —ComponentID ms_tcpip* -
Enabled S$false

6. Create a Hyper-V virtual switch for the management, storage, and VM traffic.

New-VMSwitch —-Name HV-Infra-vSwitch -NetAdapterName HV-Infra-Team -
AllowManagementOS $false

7. Create Virtual NIC.

Add-VMNetworkAdapter -ManagementOS -Name MS-IB-MGMT -SwitchName HV-Infra-vSwitch

8. Make sure MTU of MS-IB-MGMT virtual adapter is 1500.

netsh interface ipv4 show subinterface

9. Set IP Address for MS-IB-MGMT host virtual NIC.

New-NetIPAddress —-InterfaceAlias “vEthernet (MS-IB-MGMT)” -IPAddress <host-mgmt-
ip> -DefaultGateway <mgmt-gateway> -PrefixLength <mgmt-net-prefix>
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# You will not add a VLAN to this interface since the IB-MGMT-VLAN <418> is the native VLAN for the
UCS VIC vNIC interfaces used in the team for the virtual switch.

10. Disable DNS registration for all NICs

Set-DnsClient -InterfaceAlias * -Register $false

11. Turn registration back on and configure DNS for the Management NIC

Set-DnsClient —-InterfaceAlias “vEthernet (MS-IB-MGMT)” -Register S$true -
ConnectionSpecificSuffix <dns-domain-name>

Set-DnsClientServerAddress —-InterfaceAlias “vEthernet (MS-IB-MGMT)” -
ServerAddresses <dns-server-ip>

# Now that the host networking setup is complete, a Microsoft Remote Desktop session can be used on
both hosts going forward.

Build System Center Virtual Machine Manager (SCVMM) Virtual Machine (VM)

To build SCVMM virtual machine, complete the following steps:

First Hyper-V Management Host Only

1. Connect to the first Hyper-V Management Host with Windows Remote Desktop.

2. Copy the Windows Server 2016 Installation ISO and the SQL Server 2016 ISO to the host desktop.
3. From the Start Menu under Windows Administrative Tools, open Hyper-V Manager.

4. On the left, right-click the host and select New Virtual Machine.

5. In the New Virtual Machine Wizard, click Next.

6. Name the virtual machine SCVMM and leave the default location for the virtual machine selected. Click
Next.
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EH Mew Virtual Machine Wizard

10.

e Specify Name and Location

Before You Begin Choose a name and location for this virtual machine.

Spedfy Mame and Location

The name is displayed in Hyper-V Manager. We recommend that you use a name that helps you easily

Spedfy Generation identify this virtual machine, such as the name of the guest operating system or workload.
Assign Memary Mame: |5C1.-'I'~"II'~"I|
Configure Networking You can create a folder or use an existing folder to store the virtual machine. If you don't select a
Connect Virtual Hard Disk folder, the wvirtual machine is stored in the default folder configured for this server.
Installation Options ] store the virtual machine in a different location
summary C:\ProgramDataMicrosoftiWindows\Hyper-vy,
A

< Previous Finish Cancel

Select Generation 2 and click Next.

Enter 16384 for the Startup memory and select the checkbox for “Use Dynamic Memory for this virtual
machine”. Click Next.

For the Networking Connection, select HV-Infra-vSwitch. Click Next.

Set the virtual hard disk size to 200GB and click Next.
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EH New Virtual Machine Wizard

L Connect Virtual Hard Disk

Before You Begin

Spedfy Mame and Location

Specify Generation

Assign Memory

Configure Metworking
Installation Options

Summary

A& virtual machine requires storage so that you can install an operating system. You can spedify the
storage now or configure it later by modifying the wirtual machine’s properties.

(®) Create a virtual hard disk
IUze this option to create a YHOX dynamically expanding virtual hard disk.

MName: |SC'I.-'I'~"II'~"I.~.rh|:Ix |

Location: |C:'|,I_Isers'nPuinc'n,Dnmments'n,l—lyper-l-"|,1.-'irt|_|al Hard Disks!, | Browse...

Size: GB (Maximum; 64 TB)

() Use an existing virtual hard disk
IIse this option to attach an existing YHDX virtual hard disk.

C:Wsers\PubliciDocuments\Hyper-VWirtual Hard Disks'y,

() Attach a virtual hard disk later
IUse this option to skip this step now and attach an existing virtual hard disk later.

< Previous Finish Cancel

11. Select “Install an operating system from a bootable image file”. Click Browse and browse to the Win-
dows Server 2016 Installation ISO. Select the ISO and click Open. Click Next.

12. Verify all information and click Finish.

13. The SCVYMM VM should now appear in Hyper-V Manager when the host is selected. Select the VM and
on the right select Settings.

14. Under Memory, change the Minimum RAM to 4096 MB.

15. Under Processor change the Number of virtual processors to 8.

16. Since the UCS IB-MGMT VLAN is set as the default VLAN on the virtual switch network uplinks, it is not
necessary to set a VLAN for this VM.

17. Click Apply then OK to complete changing the VM settings.

18. Right-click the SCVMM VM and click Connect.
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19.

20.

21.

22.

23.

24,

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

In the SCVMM Virtual Machine Connection window, under the Action menu, select Start. Immediately
press a key when you see “Press any key to boot from CD or DVD”. If the VM tries to boot from the net-
work, use Action > Reset to reset the VM and immediately press a key when you see “Press any key to
boot from CD or DVD”.

In the Windows Setup Window, select the appropriate language and regional format and click Next.
Click Install now.

In the Activate Windows window, click “I don’t have a product key”.

Select Windows Server 2016 Datacenter (Desktop Experience) and click Next.

Click to accept the license terms and click Next.

Select Custom: Install Windows only (advanced).

Select Drive 0 Unallocated Space and click Next.

Windows Installation will complete and the VM will reboot.

After reboot, set the Administrator password on the SCVYMM VM and log into the VM as Administrator.

Set an IP address on the VM in the IB-MGMT subnet and join the machine to the AD Domain. On reboot,
login as the local machine administrator.

Set the correct time zone in the VM and enable Remote Desktop.
Verify that the server has been Activated (this may require a Product Key to be entered).

In Server Manager under Local Server, turn Internet Explorer Enhanced Security Configuration Off for
Administrators and click OK.

In the Virtual Machine Connection window, select Media > DVD Drive > Eject Windows Installation 1SO.
Select Media > DVD Drive > Insert Disk.

Browse to the SQL 2016 Installation ISO and click Open.

Open Windows Explorer and browse to the DVD Drive where the SQL 2016 Installation ISO is mounted.
Double-click setup.

When the SQL Server Installation Center has loaded, click Installation on the left, then New Server stand-
alone installation.

On the Product Key window, enter your product key and click Next.

On the License Terms screen, read the license terms, then click the checkbox next to “I accept the li-
cense terms”. Click Next.
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41. On the Global Rules window, a system check runs.
42. On the Microsoft Update window, check the box to check for updates and click Next.
43. Click Next.

44, Setup files will be installed and an Install Rules check will be run. The Windows Firewall warning can be
disregarded. Click Next.

45. On the Feature Selection window, select the checkbox next to “Database Engine Services” under In-
stance Features. Click Next.

T SOL Server 2016 Setup — O

Feature Selection

Select the Standard features to install.

Product Key Features: Feature description:
DS P * || The configuration and operation of each
Global Rules Database Engine Services instance feature of a SOL Server instance is
Microsoft Update 1 SGL Server Replication isolated from other SOL Server instances, SC0L
[ R Services (In-Database) Server instances can ocperate side-by-side on
Product Updates ] ) .
[] Full-Text and Serantic Extractions for Sea Prerequisites for selected features:
Install Setup Files . .
[] Data Quality Services X
Install Rules [] PalyBase Query Service for External Data A:Iready installed:
. [ Anal }‘ Servi v i Windows PowerShell 3.0 or higher
Feature Selection nalysis senices _ ‘.. Micrnenft .MFT Framewnrk 4.6
EeatinslRules [] Reporting Services - Mative < >

Shared Features

Inst Cenfigurati
e e [] Reporting Services - SharePoint

Disk Space Requirements

Server Configuration [] Reporting Services Add-in for SharePoint Prot Drive C: 1058 MB required, 191921 ME

Database Engine Configuration [] Data Quality Client v || available
Feature Configuration Rules 4 v
Ready to Install
. Select All Unselect All
Installation Progress
Complete Instance root directony: |C:\P rogram Files\Microsoft SCL Servert, |
Shared feature directory: |C:\Program Files\Microsoft SOL Server', |

Shared feature directory (x86): |C:\P ragrarn Files (x86)\Microsoft SCL Server', |

< Back Mext » Cancel

46. A Features Rules check will run.

47. On the Instance Configuration window, click Next unless a different instance id is needed. If a different
instance id is needed, change the Instance ID field and click Next.

48. At the Server Configuration Window, click Next.
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49.

50.

51.

52.

53.

54.

55.

56.

57.

58.

59.

60.

61.

62.

At the Database Engine Configuration window, click Add Current User to add the SCVMM local Adminis-
trator as a SQL Server Administrator. Click Next.

Click Install to install SQL Server 2016 Database Engine.
Once the installation has completed, click Close to close the Setup window.

Back at the SQL Server Installation Center window, click Install SQL Server Management Tools. A web
browser will launch to download the tools. Click OK to use default Internet Explorer settings. Click to
Download SQL Server Management Studio.

Click Run to install the SQL Server Management Tools. Click Install.
When the installation is complete, click Restart to restart the SCVYMM VM.
Log in as the local Administrator.

Download and install the x64 version of Microsoft Command Line Utilities for SQL Server from
http://go.microsoft.com/fwlink/?LinkID=797863.

Select the option to run SqICmdLnUtils.msi.

At the Welcome window, click Next.

Accept the terms in the license agreement and click Next.

Click Install.

Click Finish.

Install the Windows Assessment and Deployment Kit (ADK) after downloading it from the following URL:

http://go.microsoft.com/fwlink/?LinkID=614942. Download the Windows ADK for Windows 10, version
1607.

# Even though the ADK download says it is for Windows 10, it also supports Windows Server 2016.

63

64.

65.

66.

67.

68.

69.

. Click Run to install the ADK.

Click Next to install the ADK in the default location.

Respond to the Privacy prompt and click Next.

Click Accept to accept the license agreement.

Ensure that only Deployment Tools and Windows Pre-installation Environment are selected. Click Install.
When the installation completes, click Close to close the installation window.

Close the Web Browser Window.
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70.

71.

72.

73.

74.

75.

76.

77.

78.

79.

80.

81.

82.

In the Virtual Machine Connection window, use the Media menu to mount the SCVMM 2016 ISO to the
DVD drive.

In the AD server, create an SCVMM user and place it in the Domain Admins group.
Log out and log back into the SCVYMM VM as the SCVMM user just created.

Open Windows Explorer and browse to the DVD Drive where the SCYMM 2016 Installation ISO is mount-
ed.

Double-click SC2016_SCVMM to open the SCVMM file extractor. Click Yes to allow the app to make
changes.

Click Next at the Welcome window.

Click to accept the license agreement and click Next.

Change the location to “C:\System Center 2016 Virtual Machine Manager” and click Next.
Click Extract to extract the SCVMM files.

Click Finish to close the file extractor.

Open Windows Explorer and navigate to C:\System Center 2016 Virtual Machine Manager.
Double-click the setup application. Click Yes to allow the app to make changes.

Click Install to begin the installation.
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B Microsoft

System Center 2016
Virtual Machine Manager
= Install o

@ Restart may be required Release Motes

@ Before you begin Installation Guide

VMM Privacy Statement Browse the CD
System Center Online
Optional Installations
= Local Agent
Installs agent on local machine,
& 2016 Microsoft Corporation. All rights reserved. Close

83. Select both the VMM management server and VMM console features. Click Next.
84. Enter a Name, Organization, and the SCVMM Product key and click Next.

85. Click to accept the license agreement and click Next.

86. Click Next.

87. Click Next to install in the default location.

88. A hardware and software check will run. If a Pending Restart is necessary, restart the machine and return
to this point.

89. At the Database configuration window, use the Browse button to browse AD for the local computer
name. This will populate the database Instance Name. Select the checkbox next to “Use the following
credentials”. Enter “servername\Administrator” as the User name and the local Administrator password.
Click Next.
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90.

91.

92.

93.

94.

95.

96.

97.

98.

At the Configure service account and distributed key management window, click Select and select the
domain SCVMM user created above. Enter the password for this user. Do not select the checkbox next
to “Store my keys in Active Directory”. Click Next.

At the Port configuration window, click Next.

At the Library configuration window, leave the default settings and click Next.

Click Install.

When installation has completed, follow any instructions in the window and click Close and click Close
again to close the installer.

If it is not already opened, open Virtual Machine Manager and Connect with the current Microsoft Win-
dows session identity.

Unmap the SCYMM Installation ISO from the SCVMM VM.

In Server Manager, under Manage, select Add Roles and Features and under the feature Remote Server
Administration Tools > Role Administration Tools, install the Hyper-V Management Tools feature.

Install all available Windows Updates on the SCVMM VM.
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Deploying and Managing the Management Hyper-V Cluster Using
System Center 2016 VMM

This section will focus only on configuring the Networking, Storage and Servers in VMM to deploy and
manage Hyper-V failover clusters.

# System Center 2016 VMM must be running in your environment.

Settings

Create Run As accounts in VMM

A Run As account is a container for a set of stored credentials. In VMM a Run As account can be provided
for any process that requires credentials. Administrators and Delegated Administrators can create Run As
accounts. For this deployment, a Run As account should be created for adding Hyper-V hosts and
integrating NetApp SMI-S provider. To create a Run As account in VMM, complete the following steps:

1. Connect to the AD Domain and create an scvmmrunas account and place in the Domain Admins group.
2. Click Settings, and at the top of the window, click Create Run As Account.
3. In Create Run As Account specify name and optional description to identify the credentials in VMM.

4. In User name and Password specify the credentials. The credentials can be a valid Active Directory user
or group account, or local credentials. The scvmmrunas account created in step 1 should be used here.

5. Clear Validate domain credentials if you don't need it, and click Finish to create the Run As account.

Fabric - Servers - |
This section details:
e Create a Host Group

e Add Windows Hosts to the Host Group

Create Host Group

You can use host groups to group virtual machine hosts in meaningful ways, often based on physical site
location and resource allocation.

To create a host group structure in Virtual Machine Manager (VMM) for the Hyper-V Management Cluster,
complete the following steps:

1. To create a host group structure, open the Fabric workspace.

2. In the Fabric pane, expand Servers.
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3. Right-click All Hosts, and then click Create Host Group. VMM creates a new host group that is named
New host group, with the host group name highlighted.

4. Type Hyper-V Management for the name and then press Enter.

Fabric <
4 39 servers

i 4 | All Hosts

| Hyper-V Management

5, Infrastructure
& Networking

Storage

Add Hosts to the Host Group

When the Host Group is created, to add the Hyper-V hosts to Virtual Machine Manager, complete the
following steps:

1. Open the Fabric workspace.

2. Select the just created host group, and On the Home tab, in the Add group, click Add Resources, and
then click Hyper-V Hosts and Clusters. The Add Resource Wizard starts.

3. On the Resource location page, click Windows Server computers in a trusted Active Directory domain,
and then click Next.

4. On Credentials page, select Use an Run As account, click Browse and add the Run as account created
earlier. Click Next.

5. On Discovery scope, select Specify Windows Server computers by names and enter the Computer
names. Click Next.
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qﬂ Add Resource Wizard

‘£ Discovery Scope

Resource Location Specify the search scope for virtual machine host candidates

Credentials Search for computers by whole or partial names, FODNs, and IP addresses. Alternatively, you may
| generate an Active Directory query to discover the desired computers.

Discovery Scope
®) Specify Windows Server computers by names

Target Resources () Specify an Active Directory query to search for Windows Server computers

Host Settings
Enter the computer names of the hosts or host candidates that you want VMM to manage. Each

Summary computer name must be on a separate line.

Computer names:

Hyper-V-MGMT-01
Hyper-V-MGMT-03

[] Skip AD verification

Examples:  serverl
server].contoso.com
10.0.1.1
2a01:110:1e:3:f8ffcfedd:23

Previous || Mext H Cancel

6. Under Target Resources, select the check boxes next to the two Hyper-V management hosts that need
to be added. Click Next.

‘& If the Hyper-V role is not enabled on a selected server, you receive a message that VMM will install the
Hyper-V role and restart the server. Click OK to continue.

7. On the Host settings page, In the Host group list, use the pulldown to select the Hyper-V Management
Host Group.

8. On the Summary page, confirm the settings, and then click Finish.
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*S Add Resource Wizard >

£ Summary

Resource Location Confirm the settings -

Credentials

Discovery Scope Resource type: Hyper-V capable Windows Servers

Resource location:  Trusted Windows computer

Target Rescurces i .
Discovery credentials: scvmmrunas

Host Settings Discovery scope: Computer name based discovery
2 computers are selected to manage

Summary Host settings: Host group:

All Hosts\Hyper-\ Management

Previous || Finish H Cancel

9. A Jobs log window will open showing completion status. It may be necessary to reboot the two Hyper-V
Management hosts. If the log indicates a reboot of the two hosts is required, on the left, select VMs and
Services. In the expanded Host Group and Cluster, select the second Hyper-V-MGMT host. Right-click
the host and select Restart. Shutdown the SCVMM VM. Then connect to either a console or RDP ses-
sion on the first host and reboot it. Finally, once the first host has rebooted, used Hyper-V Manager to
restart the SCVMM VM.

Fabric + | Hosts (2)
; 4 99 Servers W | 4
4 [T All Hosts Narne Hest Status ~ | Role Job Status = | CPU Average Available Me... ~ | Operating System
4 [ Hyper-V Management ? Hyper-V-MGMT-02... 0K Host Completed 0% 25532 GB Microsoft Windows Server 2016 D
@ HV-MGMT-Cluster ¥ Hyper-V-MGMT-01... oK Host Completed 0% 239.87 GB Microsoft Windows Server 2016 D.

4 -i_ Infrastructure
k— Library Servers
i PXE Servers
in Update Server
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Creating APIC-Controlled Hyper-V Networking

To create ACI APIC-controlled Hyper-V Networking in SCVYMM, complete the following steps. This
networking can then be assigned to Hyper-V hosts.

SCVMM VM

1.

2.

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

Connect to the SCVYMM VM with Windows Remote Desktop and login as the SCVMM Service User.

Open Virtual Machine Manager and create a private cloud in SCYMM by selecting the VMs and Services
workspace and selecting Create Cloud at the top.

Name the cloud ACI-Cloud and click Next.

Under Resources, select the checkbox next to All Hosts and click Next.
Under Logical Networks, click Next.

Under Load Balancers, click Next.

Under VIP Templates, click Next.

Under Port Classifications, click Next.

Under Storage, click Next.

Under Library, browse to the MSSCVMMLibrary, click OK, and click Next.
Under Capacity, click Next.

Under Capability Profiles, select Hyper-V and click Next.

Under Replication Groups, click Next.

Under Summary, click Finish to complete creating the Cloud.

Using Internet Explorer, go to Cisco's Application Policy Infrastructure Controller (APIC) Website: http://

www.cisco.com/c/en/us/support/cloud-systems-management/application-policy-infrastructure-
controller-apic/tsd-products-support-series-home.html.

Select All Downloads for this Product.

Select APIC Software.

Select Release 3.0(1k) and download the “MSFT Package for 3.0(1k) Release” to the Desktop. This
download will require login to cisco.com.

Close the web browser.

Right-click the “aci-msft-pkg-3.0.1k.zip” file and select Extract All.
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21.

22.

23.

24,

25.

26.

27.

28.

29.

30.

Extract the files to the “aci-msft-pkg-3.0.1k” folder on the Desktop.

The extraction should open the “aci-msft-pkg-3.0.1k” folder to a window.
Right-click “APIC SCVMM Agent” and select Install.

Click Run.

At the Welcome window, click Next.

Check the box to accept the terms in the License Agreement and click Next.
Enter the credentials for the SCYMM Service Account and click Next.

Click Install to begin the installation. Click Yes to allow the app to make changes.
Click Finish to complete the installation.

Under the Start Menu, navigate to Windows PowerShell, and right-click Window PowerShell. Select
More > Run as Administrator to open the Windows PowerShell Window. Run the following commands.

cd "C:\Program Files (x86)\ApicVMMService"
Import-Module .\ACIScvmmPSCmdlets.dll

Get-Command -Module ACIScvmmPSCmdlets

CommandType Name Version
Source

Cmdlet Get-ACIScvmmOpflexInfo 3.1.0.11
ACIScvmmPSCmdlets

Cmdlet Get-ApicConnInfo 3.1.0.11
ACIScvmmPSCmdlets

Cmdlet Get-ApicCredentials 3.1.0.11
ACIScvmmPSCmdlets

Cmdlet New-ApicOpflexCert 3.1.0.11
ACIScvmmPSCmdlets

Cmdlet Read-ApicOpflexCert 3.1.0.11
ACIScvmmPSCmdlets

Cmdlet Set-ApicConnInfo 3.1.0.11
ACIScvmmPSCmdlets

Cmdlet Set-ApicCredentials 3.1.0.11
ACIScvmmPSCmdlets

Spfxpassword = ConvertTo-SecureString "MyPassword" -AsPlainText -Force
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New-ApicOpflexCert -ValidNotBefore 1/1/2017 -ValidNotAfter 1/1/2022 -Email
t0@domain.com -Country USA -State NC -Locality “RTP” -Organization MyOrg -
PfxPassword $pfxpassword

Successfully created:
C:\Program Files (x86)\ApicVMMService\OpflexAgent.pfx
Read-ApicOpflexCert -PfxFile "C:\Program Files (x86)\ApicVMMService\OpflexAgen

t.pfx" -PfxPassword S$pfxpassword

MIIDrDCCAPSgAWIBAGIQFf+yYge7haFKNunb2HSETDANBgkqhkiGOw0OBAQOFADBKMSEwWHWYJKoZI
hveNAQkBFhJgb2dlb3JdnMkBjaXNjby53b20xDjAMBgNVBAOMBUNPc2NVvMQswCQYDVQQIDAJOQZzEM
MAOGA1UEBhMDVVNBMROWEgYDVQQDDAtPcGZsZXhBZ2VudDAeFw0OxNzAxXMDEWMDAWMDBaFw0yMjAx
MDEwWMDAWMDBaMGQxITAfBgkqhkiGIw0BCQEWEmMPVZ2VvemcyQGNpc2NvLnNvbTEOMAWGALUECGWE
Q0212zY28xCzAJBgNVBAgMAkSDMOwwCgYDVQQGEWNVUOEXFDASBgNVBAMMCO9wZmx1eEFNZW50MIIB
IjANBgkghkiG9wOBAQEFAAOCAQ8AMIIBCgKCAQEArg90/UoLzg5/xdIdgAiexOBRoQBJIDieHkung
/DK8039g3rMBU8/sMN9JJkxudWPNTOUfTEIMahruLf20NjXJIJNOJEv1tPa9UnipMjUgn0f+EJU5rnS
egF0zRyKVDrfogOhhoIiBaFgBZ5m+m2KcbaMgH39b3IXFLytRxgEBhs/WQkKH5eNbddHOpHS56jwN
JIimy+IvcQHpVhqvAR+drXU9fsArNREFFw+4Q+ZAVA4CoBAVSTJD7wM1HDWEGOaH7xP88+YgqPoBhr
XhDTW6kJI9yfpBHO60Yh9ZWnsIJRmBykH2zd9ut40X2Gyhyl1BgLRCOFc5JbVIOwzbNROVoHiWm1 £Ggph
HwIDAQABO1lowWDASBgNVHRMBAT8ECDAGAQH/AGEAMBMGA1UdJQQOMMAOGCCsGAQUFBWMBMBOGA1Ud
DgQWBBQgB+cK2vOLBV3E1ht 5DANDsyEevjAOBgNVHQ8BAf8EBAMCAQYWDQYJK0oZIThveNAQENBQAD
ggEBAKkJs1stbRBGUlgBOWImaeLgdWWEfsKGlgs8L8ytaTfoW8rmLhMgPX81R3HHwWcO06EMagPQriB
ZDwnJACaaB41/tBDUfbDobPhOo9hRtWa6tViWnu/TUiic+QACUS1egQGeB9voNiSXgCKizKvsMM2r
9nG0UOgZg7CicJJFeCofr+kiyQ60oypDFhA4M4QulOMMe LKppgLUxsCfptf6RhTfPsw7zToEXY/49A
w2xC7rgG8uK1l1lh+k06z51L2kt4Wu21ij9s4UHpHYknYsffp052c+hIvemhXmk5008HtPG4jJV3nY?2

+1pk/tentloeAqgnUm+Qd8dMH4I6CDAiE1IBBEVUUl7U=

31. Using Chrome (this will need to be installed on the SCVYMM VM), connect to the APIC GUI and log in as
admin.

32. On the menu bar at the top, select Admin > AAA.
33. In the Navigation pane, choose Security Management > Local Users and click on admin.

34. Right-click admin and select Create X509 Certificate.
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35. Name the certificate “OpflexAgent”. In the Data field copy and paste the output of the Read-
ApicOpflexCert powershell cmdlet. Click Submit.

Create X509 Certificate

- — - — T = - -
Define a User Certicate

Mame:

Data:

Opflextgent

0

T T T ™ LA T T T T

u51eglGeB9valNISXgCKizKvshMb2r

SnG0UOgZg7 CiclJFeCofr+kiyO8oypDFhAAMAQUOMMe LK pp

gLUxsCiptfERh TiPsw?zToExY (494

w2xCTrgGBuk 1 Ih+k06z5IL2ktaWu2ij9sd UHpHY knY sfpOS2c+

hivEmhxXmk5008HPG4] N 3nY2

+IpkftentioedggnUm+ QdB8dMHAI6COdIE1BBEVUU1 7U=

-----END CERTIFICATE-----|

R VLY eIy T s« s
a

36. In the Properties pane under User Certificates, the certificate will now be displayed.

37. Back on the SCVMM VM, in the still open Powershell window, enter mmc and press Enter.

38. In Console Root, under File, select Add/Remove Snap-In.

39. In the Available Snap-Ins field, choose Certificates and click Add.

40. In the Certificates snap-in dialog box, choose the Computer Account radio button and click Next.

41. In the Select Computer dialog box, choose the Local computer radio button and click Finish.

42. Click OK to go back to the main MMC Console window.

43. In the MMC Console window, double-click Certificates (Local Computer) to expand its view.

44. Expand Certificates > Personal and right-click Certificates under Personal. Select All Tasks > Import.

45. In the Certificate Import Wizard, click Next.

46. Browse to the OpflexAgent file created earlier and click Next.
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# You will need to change the file selection type to Personal Information Exchange to see the OpflexAgent
file.

& &# Certificate Import Wizard

File to Import
Spedfy the file you want to import.

File name:
C:\Program Files (x3&)\ApicvMMService\Opflexagent.pfx Browse. ..

Mote: More than one certificate can be stored in a single file in the following formats:
Personal Information Exchange- PKCS #12 (\PFX,.P12)
Cryptographic Message Syntax Standard- PKCS #7 Certificates ((P7B)

Microsoft Serialized Certificate Store (L55T)

Mt Cancel

47. Enter the password provided when the certificate was created. Select the checkbox next to “Mark this
key as exportable.” Leave the checkbox next to “Include all extended properties.” selected. Click Next.

48. The “Personal” certificate store should be selected. Click Next.
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49.

50.

51.

52.

53.

54.

55.

56.

57.

58.

59.

Click Finish and OK to complete importing the certificate.
Close the mmc console.

Back in the still open Windows PowerShell window, set and verify the APIC connection settings.

Set-ApicConnInfo -ApicNameorIPAddress <APIC-IP> -CertificateSubjectName
OpflexAgent

Get-ApicConnInfo

EndpointAddress

Username

Password

ApicAddresses : 192.168.1.46
ConnectionStatus : Connected
adminSettingsFlags : 0

certificateSubjectName : OpflexAgent

ExtensionData

From the SCVMM VM Start Menu, open Remote Desktop Connection and enter the hostname or IP ad-
dress of the first Hyper-V Management host. Select Show options. Under the Local Resources tab, make
sure the Clipboard and Drives are selected under Local devices and resources. Click Connect and Con-
nect again. The SCVMM Service Account should be selected. Enter the password for this account and
click OK.

Open Windows Explorer and navigate to the C drive on the SCVMM VM. Navigate to Users > SCVMM
Service Account Name > Desktop > aci-msft-pkg-3.0.1k.

Copy the APIC Hyper-V Agent.msi file to the Desktop. Right-click the APIC Hyper-V Agent.msi file copy
and choose Install.

Click the checkbox to accept the terms in the License Agreement and click Install. Click Yes to allow the
app to make changes.

Click Finish to complete the installation.

Back in Windows Explorer on the C drive on the SCVMM VM, navigate to “Program Files
(x86)\ApicVMMService”. Copy the OpflexAgent.pfx file to the local Desktop.

Click the search icon to the right of the Start Menu icon and enter Run. Click to open the Run Desktop
App.

In the box to the right of Open, enter mmc and click OK. Click Yes to allow the app to make changes.
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60.

61.

62.

63.

64.

65.

66.

67.

68.

In Console Root, under File, select Add/Remove Snap-In.

In the Available Snap-Ins field, choose Certificates and click Add.

In the Certificates snap-in dialog box, choose the Computer Account radio button and click Next.

In the Select Computer dialog box, choose the Local computer radio button and click Finish.

Click OK to go back to the main MMC Console window.

In the MMC Console window, double-click Certificates (Local Computer) to expand its view.

Expand Certificates > Personal and right-click Certificates under Personal. Select All Tasks > Import.
In the Certificate Import Wizard, click Next.

Browse to the OpflexAgent file on the Desktop and click Next.

# You will need to change the file selection type to Personal Information Exchange to see the OpflexAgent

file.

69.

70.

71.

72.

73.

74.

75.

76.

77.

78.

79.

Enter the password provided when the certificate was created. Select the checkbox next to “Mark this
key as exportable.” Leave the checkbox next to “Include all extended properties.” selected. Click Next.

The “Personal” certificate store should be selected. Click Next.
Click Finish and OK to complete importing the certificate.

Close the mmc console.

You can now delete the two files that were added on the Desktop.
Log out of the Remote Desktop Session.

Repeat steps 52-74 to install the APIC Hyper-V Agent and opflex certificate on the second Hyper-V
Management host.

Back on the SCVYMM Remote Desktop, using Chrome, connect to the APIC GUI as admin.
On the menu bar, choose Fabric > Access Policies.

In the Navigation pane, expand Global Policies > Attachable Access Entity Profiles (AEP). If the External
L2 Bridged Domain for the 6332 UCS Fabric Interconnects was named UCS when vPCs were created,
the AEP will be named UCS_AttEntityP. Select UCS_AttEntityP under Attachable Access Entity Profiles.

In the Properties pane, select the checkbox next to Enable Infrastructure VLAN and click Submit and then
Submit Changes.
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Attachable Access Entity Profile - UCS_AttEntityP

80

81

82

83

84

85

86

87

88

89

90

91

e

MName: UCS5_AttEntityP

Description: |opticna

Enable Infrastructure WVLAN:

Domains (VMM, Physical or
External) Associated to Interfaces:

. On the menu bar, choose VM Networking > Inventory.

. In the Navigation pane, right-click the VM Provider Microsoft and choose Create SCVMM Domain.

. In the Create SCVMM Domain window, in the Name field, enter a Domain Name (APIC-MS-vSwitch).

. Use the Associated Attachable Entity Profile pulldown to select UCS_AttEntityP.

. Use the VLAN Pool pulldown to select Create VLAN Pool.

. In the Create VLAN Pool window, enter a name for the VLAN Pool (VP-APIC-MS-vSwitch).

. Leave Dynamic Allocation selected and click the “+” to the right of Encap Blocks to add a VLAN range.

. Enter the VLAN IDs for the start and end of the VLAN range that was entered in the UCS (1200-1299)
and click OK.

. Click Submit to complete creating the VLAN pool. Using the pulldown, select the VLAN Pool just created.
. Click the “+” to the right of SCVMM Controllers to add the SCVMM controller.

. In the Create SCVYMM Controller window, put the SCVMM VM hostname in the Name field. In the Fully
Qualified Domain Name (FQDN) field enter the fqdn of the SCVMM VM. In the SCVYMM Cloud Name field,
enter the SCVMM Cloud Name of the cloud created above (ACI-Cloud). Click OK.

. Use the Port Channel Mode pulldown to select “MAC Pinning-Physical-NIC-load”.
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Create SCVMM Domain (2 ]

Mame: [ APIC-MS-vSwitch

UCS_AttEntityP w @

VLAN Poaol: |WVP-APIC-MS-vSwitch({dynamic) v @

Associated Attachable
Entity Profile:

Delimiter:
SCVMM Controllers: 5
Mame 1= Type Stats Collection
I aci-scymim aci-scvmim.flexpod.cis... SCVMM Dizabled
Port Channel Mode: | MAC Pinning-Physical-NIC-load o

92. Click Submit.

93. Back in Virtual Machine Manager verify the APIC-VMM Integration by selecting the Fabric Workspace
and selecting Networking > Logical Switches, Networking > Logical Networks, and Networking > Port
Profiles. Verify entries beginning with “apic”. Select the VMs and Services Workspace and select VM
Networks. Again, verify entries beginning with “apic”.

94. In Virtual Machine Manager, under the Fabric Workspace, select Networking > Logical Switches. In the
center pane, under Logical Switches, right-click the newly-created Logical Switch from APIC and select
Properties. Under General, change the Uplink mode to Embedded Team and click OK.
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-EE, apicVswitch_APIC-MS-vSwitch Properties

Enter name and description for the logical switch

Settings You can use a logical switch to apply settings to virtual switches across multiple hosts. A logical switch
contains port profiles from the native Hyper-V switch and port profiles for any extensicns that you use.

Extensions

Marme: apicWswitch_APIC-MS-vSwitch
Virtual Port Description: APIC Logical switch for vmmDaomainMame APIC-MS-vSwitch vmmCtrirMame aci-scvmm
having CloudName ACI-Cloud
Uplinks

Uplink mode: | Embedded Team

[ Goee

95. In Virtual Machine Manager, select the VMs and Services workspace and expand All Hosts > Hyper-V
Management.

96. Right-click the first Hyper-V Management host and choose Properties.
97. Select Virtual Switches on the left, then select “+ New Virtual Switch”. Choose New Logical Switch.

98. The apicVswitch should be selected. Under Physical Adapters, select 04-APIC-MS-VS-A and add 05-
APIC-MS-VS-B. The Uplink Port Profile should be populated automatically.
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ﬁ hyper-v-rmgmt-01.flexpod.cisco.com Properties

B New Virtual Switch @ New Virtual Network Adapter < Delete

General
Status E . H"..-‘-.Infra-v.S'.'.'l'tch
Logical Switch
T W MS-1B-MGMT
MS-1B-MGMT
Host Access B apicVswitch_APIC-MS...

Logical Switch
Virtual Machine Paths

Reserves

Storage

Virtual Switches

Migration Settings

Placement Paths

Servicing Windows

Host Guardian Service

Customn Properties

Logical switch: | apicVswitch_APIC-MS-vSwitch -

The logical switch supports teaming which means if you connect
more than ene physical adapter they will work together as a
single uplink.
Physical adapters:

Adapter Uplink Port Pro Add

04-APIC-MS-VS-A - Cisco | | apicUplinkPort

05-APIC-M5-V5-B - Cisco ™~

apicUplinkPort

| mn | b

i ' The teaming mode supported by this switch requires all
physical adapters to use the same uplink port profile.

The following virtual network adapters will be created:

Mame Vi Metwork VB Subnet VLAM ID

OK ‘ | Cancel

99. With the apicVswitch still selected, at the top, select “New Virtual Network Adapter”.

100. Name the virtual network adapter <hostname-vtep>. The ACI System VLAN should already be filled

n.

101. Click OK and Yes to add the virtual switch to the host.

102. Repeat this process to add the APIC-controlled virtual switch to the second Hyper-V Management

host.

103. Back in the Cisco ACI APIC GUI, select VM Networking > Inventory > Microsoft > Your APIC Virtual
Switch. Set the vSwitch Policies as shown below and click Submit and Submit Changes.
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vowitch Policies
Port Channel Policy: | MAC-Pinning > @
LLDP Policy: |LLDP-Enabled N @
CDP Policy: | CDP-Enabled " @
STP Policy: | BPDU-FG-Enablad w @

104. Expand the vSwitch, Controllers, the SCVMM, and Hypervisors. Select each host and verify that the
OPFLEX Status is Connected under General on the right.

105. Select Tenants > common > Application Profiles > MS-IB-MGMT > Application EPGs > MS-Core-
Services. Expand MS-Core-Services. Right-click Domains (VMs and Bare-Metals) and select Add VMM
Domain Association. Use the pulldown to select the Microsoft vSwitch and set the Deploy Immediacy
and Resolution Immediacy to Immediate. Click Submit.
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Add VMM Domain Association

Choose the VMM domain to associate
VMM Domain Profile: | APIC-MS -vSwiteh
Ceploy Immediacy: Cn Demand

Resolution Immediacy:

VLAN Mode: Static

i1

Delimiter:

Cn Demand Pre-provision

0

106. Repeat the procedure in the previous step to associate the Infra-SMB-1, MS-Clust, MS-LVMN, and

the IB-MGMT EPGs in the FP-Foundation tenant to the Microsoft vSwitch.

107. Back in Virtual Machine Manager under the VMs and Services workspace, select VM Networks. En-
sure that the five networks associated in steps 105 and 106 are listed as VM Networks.

‘ﬁ Any VMs created in Virtual Machine Manager will need to use VM Networks in the APIC-controlled
vSwitch. To use networks from the manually built Hyper-V vSwitch on the two management hosts, VMs

would need to be created on the host in either Failover Cluster Manager or Hyper-V Manager.

Table 10 EPGs and Subnets for Logical Network IP Pools

EPG Name Pool Name Subnet Pool Start IP Pool End IP
EPG-MS-LVMN MS-LVMN 192.168.96.254/24 192.168.96.31 192.168.96.39
EPG-MS-Clust MS-Clust 192.168.97.254/24 192.168.97.31 192.168.97.39
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EPG Name Pool Name Subnet Pool Start IP Pool End IP
EPG-Infra-SMB Infra-SMB 192.168.53.254/24 192.168.53.31 192.168.53.39

108. For each entry in the table above, in Virtual Machine Manager in the Fabric workspace, select Net-
working > Logical Networks.

109. In the center pane, right-click apicLogicalNetwork_APIC-MS-vSwitch and select Create IP Pool.
110. Name the Pool according to the Pool Name in the table and click Next.

111. Select the Network site according to the line in the table, ensure the IP subnet is correct and click
Next.

112. Enter the starting and ending IP address from the table and click Next.
113. Click Next three times and click Finish to create IP Pool.
114. Repeat these steps for each row in the table.

115. In Virtual Machine Manager in the VMs and Services workspace, right click on the first Hyper-V Man-
agement host and select Properties.

116. Select Virtual Switches. Make sure the apicVswitch is selected and select “New Virtual Network
Adapter”.

117. Give the Adapter the same name as the Pool Name in the table above.
118. Use the Browse button and select the appropriate VM Network and click OK.

119. Under IP address configuration, select Static and select the appropriate IP pool.
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E hyper-v-rmgmt-01.flexpod.cisco.com Properties

MName: MS-LVIM *

This wirtual network adapter inherits settings from the
physical management adapter.

General Ezi New Virtual Switch @ New Virtual Network Adapter 25 Delete
el E . apiu:.\-"sw_itch_.&PlC-MS...
Logical Switch
Harchaare W hyper-v-mgmt-01...
apicinfra_APIC-M5..
Host Access W MS-LVYMN
FP-Foundation|AP...
Virtual Machine Paths +# HV-Infra-vSwitch
External
Reserves
Storage

Virtual Switches ‘

Migration Settings
Placement Paths
Servicing Windows
Host Guardian Service

Customn Properties

Connectivity
VM Network: FP-Foundation|AP-Host-Cor
¥M Subnet: FP-Foundation|AP-Host-Connectivity|El ~
/| Enable VLAN

VLAN ID: 1268 “d
Port profile
Classification: ¥

IP address configuration

O DHCP

®) Static
IPvd poal: MS-LVMN (192.168.96.31 - 192.168.96.. ¥
IPv4 address: —

IPvE pool: Mot Applicable
IPv6 address:

QK | | Cancel

120. Click OK to complete creating the Virtual Network Adapter.

121. Repeat the above steps for all three rows in the table.

122. Repeat the above steps for the second Hyper-V Management host.

123. Using Remote Desktop, connect to both Hyper-V Management hosts and open Powershell as Admin-
istrator. Type netsh interface ipv4 show subinterface to see the MTU of each interface. Then,
use the following example command to set the MTU to 9000 for the MS-LVMN, MS-Clust, and Infra-

SMB interfaces:

netsh interface ipv4 set subinterface "vEthernet (MS-LVMN)" mtu=9000

store=persistent

Create Windows Failover Cluster

To create a Windows Failover Cluster, complete the following steps:
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‘ﬁ Be sure to create DNS records for the Cluster name. The IP address for cluster management should be
on the IB-MGMT Subnet.

1. Inthe VMM console, click Fabric > Create > Hyper-V Cluster to open the Create Hyper-V Cluster wizard.

2. In General Configuration, specify a cluster name and choose the Hyper-V Management host group in
which the existing Hyper-V hosts are located. Click Next.

' Create Hyper-V Cluster Wizard

General Configuration

‘ General Configuration | Specify the cluster name and host group
Resource Type
Cluster name: HV-MGMT-Cluster
Select Hosts
Host group: J Hyper-V Management
Block Storage
IP Address
Summary

[] Enable Storage Spaces Direct

Previous | Mext | | Cancel

3. In Resource Type, select the SCYMM Run As account that you'll use to create the cluster. Make sure
“Existing servers running a Windows Server operating system” is selected and click Next.

ﬁ The accounts that you use must have administrative permissions on the servers that will become cluster
nodes, and must belong to the same domain as the Hyper-V hosts that you want to cluster. Also, the
account requires Create Computer objects permission in the container that is used for Computer ac-
counts in the domain. Ensure that the option Existing Windows servers is selected.

4. In Nodes, select the Hyper-V host servers that you want to include in the cluster. Click Next.
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' Create Hyper-V Cluster Wizard x

Select Hosts

General Configuration Select the hosts to include in the cluster
Resource Type The following list shows hosts that are not already clustered and are in the host group you selected on the General Configuration
page.
Select Hosts
Block Storage Available hosts:
Host | Operating System
IP Address
hyper-v-mgmt-02 Microsoft Windows Server 2016 Datacenter
Summary hyper-v-mgmt-01 Microsoft Windows Server 2016 Datacenter

Select all

| Previous || Next || Cancel

5. In Block Storage, for the two 500GB disks, select the GPT partition style, Quick Format, and CSV. For
the 500 GB disk with the Name closest to the name for the 1 GB disk, make the Volume Label Infra-
iSCSI-01. Make the Volume Label for the other 500GB disk Infra-iSCSI-02. Click Next.
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' Create Hyper-V Cluster Wizard x

Block Storage

General Configuration Select block storage to be used as shared storage for the cluster

Resource Type

Narne Classification Size Partition Style | File System | Volume Label | Quick Format | C...
Select Hosts

COINEENERENERTIEY Remote Storage  ~ JEAVUACEM GPT I NTFS v [infra-iscsi-0
Block Storage

7| 600A0980383028685 Remote Storage 100GE MBR -~ NTFS
# Address | 600A0980383038685 | Remote Storage | S00.07GE |GPT  ~| NTFS ~ | Infra-i5CSI-01
Summary

! Any data that exists on the disks will be overwritten. Create Volume...

i’ Some disks are already unmasked to the selected hosts and will be automatically clustered.
i ' B00AD980383038685A5D4B2F48447844 is automatically selected as witness disk.

| Previous || Mext || Cancel |

6. InIP address, select the IB-MGMT/Core-Services subnet and type in the IP address you want to use for
the cluster. Click Next.

7. In Summary, confirm the settings and then click Finish.
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' Create Hyper-V Cluster Wizard x

General Configuration Confirm the settings
View Script

Resource Type
Select Hosts Cluster role: Windows Hyper-V

Cluster name: HV-MGMT-Cluster
Block Storage Cluster IP addresses:  10.1.118.21
IF Address Host group: Hyper-V¥ Management

Cluster validation: Will be done
Summary

Resource type: Hyper-V host cluster

Resource location: Existing servers

Hosts: hyper-v-mgmt-02.flexpod.cisco.com

hyper-v-mgmt-01.flexpod.cisco.com

C5V Disks: 600A09803830386458504B615844 7866, 600A0980383038685A5D4B2F48447845

Available storage disks: 600A0980383038685A504B2F48447844

Witness disk: 600A0980383038685A5D4B2F48447844

| Previous | | Finish | | Cancel |

8. You can go to the jobs workspace and click on “Install Cluster” job to see the status of cluster installa-
tion. Fix and troubleshoot any errors or warnings and revalidate the cluster.
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Bl Admmnistrstor - M:u-bL.\u'Ml\;l.llexde.lccal - Virtual Machine Manager _ X
B o 2
Q I/L\” E j ELast 30 Days tj' PowerShell
N N2 [ [E] Jabs
Refresh Recent| Last 24 Llast7 a anc
Hours Days EHCustom ¥ [FPRO
Jobs < | History — Recent Jobs (919)
[E Running Last refresh: 5/23/2017 1:37:59 PM
)
» |B History ‘ =
| Name | Status | Start Time " | Result Name | Qwner
b Install cluster Completed w/ Info 5/23/2017 1:37:52 PM 6248-i5CSI-CLUS flexpod.local FLEXPODVAdministrator :
I Install cluster v
Step | Name | Status | Start Time End Time
O o1 Install cluster Completed 5/23/2017 1:37:52 PM 5/23/2017 1:43:43 PM =
o E 1.1 Install Features Completed 5/23/2017 1:37:53 PM 5/23/2017 1:38:39 PM
/] 1.1.1  Install Failover Cluster Feature Completed 5/23/2017 1:37:53 PM 5/23/2017 1:38:16 PM
1] 1.1.2  Install Failover Cluster Feature Completed 5/23/2017 1:38:16 PM 5/23/2017 1:38:39 PM
O 1.2 Parallel execution step Completed 5/23/2017 1:38:39 PM 3/23/2017 1:3&39 PM
9 B13 Parallel execution step Completed 5/23/2017 1:38:39 PM 5/23/2017 1:38:35 PM
/] 131 Mounts storage disk on HV-6248-iSCSI-... Completed 5/23/2017 1:38:39 PM 5/23/2017 1:38:55 PM |
L/ 132 Mounts storage disk on HV-6248-iSCSI-... Completed 5/23/2017 1:38:39 PM 5/23/2017 1:38:49 PM [
¥ VMs and Services O 14 Validate nodes for clustering Completed 5/23/2017 1:38:55 PM 5/23/2017 1:42:10 PM
4, Fabric L 15 Create cluster Completed 5/23/2017 1:42:10 PM 5/23/2017 1:43:01 BM
— o 1.8 Enable Cluster Shared volumes Completed 5/23/2017 1:43:01 PM 5/22/2017 1:43:02 BM
Liby
) O 17 SetQuorum For Cluster Completed 5/23/2017 1:43:02 PM 5/23/2017 1:43,04 PM
E Jobs L/ 18 Convert Cluster Disk to Cluster Shared V... Completed 5/23/2017 1:43:04 PM 5/23/2017 1:43:15 PM
o =19 Refresh host cluster Completed 5/23/2017 1:43:15 PM 5/23/2017 1:43:43 BM |
| & 1.9 Refresh registered file shares Completed 5/23/2017 1:43:43 PM 5/23/2017 1:43:43 PM -
" | Summary Details | Change Tracking

9. After the cluster is installed, a new cluster icon is seen after expanding the Servers > All Hosts > Hyper-
V Management host group in the fabric workspace. Right-click on the cluster and click on properties to
view the status and other information about the cluster.

Fabric € Hosts (2)

o 37 Servers |

4 7] All Hosts Mame | Host Status | Role | leb Status
4 [ Hyper-¥ Management ' hyper-v-mgmt-01flexped.cisca.c... OK Host Completed
.H\"'MGMT'GUS‘E' F hyper-v-mgmt-02.flexpad.cisco.c., CK Host Completed

> i_ Infrastructure

220



Deploying and Managing the Management Hyper-V Cluster Using System Center 2016 VMM

E HV-MGMT-Cluster flexpod.cisco.com Properties >
General Status
Category | Status

Available Storage _rr %
E Cluster Validation Test &} Succeeded

Report: WWhyper-v-mgmt-02.flexpod.cisco.com\admin$\clusterireport

File Share Storage

B Cluster Core Resources

Shared Volumes =l Mame: HY-MGMT-Cluster @ Online
Cluster IP Address 'E:'.l' Online

El Disk Witness in Quorurm

Virtual Switches

Custom Properties Cluster Disk 2 ﬂ} Online
B Cluster Service
hyper-v-mgmt-01 E:'.l Running
hyper-v-mgmt-02 E:'.l Running

Hyper-V Cluster Communication Network Configuration

A failover cluster can use any network that allows cluster network communication for cluster monitoring,
state communication, and for CSV-related communication.

The following table shows the recommended settings for each type of network traffic.

To configure a network to allow or not to allow cluster network communication, you can use Failover Cluster
Manager or Windows PowerShell.

Table 11 Recommended Settings for Network Traffic

Network Type Recommended Setting

Both of the following:

- Allow cluster network communication on this
Management

network

- Allow clients to connect through this network

Allow cluster network communication on this

network

Note: Clear the Allow clients to connect through
Cluster this network check box.

Allow cluster network communication on this

network

Note: Clear the Allow clients to connect through
Live migration this network check box.
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Network Type Recommended Setting

Do not allow cluster network communication on
Storage this network

1. Onthe SCVMM VM, open Failover Cluster Manager and connect to the Failover Cluster just created.
Click Networks in the navigation tree.

# It may be necessary to install the Failover Clustering Tools Feature under Features > Remote Server
Administration Tools > Feature Administration Tools in the Add Roles and Features Wizard to install Fail-
over Cluster Manager.

2. In the Networks pane, right-click a network, and then click Properties.
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Cluster Metwork 1 Properties >
General

iT Cluster Metworl 1

Mame:

Cluster Netwars 1

() Alow cluster network communication on this netwark

(@ Do not allow cluster network communication on this networlk

Status: Up
Subnets: 192.168.13.0/24

oK Cancel Apply

3. Using the subnet information reset the Name of the Cluster Network to the appropriate name, adjust the
communication setting and click OK. Storage Networks, Live Migration, and the VTEP network should not
allow cluster communication. It may be necessary to edit the network two times to get the name and
Cluster Use setting correctly input.

4. Repeat step 3 to assign a descriptive name to all Cluster Networks.
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5‘% Failover Cluster Manager Networks (7)

v ""ﬂ% PN Clusterflexped | Queries v i v|(v]
3 oles

_Eﬁ MNodes Name Status Cluster Lse Infarmation
> a._.h Storage & Infrai5CS1-A ® Up None
?Izt:t’:rr:mts qg Infra-SCSI-B @ Up None
& VTEP ® Up None
& MS-LvMN (® Up None
& MS-B-MGMT ® Up Cluster and Client
3 MSClust ® Up Cluster Only
4 Infra-SMB () Up None

Live Migration Network Settings

By default, live migration traffic uses the cluster network topology to discover available networks and to
establish priority. However, you can manually configure live migration preferences to isolate live migration
traffic to only the networks that you define. Complete the following steps:

1. Open Failover Cluster Manager.
2. In the navigation tree, right-click Networks, and then click Live Migration Settings.

3. Select only the Live Migration network (MS-LVMN).
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Live Migration Settings

Metworks for Live Migration

Select one or more networks for virtual machines to use for live migration.
Use the buttons to list them in order from most preferred at the top to
least preferred at the bottom.

Marme Up

L _IMs-Lumn

[] &8 ms-18-mGMT
[1 3 infra-scsI-a
[1 3 nfra-scs1-8
(] 58 vrer

[] &3 infra-sME
[ & ms-Clust

Down

QK Cancel Apply

4. Click Apply and OK to save this setting.

Cluster Storage Settings

1. On the left, expand Storage and select Disks.
2. Right-click the Witness disk and select Properties.

3. Change the Disk Name to Witness and click OK.

4. Looking at the volume names for the Cluster Shared Volumes, rename them to match to storage volume
names. Note, the mount pointy for each CSV.
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Make SCVMM a Highly Available VM

1.

In Virtual Machine Manager, in the VMs and Services workspace, select the first Hyper-V Management
host and in the center pane, right-click the SCVMM VM and select Migrate Storage.

Browse to C:\ClusterStorage\Volumel. Select the radio button to Automatically place all VHDs with the
configuration. Click Next.

Click Move. The migration will take several minutes.

Right-click the SCVMM VM again and select Properties. Select Hardware Configuration. Ensure that
Availability is High.

Build a Windows Server 2016 Virtual Machine for Cloning

A Windows Server 2016 virtual machine can be built in Virtual Machine Manager and cloned to create other
virtual machines for management and tenant functions.

1.

In Virtual Machine Manager, in the Library workspace, at the top select Import Physical Resource. Click
“Add resource” and browse to the location of the Windows Server 2016 ISO. Select the ISO and click
Open. Back in the Import Library Resources window, click Browse, select the MSSCVMMLibrary, and
click OK. Click Import. When the resource is successfully imported, close the Jobs window.

On the SCVMM VM use Windows Explorer to navigate to C:\ProgramData. Add the Everyone user to the
Sharing on the Virtual Machine Manager Library Files” folder with Read-only permissions.

In Virtual Machine Manager, in the VMs and Services workspace, select the HV-MGMT-Cluster. Right-
click the cluster and select Create Virtual Machine.

Under Select Source, select “Create the new virtual machine with a blank virtual hard disk” and click
Next.

Under Identity, name the virtual machine Win2016-DC-GUI”, select Generation 2, and click Next.

Under Configure Hardware, select the Hyper-V Cloud Capability Profile, 2 Processors, 4096 MB Virtual
machine memory, a new Dynamic 120 GB Virtual Hard Disk that contains the operating system, the Win-
dows Server 2016 Installation ISO connected to the Virtual DVD drive with “Share file instead of copying
it” selected, Network Adapter 1 connected to EPG-IB-MGMT in the FP Foundation ACI tenant, and Avail-
ability set to “Make the virtual machine highly available. Click Next.

Under Select Destination, select “Place the virtual machine on a host” and make sure the “Hyper-V Man-
agement” Destination is selected. Click Next.

Under Select Host, allow the placement process to run, accept the recommendation, and click Next.

Under Configure Settings, Virtual Machine Location, browse to C:\ClusterStorage\Volumel. Also under
Machine Resources, browse to C:\ClusterStorage\Volumel for the Destination path of the Virtual Hard
Disk. Click Next.

10. Under Add Properties, select the Windows Server 2016 Datacenter Operating system and click Next.
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11.

12.

13.

14.

15.

Under Summary, click Create.
When the virtual machine is successfully created, close the Jobs window.

In Virtual Machine Manager, in the VMs and Services workspace, right-click the newly created Win2016-
DC-GUI VM and select Power On. Then right-click the VM and select Connect or View > Connect via
Console. Click the icon to send Ctrl-Alt-Del to the VM and press Enter when you see “Press any key to
boot from CD or DVD”.

Install Windows Server 2016 Datacenter with Desktop Experience on the VM, assign it an IP address and
hostname, do not join the VM to the Windows Domain, and install all Windows Updates on the VM. Then
shut down the VM.

Right-click the Win2016-DC-GUI VM in Virtual Machine Manager and select Properties. Under Hardware
Configuration, disconnect the Windows Server 2016 Installation ISO from the Virtual DVD drive and click
OK.

NetApp SMI-S Provider Configuration

# The NetApp SMI-S Provider can be downloaded from http://mysupport.netapp.com.

Install the NetApp SMI-S Provider to iSCSI Storage

1.

2.

10.

11.

In Virtual Machine Manager, right-click the Win2016-DC-GUI VM and select Create > Clone.
Under Identity, name the VM SMI-S-Provider and click Next.

Under Configure Hardware, if you will have a large Hyper-V environment, change the Memory to 8192
MB. Click Next.

Under Select Destination, select “Place the virtual machine on a host” and select the Hyper-V Manage-
ment Destination using the pulldown. Click Next.

Under Select Host, allow the placement process to run, accept the recommendation, and click Next.
Under Select Path, Browse to and select C:\ClusterStorage\Volumel. Click Next.

Under Select Networks, select the MS-Core-Services EPG in Tenant common and click Next.

Under Add Properties, click Next.

Under Summary, click Create. When the VM has successfully been created, close the Jobs window.

In Virtual Machine Manager, right click the newly created SMI-S-Provider VM and select Properties.
Verify that the Hardware Configuration is correct.

Right-click the SMI-S-Provider VM and select Power On. Then right-click the SMI-S-Provider VM and
select Connect or View > Connect via Console. Click the icon to send Ctrl-Alt-Del to the VM and log into
the VM as Administrator.
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12. Using FileExplorer, navigate to C:\Windows\System32\Sysprep. Double-click sysprep.exe.

13. Select options as shown below and click OK.

Systemn Preparation Tocol 3.14 bt

System Preparation Tool (Sysprep) prepares the machine for
hardware independence and deanup.

System Cleanup Action
Enter System Out-of-Box Experience (OOBE) o

Generalize

Shutdown Options
Reboot v

Ok Cancel

14. Respond to the prompts and log into the Windows VM as Administrator. Assign the VM an IP address
and hostname, join the VM to the Windows Domain, and install all Windows Updates on the VM. This

process will require at least one reboot. After reboot log back into the VM as Administrator.

15. Download the NetApp SMI-S Provider version 5.2.4 to the local desktop from
http://mysupport.netapp.com. Save the file as smisprovider-5-2-4.msi.

16. Navigate to the directory that contains the NetApp SMI-S Provider software package. Double-click the

package name.
17. Complete the steps in the setup wizard to complete the install.

Create the Local Administrator

1. Using the search icon, enter run and open the Run application.
2. Open the Local Users and Groups window by entering lusrmgr .msc and pressing Enter.
3. Add a user named SMIS-User as a local Administrator

Configure the NetApp SMI-S Provider
1. Inthe Start Menu, navigate to NetApp SMI-S Provider.

2. Right click and select Run as Administrator. A command line prompt should open.
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3. Run the command smis cimserver status to ensure the NetApp SMI-S Provider is running

C:\Program Files (x86) \NetApp\smis\pegasus\bin>smis cimserver status

NetApp SMI-S Provider is running.

4. Add a user to the CIM server by running the following command:

& The added user should be a valid domain administrator on your domain.

C:\Program Files (x86) \NetApp\smis\pegasus\bin>cimuser -a -u flexpod\flexadmin
Please enter your password: ****xxxxx*

Please re-enter your password: *****xxxx

User added successfully.

5. Add the Infrastructure SVM to the SMI-S Provider using the following command:

C:\Program Files (x86) \NetApp\smis\pegasus\bin>smis addsecure 10.1.118.10 vsadmin
Enter password: **x**xk&xx
Returned Path ONTAP FilerData.hostName="10.1.118.10",port=443

Successfully added 10.1.118.10

NetApp SMI-S Integration with VMM

To add a remote storage device in Virtual Machine Manager (VMM), you can add and discover external
storage arrays that are managed by Storage Management Initiative - Specification (SMI-S) or Store
Management Provider (SMP) providers.

To add an SMI-S storage device, make sure that you have installed the SMI-S provider for the array on a
server that the VMM management server can access over the network by IP address or by fully qualified
domain name (FQDN).

# Do not install the SMI-S provider on the VMM management server. This configuration is not supported.

Add a storage device

1. In Virtual Machine Manager, click Fabric > Storage > Add Resources >Storage Devices.

2. In Add Storage Devices Wizard > Select Provider Type, select to add a storage device with SMI-S. Click
Next.
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2. Add Storage Devices Wizard *

== Select Provider Type

‘ Select Provider Type | Select a storage provider type

Specify Discovery Scope Before you begin this wizard, you might have to manually install storage provider software. Select the
storage provider type that matches the type of device you want to manage.
Gather Information

) Windows-based file server
Select Storage Devices ®) SAN and NAS devices discovered and managed by a SMI-5 provider

Summary ) SAN devices managed by a native SMP provider

) Fibre Channel fabric discovered and managed by a SMI-5 provider

3. In Specify Discovery Scope, select Protocol - SMI-S CIMXML, add the IP address/FQDN of the SMI-S
Provider, and add the port used to connect to the provider on the remote server. You can enable SSL if
you're using CIMXML. Then specify an account for connecting to the provider. You will need to create a
Run As account for the flexadmin account added to the CIM server above. Click Next.

8. Add Storage Devices Wizard x

== Specify Discovery Scope

Select Provider Type Specify protocol and address of the storage SMI-S provider
| Specify Discovery Scope | Protocol: | SMI-S CIMXML v |
Gather Information Provider IP address or FODM:
‘aci—smi—s—provider.ﬂexp-od.cisco.coml A |

Select Storage Devices
TCR/IP port: 5029 [
Summary
Use Secure Sockets Layer (55L) connection

Run As account: |F|Exp0d Admin | | Browse...

4. In Gather Information, VMM automatically tries to discover and import the storage device information.
You will need to import the security certificate.

5. If the discovery process succeeds, the discovered storage arrays, storage pools, manufacturer, model,
and capacity are listed as shown in the below figure. When the process finishes, click Next.
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% Add Storage Devices Wizard

= Gather Information

Select Provider Type

Specify Discovery Scope

Gather Information

Select Storage Devices

Summary

Discover and import storage device information

Scan Provider
Storage Device | Manufacturer | Model | Capacity
Infra-M3-5WM  MetApp Inc, Empty 3,503.00 GB
INFRA-CIFS Metfpp Inc. Empty 0GB

6. In Select Storage Devices, specify a classification and host group from the drop-down list for each stor-
age pool. Create storage classifications if none exists to group storage pools with similar characteristics.
Only select storage where VMs will be stored. Click Next.

& Add Storage Devices Wizard

= Select Storage Devices

Select Provider Type
Specify Discovery Scope

Gather Infarmation

Select Storage Devices

Summary

Select storage devices

Select the storage pools you want to manage and assign a storage classification. Logical unit (LUN) informaticn will be
imported from the storage pools. You can create classifications if required.

Storage D;vi::e Poal ID Total Capacity | Classification Host Group
INFRA-CIFS 0GB =
Infra-M3-5VIM 3,503.00 GB >
] HV_ boot ONTAP:6eabct71-9a54-11e7-%a... 500.00 GB

infra_datastore_1 OMNTAP:Geabct71-9a54-11e7-%a... AT75.00 GE  SMEBE-AFFA300 _? Hyper-V Mana ~
infra_datastore_2 ONTAP:Deabct71-9254-11e7-%a... A75.00 GBE  SMEB-AFFA300 E Hyper-V Mana *
iscsi_datastore_1 ONTAP:6eabc671-9a54-11e7-%a... 1,024.00 GE  15C51-AFFAZ00 E ] Hyper-V Mana *

iscsi_datastore_2 ONTAP:6eabct7 1-9a54-11e7-9a...

] witness OMTAP:6eabc671-9854-11e7-%a...

1,024.00 GB
5.00 GB

ISCSI-AFFAZO0

J Hyper-V Mana ~

7. On the Summary page, confirm the settings, and then click Finish. The Jobs dialog box appears. When
status is Completed you can verify the storage in Fabric > Storage > Classifications and Pools.

Create and Assign SMB 3.0 file shares to the Hyper-V host clusters

SMB file shares can be used by Hyper-V hosts as a shared storage to store virtual machine files. This
section covers steps to create and assign SMB file shares to stand-alone Hyper-V servers and host cluster.

1. To Add a storage device, refer to the steps covered in the above section.
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2. To create a file share, open Fabric workspace, expand Storage and click File Servers.

3. Select the File Server and click Create File Share and in the Create File Share wizard, enter a name for
the share and select Storage Type, Pool and Classification. Click Next.

Ff Create File Share Wizard >
BB Storage Type
| Storage Type ‘ Select a file server and a storage type
Capacity If you create the share on a storage pool, a virtual disk and volume are created for the share.
Summary File server: | INFRA-CIFS b |
Mame: | SME-Datastore-1 |
Description: | SMB Share]
Storage pool: | infra_datastore_1 - |
Classification: | SMB-AFFA300 vl MNew. |
4. In the Capacity page, enter a size and click Next.
5. In the Summary page, confirm the setting and click Finish.
6. Verify the file share created in the above steps by navigating to Fabric > Storage and click File Servers.
Fabric < File Servers (1), File Shares (2)
8 MAC Address Pools “A B
E3 Load Balancers MName - = | Type Classification ™ | Status Total Capacity Awvailable Capacity Path Managed
I S VIP Templates = [i= INFRA-CIFS  File server 3 998,00 GB
lﬂg"fa's“\‘“rhes @ SMB-Dat... File share SMB-AFFA300 499.00 GB 49900 GB \WINFRA-CIFS\SMB-... Ves
[ Port Profiles 3 SMB-Dat... File share SMB-AFFA300 209,00 GB 49900GE WINFRA-CIFS\SME-... Yes
Iﬂ Port Classifications

;-2 MNetwork Service

4 | Storage
=E Classifications and Pools
1% Providers

m

i Arrays INFRA-CIFS

i File Servers

S’ Fibre Channel Fabrics File server information

4z QoS Policies.
~  Available capacity: 998.00 GB

Total capacity: 998.00 GB

% VMs and Services

File shares: 2
| SLJ Fabric Manufacturer:
.tk Modet:
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7. Repeat this process to add a file share for the infra_datastore 2 Storage pool.

8. Assign the file shares to the host cluster by navigating to Fabric > Servers > All Hosts > Hyper-V Man-
agement > HV-MGMT-Cluster.

9. Locate and right-click the cluster icon and click on Properties.
10. Click on File Share Storage and click Add.
11. From the drop-down list next to the File Share Path, select a share and click OK.

12. Repeat this step to select the other share. Click OK.

E HV-MGMT-Cluster.flexpod.cisco.com Properties

General File Share Storage
Status The following file shares will be available as storage locations for VMs deployed to nodes in this cluster:
File Share Path | Access Status | Classification | Free Space | Total Capacity

Available Storage - -
WINFRA-CIFS\SMB-Datastore-1 v ] SMB-AFFA300 499.00 GB 499,00 GB

File Share Storage \WINFRA-CIFS\SMB-Datastore-2 V] SMB-AFFA300 499.00 GB 499,00 GB

Shared Volumes
Virtual Switches

Custom Properties

13. VMs can now be Storage Migrated into the SMB Datastores if desired.

Build Windows Active Directory Servers for ACI Fabric Core Services

Two Windows Server 2016 virtual machines will be cloned from the Win2016-DC-GUI VM and provisioned
as Active Directory (AD) Domain Controllers in the existing AD Domain.

1. Create two high-availability clones of the Win2016-DC-GUI VM connected to the Core-Services EPG in
ACI tenant common. Place one of these VMs in SMB-Datastore-1 on Host 1 and the other in SMB-
Datastore-2 on Host 2.

2. Boot each clone and sysprep it. Then assign the VM an IP address and hostname. Do not join the VM to
the AD domain.

3. Install Active Directory Domain Services on each VM and make it a Domain Controller and DNS server in
the AD domain. Ensure the DNS server Forwarders are set correctly.

4. Add a persistent route to each VM to route to the tenant IP address space (172.18.0.0/16 in this valida-
tion) through the Core-Services EPG gateway address (10.1.118.254):
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route ADD -p 172.18.0.0 MASK 255.255.0.0 10.1.118.254

route print

5. Reset the DNS in all existing VMs, servers, and hardware components to point to the two just-created
DNS servers.

6. The two new AD servers can be placed in a separate site if the original AD server is in a different subnet
and will not be reachable from tenant subnets.

Build Microsoft Systems Center Operations Manager (SCOM) Server VM

To install SCOM VM, complete the following steps:

1. Create a high-availability clone of the Win2016-DC-GUI VM, 4 CPUs, 8 GB RAM, and connected to the
IB-MGMT EPG in ACI tenant FP-Foundation. Place this VMs in either an iSCSI| or SMB datastore.

2. Boot the clone and sysprep it. Then assign the VM an IP address and hostname. Join the VM to the AD
domain.

3. Install and configure a single server deployment of SCOM 2016 on the VM according to
https://docs.microsoft.com/en-us/system-center/scom/deploy-overview.
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_________________________________________________________________________________________________________________________________|
Cisco UCS Manager Integration with SCOM

About Cisco UCS Management Pack Suite

A Management Pack is a definition file with predefined monitoring settings. It enables you to monitor a
specific service or application in Operations Manager. These predefined settings include discovery
information which allows Operations Manager to automatically detect and start the monitoring services and
applications. It also has a knowledge base which contains error details, troubleshooting information, alerts,
and reports which helps to resolve the problems detected in the environment.

The Cisco UCS Manager Management Pack provides visibility to the health, performance, and availability of a
Cisco UCS domain through a single, familiar, and easy-to-use interface. The management pack contains
rules to monitor chassis, blade servers, rack servers, and service profiles across multiple Cisco UCS
domains.

The Cisco UCS Central Management Pack has rules to monitor global service profiles and organizations
across multiple Cisco UCS Centrals. It provides visibility of health and alerts through familiar and easy-to-
use interface.

For more information, see:
https://www.cisco.com/c/en/us/td/docs/unified _computing/ucs/sw/msft_tools/installation _guide/SCOM/b
Management Pack Installation Guide.html

Installing Cisco UCS Monitoring Service

To install the Cisco UCS monitoring service, complete the following steps:

1. On the Cisco.com download site for Cisco UCS Management Partner Ecosystem Software, download the
Cisco UCS management pack suite 4.1(1) file and unzip the file into a folder.

2. Navigate to the folder in which the unzipped Cisco UCS Management Pack Suite is stored.
3. Select the monitoring service installer .msi file, and launch the installer.

4. Inthe Setup wizard, click Next.
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jﬁl Cisco UCS Monitoring Service (wd.1) =

Welcome to the Cisco UCS
Monitoring Service (v4.1)
Setup Wizard

The Setup Wizard allows you to change the way Cisco UCS
Monitoring Service (v4. 1) features are installed on your
computer or to remove it from your computer. Click Mext to
continue or Cancel to exit the Setup Wizard.

< Back Cancel

5. Inthe License Agreement page, do the following:

a. Review and accept the EULA.
b. Click Next.

6. In the Product Registration page, complete the following:

a. Enter a username.

b. Optional: Enter the name of your organization. The username is required, but the organization name
is optional.

c. Click Next.

7. In the Select Installation Folder page, accept the default installation folder or click Browse to navigate to
a different folder, and then click Next.

8. On the Ready to Install page, click Install to start the installation.

9. When the Cisco UCS monitoring service is successfully installed, the Installation Complete message ap-
pears.

10. Click Finish.

# The same installation procedure is followed to install the monitoring service on agent managed comput-
ers and gateway servers.
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Adding a Firewall Exception for the Cisco UCS Monitoring Service

To add a firewall exception, complete the following steps:

ﬂ Before you monitor a Cisco UCS domain, enable the following inbound rules in the Windows Firewall
with Advanced Security on the computer where you run the Cisco UCS Management Service.

1. File and Printer Sharing:

a. Echo-Request—ICMPv4-In
b. Echo-Request—ICMPv6-In

2. Remote Service Management (RPC)

3. Remote Service Management (RPC-EPMAP)

Installing the Cisco UCS Management Pack Suite

To install the Cisco UCS Management Pack Suite, complete the following steps:

1. For importing Management Packs using Operations Manager console, you must have administrative
privileges. For more information on the access privileges, see https://technet.microsoft.com/en-in/
library/hh212691.aspx. On the Cisco.com download site for Cisco UCS Management Partner Ecosystem
Software, download the Cisco UCS management pack suite file and unzip the file into a folder.

2. Launch Operations Manager console.

3. Navigate to the Administration > Management Packs > Import Management Packs tab.

Flexpod_SCOM - Operations Manager
File Edit View Go Tasks Tools Help

7] Search™ _ i %, 7] (2]
Administration <
4 3 Administration l A y
=, Connected Management Groy £\ ¢ v . .
G .5 Administration Overview
4 |7 Device Management S
< Agent Managed e
[Ze Agentless Managed - : = . .
43 Management Servers "0' Required Configuration Tasks:
&% pending Management
g S In order for Operations Manager to manage and monitor your
'-i UNIX/Linux Computers network you must complete the following steps
4 5 Management Packs
% Installed Management Padks 9 Required: Configure computers and devices to manage
:ﬁ’ Tune Management Packs 9 Required {lmpon management packs ]
Updates and Recommendati 2 3 T 5
— ¥ Required: Enable Notification Channels
4 _ = Network Managemert
& Upgrade to full version

'] DiscoveryRules
=7 Network Devices
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4. On the Import Management Pack page, click Add and select Add from disk. An Online Catalog Connec-
tion dialog box appears.

& Import Management Packs »

E‘{? Select Management Packs

Sedect Management Packs

@ Help

& Add =] Properties ... % Remove

Impaort lisd :
Add from cataleg ..
Flake Add from disk ...

5. Click No, if you do not want to search the management pack dependencies online.
6. Navigate to the unzipped management pack suite files folder.
7. From the list of files, select the mandatory files:

e Cisco.Ucs.Views.Library.mpb
e Cisco.Ucs.Core.Library.mpb
e Cisco.Ucs.Monitoring.Service.mpb

8. Other management pack files can be imported based on your machine requirements. For example, se-
lect Cisco.Ucsm.mpb for UCS Manager, Cisco.UCS.CSeries.mpb for Cisco IMC, and Cis-
co.UCSCentral.mpb for UCS Central.

1 3 Select Management Packs to import X
4+ « CiscoUCSMansgement.Pack Sutevd 0.1.0 .. » Cisco.UCSManagement. Pack.Suite.v4.0.1.0 v D Search CiscoUCSManageme... O
i Organge v New folder iz~ [ o

= Documents # *  Name ) Date modified Type Size
Bl Pictures # ] CiscoUes Core Library.mpb /182016 1025 .. MPB File 356 K8

Scripts ] CiscoUCS.CSeries.mpb 1/18/2016 10:28..  MPB File £0KEB

Scipts |_| CiscoUcs.Monitonng. Servicempb 10182016 16:28.. MPBFile s2Ke

Scripts | CiscoUcs Views Library.mpb 10182016 1:28..  MPB File €0 KB

Scripts _] Cisco.UCSCentralmpb 10/19/2016 1026 . MPB File 52K8

] CiscoUcsmmpb 1182016 10:28..  MPB File 142 X8
B ThisPC N
I Desktop
= Documents
¥ Downioads
D Music
= Pictures
B videos
== Local Disk (C:)
v
File name: | *Cisco.Ucsmumpb® "Cisco.Ucs.Core Library.mpb” “Cisco.UCS.CSeries.mpb” *Cisco.Ucs Monitoring v | Aleanch Cmp;* ~|
I Open I Cancel
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9. Click Open.
10. Click Install on the Import Management Packs page.
11. It may take a few minutes to import the files. When the import is complete, click Close.

Import Management Packs >

!‘::.:_ Import Management Packs
I

Select Management Packs

i@ Help
Downloading and importing the selected management packs.
Mame: Wersion Status
J Cigco Ucs Monitoring Service Man... 4.1.1.0 Imported
o Cisco Ucs Core Library 4110 Imported
J Cisco Ucs Views Library 4110 Imported

Import Status Details :

12. Verify the installation by navigating to the Administration > Management Packs and click Installed Man-
agement Packs.
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Installed Management Packs - Flexpod_SCOM - Operations Manager
File Edit View Go Tasks Tools Help

| lseach~ . ik 5 Find| |[2] Tesks| @ -

Administration <  Installed Management Packs (110)
4 % Administration u{_ Look for: | Find Now Clear
S, Connected ManagementGrows  pame 4 Version Sealed Date Imported

- |25 Device Management
4 T Management Packs
[ T Installed Management Packs ]
H Tune Management Packs
|- Updates and Recommendatiors

wa Cisco IMC Management Pack 4110 Yes S/26/2017 3:51:..
ﬁ Cisco Ucs Central Management Pack 41.1.0 Yes 5/26/2017 5:52:...
5 Cisco Ucs Core Library 4110 Yes 5/26/2017 5:51:...
B4 Cisco Ucs Manager Management Pack 41.1.0 Yes 5/26/2017 5:52:...

> % Network Managemert Cisco Ucs Monitoring Service Management Pack 41.1.0 Yes 5/26/2017 5:51:...
=] Metificatiors =, Cisco Ucs Views Library 4110 5/26/2017 5:52:...
» D Operations Management Suite B4 Client Monitoring Internal Library 72117140 Ve 5/4/2017 10:0%:...
T Partner Solutions ¥4 Client Monitoring Library 72.1179.0 Yes 5/4/2017 10:05:...
+ & Product Connectors &, Client Monitoring Overrides Management Pack 72117190 5/4/2017 10:08:...
_53 Resource Pocks ¥4 Client Monitaring Views Library 72117190 Yes 5/4/2017 10:09:...
> R 5 Data Warehouse Internal Library 72117190 Ves 5/4/2017 10:13:..

13. In the Monitoring pane, a Cisco UCS folder is also created. When the folder is expanded, it lists the Cis-
co UCS Monitoring Service, IMC, UCS Central and UCS Domain monitoring folders.

¢ Monitoring 4 Management Pacl

> g Agentless Exception Monitaring ~ '\, Look for: [
> g Application Monitoring Level
4 | Cisco UCS Monitoring
__1] Management Pack Events

| Cisco UCS Monitoring Service
> [ ] IMC Monitaring

| UCS Central Manitoring
= || UCS Domainis) Monitoring

Adding Cisco UCS Domains to the Operations Manager

To add Cisco UCS domains on the servers, where either management pack is imported or the Cisco UCS
Management Service is installed, complete the following steps:

1. Launch the Operations Manager console.

2. Navigate to Authoring > Management Pack Templates > Cisco UCS Manager.
3. From the Tasks pane, click Add Monitoring Wizard.

4. On the Monitoring Type tab, click Cisco UCS Manager.

5. Click Next.
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6. On the General Information tab, review and complete the following as shown in the screenshot below:

Co Add Manitoring Wizard >

E Specify IP Address, Port and Connection Mode

Manitoring Type .@ Help

General Information

Instance Name Cisco UCS Manager

Run As Account Connection

Summary IP Address™® f Hostname |302—6332.ﬂexpod.dsm.mm |
Connection Mode: [»/] Secure Part Number:

Proxy Server

[ ] Enable Proxy Configuration
IP &ddress * f Hostname :

Part:

Enable Proxy Authentication

Username: Password:

* IPv4 Address or IPv6 Address
* IPv6 address should be enclosed in "[" and "T" brackets

Cisco UCS Manitoring Service

Machine Type: Management Server <

Service Machine: d-scom. flexpod. dsco. com - @ IEI

Test Connection |

« Previous Mead = Create Cancel
7. To check Operations Manager connectivity to UCS Manager, click Test Connection.
8. In the Authentication dialog box, enter the username and password, and click OK and click Next.

9. On the Instance Name tab, complete the following as shown in the screenshot below and click Next.
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E Add Menitering Wizard

E Cisco UC5M Instance Name

Maonitoring Type |@ Help

General Information
Enter UCS name and description

Instance Name

Run As Account Mame:
Summary al2-56332
Description:
Configuration

Org Discovery Level 3 - [] show Unassociated Profiles

[] Collect Performance Statistics

Management Pack

Create destination management pack:

|auz-6332

|:| se existing management pack or create new

<5elect Management Pack = e WEW

<Previous | [ Next> Create

10. On the Run As Account tab, click Add

11. If you want to associate a new run-as account to the UCS domain instance, click New.
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q Add Monitoring Wizard >4

E Run As Account Summary

Monitoring Type 0 Help
General Information
Add Run As Accounts

Add Run As Account to this Run As Profile.

Instance Name

Sy [¥] Associate Run As Account
Run As Accounts: " Edit... < Remove
Account Name Account Type Description
$7 Add Run As Account X
Select a Run As Account to add to this Profile.
Run As Account:
o [ New ]
| l Cancel
12. Click Next.

13. On the Summary tab, review the configuration summary, and click Create. The template for monitoring
the UCS domain is created.
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Co Add Menitering Wizard >

E Configuration Summary

Maonitoring Type |@ Help
General Information
Instance Mame Summary
Run &s Account The following summarizes all the data you have supplied to configura the template for
manitaring.
Summary:
IF Address/Hostname: a02-6332. flexpod. dsco,com
Part: 443
Connection Mode: Secure
Proxy: Disabled
Instance Mame: a02-6332
Service Machine Name: aci-scom. flexpod. dsco. com
Description:
Org Discovery Level: 3

Show Unassociated Profiles:  false
Run As Account: admin

Manitaring will start after the template seed is discovered.

< Previous Mesd = Create | | Cancel

Cisco UCS Manager Monitoring Dashboards

The UCS Domain(s) Monitoring folder contains the following views:

e UCS Domain Alert Dashboard—Displays all alerts generated in the UCS domain. The alerts are further
categorized into the following views:

— Active Alerts

— Acknowledge Alerts
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— Cleared Alerts

Ucs Doemain Alert Dashboard - ACI-SCOM - Operations Manager

File Edit View Go

Tasks Tools

Help

|:| Search™ _ ;D\rerrides" = .ﬁ'}.p Scope ;’Find @ =

Meonitoring

[» :g Agentless Exception Manitaring
i (g Application Manitoring
4 | Cisco UCS Manitoring
Management Pack Events
> || Cisco UCS Monitoring Service
= [ IMC Maonitoring
l: || UCSCentral Maonitoring
4 | UCS Domain(s) Monitoring
@] Ucs Domain Alert Dashboard
UCS Domain Diagram
| UCS Domain State Dashboard
[ [ ] Chassis
[> || FabricExtender
[> || Fabric Interconnect

[» || Organization
i [] Rack Unit

E o T L P S

L4

Show or Hide Views..

MNew View b

\ _-_| Monitoring
._yf Authoring
i‘:'q Reporting
Mﬂ Administration

My Workspace

<

~

Ues Domain Alert Dashboard

Active Alerts (3

%Lnok for: |

Find Mow Clear

{2 Icon  Source Mame
4 Severity: Critical (1)
& ao26332

4 Seyerity: Warning (2)
£

F0231: membership-down

x

Resolution State ™

Mew

Acknowledged Alerts (0

Name

{2 Icon  Source

Alert Details

@ Fabricinterconnect. FO276: link-down

Source: =5 Fabricinterconnect B

Cisco UCS Instances\a02-
6332\ Fabricinterconnect
B

~ Fault Rule :
I} Fabricinterconnect.FO276
(link-down)

Full Path Mame:

Alert Rule:

Cleared Alerts (1

(2 Icon  Source Marne

4 Severity: Critical (1)

Fabricinterconn...

[X)

Fabriclntercon

Alert Description

[Instance Name:a02-6332; DMN:sys/switch-
B/slot-1/switch-ether/port-17/]

Description: ether port 1/17 on fabric
interconnect B oper state: link-down, reason:
Link failure or not-connected

¢ UCS Domain Diagram—Displays a graphical view of the relationship between different Cisco UCS
Domain(s) components for all Instances.
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> g Microsoft Audit Collection Serviges
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» LA Microsoft Windows Server # # # # # # i i
> 4 Network Monitoring ﬂ ﬂ ﬂ v - - | . | .
> | Operations Management Suite = O = O e 9 e @ @ ; — @ ; =
+ [ Operations Manager - Bladed |+ Bladed Blade5 Blade6 [+ 10 Madide 10 Mode [ . .
>[4 Synthetic Transaction MGMT-Ho,, MGMT.Ho..
» [ UNDY/Linux Computers
> [ web ApplicationTransaction Monitoring
> |4, Windows Service And Process Monitoring
<
Detail View
< > B Chassis properties of Chassis 1
Show or Hide Views... Display Name Chassis 1
YN Unique Id 313472e0247547529 51 5b6Ta96(Tb0S
Desaiption
Monitoring Server aci-scom.flexpod.cisco.com
Bl Wonitoring Web Proxy Url http:// flexpod. disco.com:8732/UcsMonitaringService
" X Class Chassis
/] Authoring Moniker sys/chassis-1/
|5 Reporting UCS Name/Host Name a02-6332
Unique Meniker NA
@ Administration Model N20-C6508
ud Revision 0
Serial Number FOXIS09HSTL

[ My Workspace

Vendor

Cisco Systems Inc

e UCS Domain State Dashboard—Displays the list of domains added and its health state and other

inventory information.

e When you select a UCS domain from the State dashboard, you can perform the tasks listed in the

following sections.

— Generating Cisco UCS Domain Technical Support Bundle

— Launching UCS GUI

— Loading the UCS Inventory Data

— Ping UCS

— Ping UCS Continuously

— Physical and Logical Inventory

— Launching KVM Console

— Alert Operations
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UCS Domain State Dashboard - Flexpod_SCOM - Operations Manager - O X
File Edit View Go Tasks Tools Help
L lseamn~ (il Q.
Monitoring < UCS Domain State Dashboard F > Tasks
| Task Status A . o
2 : UCS Domain (2) Details @ e
UNIX/Linux Computers E Tasks .
%] Windows Computers e Display Name bb04-6248
b Agentls ion Moni . - i :'1 Entity Properties
& A; ST - Health 4  Display Na..  UCSM Version  Collect Perfor Path (Cisco UCS Instances\bbi\d-6248 a
b plication Monitoring Heaith Explorer
Health Sui
A —— i = N wcoms
7] Management Pack Events 4  bb04-6332 310G true Object bb04-6248 Navigstion -
i -] Cisco UCS Monitoring Service Display Name 3] Alert View
> 15 v ique | 3ccd763f480db1ca3d65d 16207
; j_] IMC Monitoring Unique Id 2c883¢cd76: ca 6207e9 F2] Diageam View
b ] UCS Central Monitoring Description B
5 3] Event View
4| 11CS DomsingMonitoring Monitoring  MS-SCOM fiexpod.local
{@)] Ucs Domain Alert Dashboard R % % 54 performance View
- Ucs Pomain Dibgram Web b ttp://MS-SCOM flexpod.local 8732/ Bl Sowe vew
= eb Pro; ttp//MS-! i local:
@ UCS Domain State Dashboarc et god UcsMonitoringService 5] Network Vicinity Dashboard
b -] Chassis . A
o e v Clsss UCS Domain IS Oeject Ske Dol
< >
UCSName  bb04-6248 Cisco UCS Instance Tasks A
Show or Hide Views.., ucsM 313
New View » S ? (s Create and Download 2 Ted)
c 7 it &l Launch ucs Gul
| URL https://192.168.1 44
[: Monitoring ] o (T3 Load UCS inventory Data
o, Monitoring MS-SCOM flexpod.local —
ﬁ Authoring Server Lo 9ES
o o s Ping UCS Continuously (pin
Reporti
n e Performance S
B Ademinicteatinn Statistics Report Tasks

e You can view performance metrics for the various Cisco UCS components as shown in the below

figure.
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Cisco UCS Manager Plug-in for SCVMM

Using the Cisco UCS Manager add-in you can view the details such as properties, faults information, and
firmware details of the Cisco UCS servers (blades or rack-mount servers) on which the host is running.

Cisco UCS Manager Plug-in Installation

To install the Cisco UCS virtual machine manager add-in, complete the following steps:

1. From the Virtual Machine Manager console, open https://software.cisco.com/download/
type.html?mdfid=286282669&flowid=72562

2. Click Unified Computing System (UCS) Microsoft System Center Virtual Machine Manager to view the list
of available versions for download (CiscoUCS-Scvmm-1.1.2.zip).

3. Download and save the zipped folder.

L The add-in is made available as a zipped file that has to be imported into the virtual machine manager
to install it.

4. Open an instance of the Virtual Machine Manager console.

5. In the Navigation pane, click Settings.

6. In the toolbar, click Import Console Add-in. The Import Console Add-in wizard appears.
7. Click Browse and navigate to the location where the zipped file is saved.

8. Select the zip file and click Open. Click Next. Click Finish.

[El Import Console Add-in Wizard X

Select an Add-in Confirm the settings
9

| Summary |

Mame: Cisco UCS Manager Add-in
Author: Cisco Systems
Version: 11.2

Description: Add-in for managing software and hardware components of multiple Cisco UCS domains

9. The add-in is installed and a new icon called Cisco UCS Manager appears in the toolbar.
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Cluster Tools  Administrator - aci-scvmm.flexpod.cisco.com - Virtual Machine Manager

Home Folder Host Cluster
y A
i
Create Add Owverview  Fabric Cisco UCS
= Resources - Resources Manager
Fabric < | Cisco UCS Manager
4 39 Servers — ) Hyper-V-MGMT-02 @ % nypervisor Hosts
4 ] All Hosts & Hyper-V-MGMT-01 A UCS Domains
4 || Hyper-V Management & Add-in Settings
W HV-MGMT-Cluster
4 _'l;__ Infrastructure 1
-;% Library Servers

Cisco UCS Domain Registration:

You can register domains using any access privileges. Depending on the privileges available to the user with
which UCS domain is registered, some or all actions may be disabled.

To register a UCS domain, complete the following steps:

1. On the toolbar, click Cisco UCS Manager.
2. Right-click on UCS Domains.

3. Click Add UCS Domain.

4. The Add UCS Domain dialog box appears.

5. Enter the UCS domain details in the dialog box.

L If required, you can edit the UCS domain details at a later time.

6. If necessary, click Proxy Settings. The Proxy Settings dialog box appears.

7. In the Proxy Settings dialog box, click Use Custom Proxy Settings radio button and enter the details.

# If required, you can edit the proxy settings at a later time.

8. Click OK.
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The registered UCS domain appears under the UCS domains node. Upon adding a UCS domain, the Hyper-

Visor hosts running on the newly added UCS domain appear under the Hyper-Visor Hosts node.

VMs and Services
% Tenants
= Clouds
] ACI-Cloud
|5 Azure Subscriptions
i VM Metworks
Storage

4 | "] All Hosts
4 || Hyper-V Management
4 | HV-MGMT-Cluster
# Hyper-V-MGMT-01
# Hyper-V-MGMT-02

< | Cisco UCS Manager

@ 4 % Hypervisor Hosts
I [57 Hyper-V Management
4 A UCS Domains
4 A 302-6332 (10.1.118.15)
4 £3 Equipment
I =i Chassis
I @ Rack-Mounts
I &, Orgs
£ Add-in Settings

UCS Domain
a02-6332 (10.1.118.15)

UGS Version Hosts VMs
|3.2010) |2 |s |1

Chassis

Servers ( Blades / Racks } High Availability
[Fisi1) [ves

# You can also add UCS domains within groups. If you want to add a UCS domain within a group, right-

click on the group and follow steps 3 through step 7 in the preceding procedure.

Using the Cisco UCS SCVMM Plugin

Viewing the Server Details from the Hypervisor Host View

To view server details, complete the following steps:

1. On the toolbar, click Cisco UCS Manager.

2. In the Hypervisors node, select the Hypervisor host which is associated with the server.

Name

Description

General tab

Fault summary

Displays the number of faults categorized based
on fault severity. You can click on the severity
fault icons in this section to view the fault details.

Displays the properties of the server such as,
server ID, UUID, serial number, associated service
profiles and so on. If a service profile is
associated with the server, a link to the location of
the service profile is provided. Clicking on the link
displays the properties of the associated service

Properties profile.
Indicates the status of the tasks running on the
Status host.

Actions area

Associate Service Profile

Enables you to associate a service profile to the
server.
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Name

Description

Disassociate Service Profile

Enables you to disassociate a service profile from
the server.

Set Desired Power State

Provides options to set the power state of a
service profile.

KVM Console

Enables you to launch the KVM console.

Turn on Locator LED

Enables you to either turn on or turn off the
locator LED depending on the current state.

Firmware tab

Provides the firmware details such as BIOS,
CIMC, adaptors and storage device part IDs, and
the firmware versions. If there are any changes to
the firmware details on the server, those changes
will reflect here.

Faults tab

Displays the faults' details specific to the server,
such as properties, severity, fault codes and IDs,
description, affected objects, and so on. Provides
options to filter the faults based on severity, and
option under the Actions area to acknowledge the
fault on UCS.

1. On the right pane of the window, you can view the following information of the server on which the host

is running:

Cisco UCS Manager

®

4 % Hypervisor Hosts

General |Firmware Faults

4 [ Hyper-V Management Fault Summary

2 Hyper-V-MGMT-02 flexpod.cisco.com 9 v & A
L] 0 0

% Hyper-V-MGMT-01.flexpod.cisco.com 0
4 £ UCS Domains Suppression Status: NIA
a A a02-6332 (10.1.118.15)
Status

4 £3 Equipment
&% Equip Overall Stafus: T ok

I &3 Chassis

Properties

UCS: a02-6332 (a02-6332.flexpod.cisco.com)

I &% Rack-Mounts
v Orgs

F Add-in Settings

Actions

ii Disassociale Service Profile
Set Desired Power Siale
E KVM Console

e Tum on Locator LED

Viewing Registered UCS Domains

SletID: 1 Chassis ID: 1
Product Name: Cisco UCS B200 M4
Vendor: Cisco Systems Inc
Revision: 0 FID: UCSB-B200-M4
Name: Serial Number (SN): FCH2036J3NP
User Label
UUID:  62fdf56e-9954-11e7-0000-000000a20001
Service Profile. org-root/ls-Hyper-V-MGMT-Host-01
Locator LED: &
Summary
Humber of Processors: 2 Cores Enabled: 28
Gores: 28 Threads: 56
Effective Memory (MB): 262144 Total Memory (MB): 262144
Operating Memory Speed: 2400 Operating Memory Voltage regular-voltage
Adapters: 1
HNICs: 6 HBAs: 0
Criginal UUID. Ged92a96-14fd-44cc-a388-b43e94eb30d2

Part Details
‘Connection Details

To view registered UCS domains, complete the following steps:



Cisco UCS Manager Plug-in for SCVMM

On the toolbar, click Cisco UCS Manager.

Click UCS Domains. The list of registered UCS domains and consolidated UCS information for each do-
main, such as the name and version, number of associated hosts, VMs and servers appear on the right
pane of the window as shown in the above figure.

(Optional) You can view the details in the grid view or the card view by clicking View option on the right-
top corner and choosing the appropriate option.

Viewing the UCS Blade Server Details

Using the add-in, you can view the server details, such as properties, faults information, and firmware
details. To view server details, complete the following steps:

1.

2.

3.

On the toolbar, click Cisco UCS Manager.

Under the UCS Domains node, expand the UCS domain.
Expand Equipment > Chassis. A list of chassis appears.
Choose a chassis.

The list of blade servers on the chassis appears under the chassis on the left pane. You can also view
the list of blade servers on the right pane on the window.

Select the blade for which you want to view the details.

The properties of the blade appear on the right pane of the window. You can view the following server
information as shown in the table below.

Name Description

General tab

Fault Displays the number of faults categorized based on fault severity. You can click on
summary the severity fault icons in this section to view the fault details.

Displays the properties of the server such as, chassis ID, UUID, serial number,
associated service profiles and so on. If a service profile is associated with the

Properties . . . o . L .
P blade, a link to the location of the service profile is provided. Clicking on the link
displays the properties of the associated service profile.
Status Indicates the status of the server.

Actions area

Set Desired

Provides options to set the power state of a service profile.
Power State

KVM Console Enables you to launch the KVM console.
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Rename
Service
Profile

Enables you to rename a service profile.

Associate
Service
Profiles

Enables you to associate a service profile to the server.

Turn on
Locator LED

Enables you to either turn on or turn off the locator LED depending on the current
state.

Disassociate
Service
Profile

Enables you to disassociate a service profile from the server.

Firmware tab

Provides the firmware details such as BIOS, CIMC, adaptors and storage device
part IDs and the firmware versions. If there are any changes to the firmware details
on the server, those changes will reflect here.

Faults tab

Displays the faults' details specific to the server such as properties, severity, fault
codes and IDs, description, affected objects, and so on. Provides options to filter
the faults based on severity, and option under the Actions area to acknowledge

the fault on UCS.

Cisco UCS Manager

©

Viewing the UCS Rack-Mount Server Details:

4 2 Hypervisor Hosts
4 [ Hyper-V Management
% Hyper-¥-MGMT-02.flexpad.cisco.com
% Hyper-V-MGMT-01.flexpod.cisco.com
4 A UCS Domains
4 A 302-6332 (10.1.118.15)
4 8 Equipment
4 B Chassis
4 &y Chassis -1
= Blade -1
ws Blade -2
wp Blade -3
wp Blade -4
s Blade -3
« Blade -6
|- @ Rack-Mounts
I &b Orgs
5 Add-in Settings

General | Firmware = Faults
Fault Summary

D

v A

Suppression Status: N/A

Status
Overall Status: ¢ ok

Actions

i? Disassociate Service Profile
Set Desired Power State
E KVM Console

e Tum on Locator LED

Properties

ucs:

Slot 1D:
Product Mame:
Vendor:
Revision:
Name:

User Label:
uuiD:

Service Profile:

Locator LED:

Summary

Number of Processors:
Cores:

Effective Memory (MB):
Operating Memory Speed:
Adapters:

MICs:

Original UUID:

Part Details

al2-6332 {a02-6332.flexpod.cisco.com)

1 Chassis ID:

Cisco UCS B200 M4

Cisco Systems Inc

o PID:
Serial Number (SN):

62fdf56e-9954-11e7-0000-000000a20001
org-rootis-Hyper-V-MGMT-Host-01

@

2 Cores Enabled:
28 Threads:
262144 Total Memory (MB):
2400 Operating Memory Voltage
1

6 HBAs:

6ed92a96-14fd-44cc-a388-b43e04eb30d2

o

UCSB-B200-M4
FCH2036J3NP

28
56
262144

regular-voltage

0

Connection Details.

Using the add-in you can view the details such as properties, faults information, and firmware details of the
servers on which the host is running. To view server details, complete the following steps:

1. On the toolbar, click Cisco UCS Manager.
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In the UCS Domains node, expand the UCS domain.

Expand Equipment > Rack-Mounts.

The list of registered UCS rack-mount servers appears.

Choose the server for which you want to view the details.

The properties of the rack-mount server appear on the right pane of the window. You can view the fol-
lowing server information:

Name Description
General tab
Fault Displays the number of faults categorized based on fault severity. You can click on
summary the severity fault icons in this section to view the fault details.
Displays the properties of the server such as, server ID, UUID, serial number,
. associated service profiles and so on. If a service profile is associated with the server,
Properties . . . - . . . .
a link to the location of the service profile is provided. Clicking on the link displays the
properties of the associated service profile.
Status Indicates the status of the server.

Actions area

Set Desired
Power State

Provides options to set the power state of a service profile.

KVM
Console

Enables you to launch the KVM console.

Rename
Service
Profile

Enables you to rename a service profile.

Associate
Service
Profiles

Enables you to associate a service profile to the server.

Turn on
Locator LED

Enables you to either turn on or turn off the locator LED depending on the current
state.

Disassociate
Service
Profile

Enables you to disassociate a service profile from the server.
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Provides the firmware details such as BIOS, Cisco IMC, adaptors and storage device

Firmware . . i .
tab part IDs and the firmware versions. If there are any changes to the firmware details on
the server, those changes will reflect here.
Displays the faults' details specific to the server such as properties, severity, fault
Faults tab codes and IDs, description, affected objects, and so on. Provides options to filter the

faults based on severity, and option under the Actions area to acknowledge the fault
on UCS.

Viewing the Service Profile Details

Using the add-in you can view the service profile details, such as properties, and faults information. To view
the service profile details, complete the following steps:

1. On the toolbar, click Cisco UCS Manager.

2.

3.

In the UCS Domains node, expand the UCS domain.

Expand Orgs > root.

Choose Service Profiles.

The list of service profiles and associated information appear on the right pane of the window. The serv-
er column lists the links to the servers that the service profile is associated with. Click the link to view the
details of the server.

Click the service profile for which you want to view the details.

The service profile details appear on the right pane of the window. You can view the following service
profile information:

Name Description
General tab
Fault
summary Displays the number of faults and the severity of the faults.
Displays the properties of the service profile such as, name, associated server,
Properties service profile template used and so on.
Status Indicates the status of the service profile.

Actions area

Set Desired
Power State

Provides options to set the power state of the server.

KVM
Console

Enables you to launch the KVM console.
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Name Description

Rename

Service

Profile Enables you to rename a service profile.

Create a Enables you to create a clone of the service profile by inheriting the attributes of
Clone the service profile.

Disassociate
Service
Profile

Enables you to disassociate the service profile from the server.

Change Host
Firmware
Package

Enables you to change the host firmware association.

Change
Service
Profile
Association

Enables you to upgrade the host firmware on the servers.

Cisco UCS Manager

4 % Hypervisor Hosts
4 [ Hyper-V Management
% Hyper-V-MGMT-02 flexpad cisca.com
% Hyper-V-MGMT-01 flexpod cisco.com
4 A UCS Domains
4 A 302-6332 (10.1.118.15)
453 Equipment
4 & Chassis
4 &yl Chassis -1
ww Blade -1
w Blade -2
= Blade -3
wye Blade -4
e Blade -3
e Blade -6
|- & Rack-Mounts
4 4 Orgs
- .!:_'. root
4 " Service Profiles
"2 Hyper-V-MGMT-Host-01
5 Hyper-V-MGMT-Host-02
i [{l Service Profile Templates
I 55 Host Firmware Packages
I £ Sub-Organizations

£ Add-in Settings

General

Fault Summary
0 0 0 L]
Suppression Status: N/A
Status

Overall Status: 1 ok

Actions
m Set Desired Power State

E KVM Console

:ﬁ Rename Service Profile
f Clone Service Profile

L

=l Disassociate Service Profile

: Change Service Profile Association
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Properties
Mame: Hyper-V-MGMT-Host-01
User Label:
Description:
UUID: 62fdf56e-9954-11e7-0000-000000a20001
UUID Pool:  UUID-Pool
UUID Pool Instance: org-rootiuuid-pool-UUID-Pool
Associated Server: sysichassis-1/blade-1
Semvice Profile Template: Hyper-V-iSCSl-Host
Template Instance: org-rootils-Hyper-V-iSC5l-Host
Server Pool:  Hyper-V-MGMT-Pool
Server Pool Qualification:  UCS-Broadwell

Restrict Migration- no
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Viewing the Service Profile Template Details

Using the add-in you can view the service profile template details, such as properties, and faults information.
To view the service profile template details, complete the following steps:

1. On the toolbar, click Cisco UCS Manager.
2. In the UCS Domains node, expand the UCS domain.
3. Expand Orgs > root.

4. Expand Service Profile Templates and select the service profile template for which you want to view the
details.

5. You can view the following service profile template information on the right pane of the window:

Name Description

General tab

Displays the properties of the service profile
Properties area template, such as name, type and so on.

Actions area

Enables you to use the template to create a
Create Service Profile from Templates service profile.

Enables you to create a clone of the service
profile template by inheriting the attributes of

Create a Clone the
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Cisco UCS Manager

@ 4 ™% Hypervisor Hosts General
4 [ Hyper-V Management ::\c‘tions Properties
= Hyper-V-MGMT-02 flexpod cisco.com =3 Create Service Proflie From Tempiate Mame: Hyper-V-iSCSl-Host
= Hyper-V-MGMT-01flexpod cisco.com E SICSUTIETE Description:

: UUID: Derived from pool (UUID-Pocl)
4 A& UCS Domains

Type: updating-template
4 A& 302-6332(10.1.118.15)
4 g8 Equipment
4 & Chassis
4 &y Chassis -1
wp Blade -1
ww Blade -2
= Blade -3
w Blade -4
wy Blade -5
e Blade -6
|- @ Rack-Mounts
4 & Orgs
4 & root
4 = Service Profiles
=2 Hyper V-MGMT-Host-01
Hyper-V-MGMT-Host-02
4 Service Profile Templates
Install-Win-iSCS|-Host

I 5 Host Firmware Packages

Viewing the Host Firmware Package Details

Using the add-in you can view the host firmware packages properties. To view the host firmware packages
details, complete the following steps:

1. On the toolbar, click Cisco UCS Manager.
2. In the UCS Domains node, expand the UCS domain.
3. Expand Orgs > root.

4. Expand Host Firmware Packages and select the host firmware package for which you want to view the
details.

You can view the following host firmware package information on the right pane of the window:

Name Description

General tab

Properties Displays the properties of the host firmware package, such as name,
area description, ownership information, package version and so on.

Actions area

Modify
Package Enables you to modify Blade package version and Rack package version
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Versions properties.
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_________________________________________________________________________________________________________________________________|

OnCommand Unified Manager 7.2

1. Use the cloning method to deploy a Windows Server 2016 Virtual Machine for the OnCommand installa-
tion. Setup the VM with 12 GB RAM, 4 CPUs, a 200 GB hard drive, and connected to the IB-MGMT EPG
in the FP-Foundation tenant. Boot the cloned VM, sysprep it, and assign it an IP Address and Hostname.
Join the VM to the Windows Domain. It may be necessary to extend the C: system disk to get a 200 GB
hard drive. Log into the VM as the FlexPod Administrator.

2. Download and review the OnCommand Unified Manager 7.2 Installation and Setup Guide for Microsoft
Windows

3. Download OnCommand Unified Manager version 7.2P1 .exe file for Microsoft Windows from
http://mysupport.netapp.com to the virtual machine.

4. Follow the instructions to install OnCommand after running the executable as Administrator.
5. After installation, log into OnCommand Unified Manager and fill in Setup Email and enable Autosupport.

6. To add your cluster for monitoring, click Add from the main dashboard and fill in your cluster details as
seen below.
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Add Cluster

Host Mame or IP Address

User Name

Password

Protocol

Port

al2-affa30o

admin

() HTTP
@ HTTPS

443

7. Add an Inbound Rule to Windows Firewall with Advanced Security to allow TCP port 443 (https) to allow

external connectivity to the OnCommand Unified Manager web interface.

8. Storage information can then be viewed by logging into OnCommand Unified Manager at

https://OncommandUnifiedManagerHostname as show below.
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(D) 8. https//aci-ms-ocum/2/

NetApp OnCommand Unified Manager

n Dashboards »
Favorites

Events

E Health 4
n Performance L4
Protection 4
Reports

E Configuration L4

Dashboards / Overview &
Availability

Heslthy | At Risk Wl Have Incidents

Clusters SVMs
(1total } (1total )

Aggregates
(4total )

Unresolved Incidents and Risks view 21

Availability View All
There are no availability
incidents or risks in your
system.

Capacity

Healthy | At Riss MlHave Incidents

SVMs Aggregates
(1total ) (4 total)
Capacity View All

& Capacity Risks

SVM Volume Capacity at Risk
2 2 detected in the last 24 hours

LATEST

10:33AM, 25 Oct: Infra-M3-SVM
a_datastore_2 - Volume
Qtree Quota
Overcommitted

10:33AM, 25 Oct: Infra-M3-SVM
a_datastore_1 - Volume
Qtree Quota
Overcommitted

NetApp SnapManager for Hyper-V

¢ || Q Search

Type: All

Performance

Hesltny | At Riss MlHave Incidents

Clusters SVMs
(1 total ) (1 total }

Volumes
(9total )

Performance View All

There are ne performance
incidents or risks in your
system.

-

wiBe & & 9 & =

& lo-s- ]

Search all Storage Object

Protection

Healthy [ Warning Ml Emor

Lag Status
(0 total }

SnapVault
(0 total )

SnapMirror
(0total )

Unprotected Volumes: 7

Protection View All

There are no protection
incidents or risks in your
system.

NetApp SnapManager for Hyper-V provides a solution for data protection and recovery for Microsoft®
Hyper-V virtual machines (VMs) running on ONTAP® software. You can perform application-consistent and
crash-consistent dataset backups according to protection policies set by your backup administrator. You can
also restore VMs from these backups. Reporting features enable you to monitor the status of and get
detailed information about your backup and restore jobs.

You can use the steps in the sections that follow to install SnapManager 2.1.2 for Hyper-V. NetApp
SnapManager for Hyper-V will need to be installed on every Hyper-V host that has virtual machines that
should be backed up.

Downloading SnapManager for Hyper-V

To download SnapManager for Hyper-V, complete the following steps:

.

site (requires login credentials).

Before you install ShapManager for Hyper-V, download the software package from the NetApp Support

.

Before you begin you must have login credentials for the NetApp Support Site.
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8.

9.

Log in to the NetApp Support site.

Go to the Download Software page.

From the drop-down list, select the operating system on which you are installing SnapManager for Hy-
per-V and click Go!.

Click View & Download for the software version you want to install.

On the Description page, click Continue.

Review and accept the terms of the license agreement.

On the Download page, click the link for the installation file.

Save the SnapManager for Hyper-V file to a local or network directory.

Click Save File.

10. Verify the checksum to ensure that the software downloaded correctly.

Installing SnapManager for Hyper-V

To install SnhapManager for Hyper-V, complete the following steps:

1.

jﬁl SnapManager For Hyper-V - InstallShield Wizard X

Launch the SnapManager for Hyper-V executable file and then follow the Installation wizard instructions.

Welcome to the InstallShield Wizard for
SnapManager For Hyper-V

The InstallShield(R) Wizard will install SnapManager For
Hyper-V on your computer. To continue, dick Next.

WARNING: This program is protected by copyright law and
international treaties.

o
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2. On the SnapManager for Hyper-V License page, select the appropriate license type and click Next.

ﬁ SnapManager For Hyper-V® - Installation Wizard

SnapManager for Hyper-V License
Please provide valid SnapManager for Hyper-V license to install
NetApp

Select the license type:
() Per Client System
@ Per Storage System
() Per Server

Provide Valid SnapManager for Hyper-V License Key
License Key:

InstallShield

<o cocs

3. Select the installation location and click Next.

4. On the SnapManager for Hyper-V Credentials page, enter the account and password information of an
account that is a member of the local administrators. Click Next.
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ﬁ SnapManager For Hyper-V - Installation Wizard — >
SnapManager For Hyper-V Web Service Credentials "
Specify User Credentials for SnapManager For Hyper-V Web Service
NetApp
Account (Domain Name\User Name):
|FLEXPOD \snapdrive Add...
Password: -
|| [Z1 X121 |

Confirm Password:

Installshield

< Back | Mext = I Cancel \

5. On the SnapManager for Hyper-V Web Service Configuration page, accept the default port number and
click Next.
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ﬁ SnapManager For Hyper-V - Installation Wizard X

SnapManager For Hyper-V Web Service Configuration "

Specify SnapManager For Hyper-V Web Service Configuration
NetApp

SnapManager For Hyper-V Web Service Tcp,Ip Endpoint (Port) IBDS

InstallShield -

6. On the Ready to Install page, click Install.

7. Review the summary of your selections and click Finish.

NetApp OnCommand Plug-in for Microsoft

The NetApp OnCommand Plug-in for Microsoft is an enterprise-class storage monitoring and management
application that integrates with SCOM. The plug-in enables administrators to monitor, manage, and report on
their NetApp storage systems from within SCOM.

Downloading OnCommand Plug-in for Microsoft

To download OnCommand plug-in for Microsoft, complete the following steps:

# Before you install OnCommand Plug-in for Microsoft, download the software package from the NetApp
Support site (requires login credentials).

‘& Before you begin you must have login credentials for the NetApp Support Site.

1. Log in to the NetApp Support site.

2. Go to the Download Software page.
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8.

9.

From the drop-down list, select the platform on which you are installing OnCommand Plug-in for Mi-
crosoft and click Go!.

Click View & Download for the software version (4.1.2) you want to install.

On the Description page, click Continue.

Review and accept the terms of the license agreement.

On the Download page, click the link for the installation file.

Save the installation file to a local or network directory accessible by the SCOM host.

Click Save File.

10. Verify the checksum to ensure that the software downloaded correctly.

Installing NetApp OnCommand Plug-In for Microsoft

To install NetApp OnCommand plug-in for Microsoft, complete the following steps:

1. Launch the OnCommand Plug-in for Microsoft executable file and then follow the Installation wizard in-
structions.
ﬁ OnCommand Plug-in 4.1.2 for Microsoft (x64) - InstallShield Wizard ot

Welcome to the InstallShield Wizard for
OnCommand Plug-in 4.1.2 for Microsoft (x64)

The Installshield(R) Wizard will install OnCommand Plug-n 4.1.2
for Microsoft (x64) on your computer, To continue, dick Mext.

WARMIMG: This program is protected by copyright law and
international treaties.

2.

On the Welcome page, click Next.
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ﬁ OnCommand Plug-in 4.1.2 for Microsoft (x64) - InstallShield Wizard ot

Destination Folder "

Click Mext to install to this folder, or dick Change to install to a different folder.
NetApp

Install OnCommand Flug-n 4. 1. 2 for Microsaft (x64) to:
C:\Program Files\NetApp\OnCommand M5 _Plugin' Change. ..

InstallShield

3. On the Destination page, select the destination and click Next.

ﬁ OnComrnand Plug-in 4.1.2 for Microsoft (x64) - InstallShield Wizard hod
Feature Selection "
Select the features you want to install.
NetApp
Click on an icon in the list below to select or deselect a feature. Help
Feature Description
SCOM Management Packs OnCommand Plug-n Products
SCOM Console Integration
Cmdlets
Documentation
OnCommand Discovery Agent This feature frees up 2KE on
your hard drive. It has 3of 5
subfeatures selected. The
subfeatures require 32ME on
{ » your hard drive.
Install to:
C:\Program Files\MetApp\OnCommandyM5_Plugin' Change. ..
Installshield
Disk Space < Back Cancel

4. On the Feature Selection page, select the desired features, and click Next.
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ﬁ OnCommand Plug-in 4.1.2 for Microsoft (x64) - InstallShield Wizard oo
Web Service Credentials "
Spedfy User Credentials and Port for Web Service NetApp

Account (example: Domain‘\Administrator):

|FLEXPOD \snapdrive Add...

Password;

Confirm Password:

Web Service TCP/TP Endpaint (Port) IEDS

InstallShield

5. On the Web Service Credentials page, enter the appropriate credentials and TCP port (the default port
808 should work fine), and click Next.

ﬁ OnCommand Plug-in 4.1.2 for Microsoft (x64) - InstallShield Wizard oo
Configure OCPM Database "
QCPM reguires a S0L instance for the OCPM database.
NetApp
Database server: Inv:um.ﬂexpnd.cism.mm‘n]

serverMame\InstanceMame

TCP/IP port: |1433

(®) Windows Authentication

() 50L Authentication

User Mame: I

Password: |

InstallShield
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6. On the Configure OCPM Database page, enter the name, port, and authentication method for the OCUM
server. If no instance is specified, the default OCPM database instance on the OCUM server will be used.

7. On the Ready to Install page, click Install.

8. When the installation completes click Finish.
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Storage Configuration - Boot LUNs for Tenant Hyper-V Hosts

_________________________________________________________________________________________________________________________________|
NetApp ONTAP Boot Storage Setup

Create igroups

To create igroups, run the following commands:

igroup create -vserver Infra-MS-SVM -igroup Hyper-V-MGMT-01 -protocol iscsi -ostype windows -
initiator <hyper-v-mgmt-0l-ign>

igroup create -vserver Infra-MS-SVM -igroup Hyper-V-MGMT-02 -protocol iscsi -ostype windows -
initiator <hyper-v-mgmt-02-ign>

igroup create -vserver Infra-MS-SVM -igroup Hyper-V-MGMT-All -protocol iscsi -ostype windows -
initiator <hyper-v-mgmt-0l-ign>, <hyper-v-mgmt-02-ign>

ﬁ To get the management host IQNs, log in to UCS Manager and click the Servers icon on the left. Then
select Servers > Service Profiles > root and the host Service Profile. The host IQN is listed under the
iISCSI vNICs tab on the right.

Map LUNS to igroups

To map LUNSs to igroups, run the following commands:

lun map -vserver Infra-MS-SVM -volume HV boot —-lun MGMT-Win2016-Gold -igroup Hyper-V-MGMT-01 -lun-id
0

lun map -vserver Infra-MS-SVM -volume witness —-lun witness -igroup Hyper-V-MGMT-All -lun-id 1

lun map -vserver Infra-MS-SVM -volume iscsi datastore 1 -lun iscsi datastore 1 -igroup Hyper-V-MGMT-
All -lun-id 2

lun map -vserver Infra-MS-SVM -volume iscsi datastore 2 -lun iscsi datastore 2 -igroup Hyper-V-MGMT-
All -lun-id 3
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Add Supernet Routes to Core-Services Devices

In this FlexPod with Cisco ACI lab validation, a Core-Services subnet was setup in Tenant common to allow
Tenant VMs to access Core Services such as DNS and Active Directory Authentication. Tenant VMs access
the Core-Services devices over Layer 3 using their EPG subnet gateway. In this implementation, the Core-
Services devices were setup connected by contract to the Bridged FP-Mgmt-Sw Network that had a default
gateway outside of the ACI Fabric. Since the Core-Services devices use this default gateway that is outside
of the ACI Fabric, persistent, static routes must be placed in the Core-Services devices to reach the Tenant
VMs. To simplify this setup, all tenant VMs and devices connected to Core-Services had their IP subnets
mapped from a range (172.18.0.0/16 in this deployment), allowing one supernet route to be put into each
Core-Services device. This section describes the procedure for deploying these supernet routes to each
type of Core-Services device.

Adding the Supernet Route in a Windows VM or Host

To add a persistent Supernet Route in a Windows VM (AD servers) or a Tenant Host, open a command
prompt with Administrator privileges in Windows and type the following command:

route —-p ADD 172.18.0.0 MASK 255.255.0.0 <core-services-EPG-gateway>

route print

ACI Shared Layer 3 Out Setup

This section describes the procedure for deploying the ACI Shared Layer 3 Out. This external network is
setup with a routing protocol and provides ACI tenants with a gateway to enter and leave the fabric.

This section provides a detailed procedure for setting up the Shared Layer 3 Out in Tenant common to
existing Nexus 7000 core routers using sub-interfaces and VRF aware OSPF. Some highlights of this
connectivity are:

e A new bridge domain and associated VRF is configured in Tenant common for external connectivity.

e The shared Layer 3 Out created in Tenant common “provides” an external connectivity contract that
can be “consumed” from any tenant.

e Routes to tenant EPG subnets connected by contract are shared across VRFs with the Nexus 7000
core routers using OSPF.

e The Nexus 7000s’ default gateway is shared with the ACI fabric using OSPF.
e Each of the two Nexus 7000s is connected to each of the two Nexus 9000 leaf switches.
e Sub-interfaces are configured and used for external connectivity.

e The Nexus 7000s are configured to originate and send a default route to the Nexus 9000 leaf
switches.
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e This Shared Layer 3 Out was set up on a set of 10GE leaves that were part of the ACI fabric and not
the 9332 leaves (which were also part of the fabric) used in this validation.

Figure 4 ACI Shared Layer 3 Out Connectivity Details
External Routed Domain Shared_L3_Out (VRF common/External)

192.168.253.101/30 192.168.253.109/30 192.168.253.105/30 192.168.253.113/30

192.168.253.102/30 192.168.253.114/30

Nexus 7000-1 Nexus 7000-2

Configuring the Nexus 7000s for ACI Connectivity (Sample)

The following configuration is a sample from the virtual device contexts (VDCs) from two Nexus 7004s.
Interfaces and a default route from the two Nexus 7000s also needs to be set up, but is not shown here
because this would be set up according to customer security policy.

Nexus 7004-1 VDC

feature ospf

vlan 100
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name OSPF-Peering

interface V1anl00
no shutdown
mtu 9216
no ip redirects
ip address 192.168.253.253/30
no ipvé redirects
ip ospf mtu-ignore

ip router ospf 10 area 0.0.0.0

interface Ethernet4/21

no shutdown

interface Ethernetd4/21.201
encapsulation dotlg 201
ip address 192.168.253.102/30
ip ospf network point-to-point
ip ospf mtu-ignore
ip router ospf 10 area 0.0.0.10

no shutdown

interface Ethernet4/22

no shutdown

interface Ethernet4/22.202
encapsulation dotlg 202
ip address 192.168.253.106/30
ip ospf cost 5
ip ospf network point-to-point
ip ospf mtu-ignore

ip router ospf 10 area 0.0.0.10
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no shutdown

interface loopback0
ip address 192.168.254.3/32

ip router ospf 10 area 0.0.0.0

router ospf 10
router-id 192.168.254.3

area 0.0.0.10 nssa no-summary default-information-originate no-redistribution

Nexus 7004-2 VDC

feature ospf

vlan 100

name OSPF-Peering

interface V1anl00
no shutdown
mtu 9216
no ip redirects
ip address 192.168.253.254/30
no ipvé redirects
ip ospf mtu-ignore

ip router ospf 10 area 0.0.0.0

interface Ethernet4/21

no shutdown

interface Ethernet4/21.203
encapsulation dotlg 203
ip address 192.168.253.110/30
ip ospf cost 21

ip ospf network point-to-point
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ip ospf mtu-ignore
ip router ospf 10 area 0.0.0.10

no shutdown

interface Ethernet4/22

no shutdown

interface Ethernet4/22.204
encapsulation dotlg 204
ip address 192.168.253.114/30
ip ospf cost 30
ip ospf network point-to-point
ip ospf mtu-ignore
ip router ospf 10 area 0.0.0.10

no shutdown

interface loopback0
ip address 192.168.254.4/32

ip router ospf 10 area 0.0.0.0

router ospf 10
router-id 192.168.254.4

area 0.0.0.10 nssa no-summary default-information-originate no-redistribution

Configuring ACI Shared Layer 3 Out

ACI GUI

1. At the top, select Fabric > Access Policies.

2. On the left, expand Physical and External Domains.

3. Right-click External Routed Domains and select Create Layer 3 Domain.
4. Name the Domain Shared-L3-Out.

5. Use the Associated Attachable Entity Profile pulldown to select Create Attachable Entity Profile.
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6. Name the Profile AEP-Shared-L3-Out and click Next.

Create Attachable Access Entity Profile (2 IX]
STEP 1 > Profile 1. Profile 2. Association To Interfaces
Specify the name, domains and infrastructure encaps

Name: | AEP-Shared-L3-0ut|

Description: | optional

Enable Infrastructure VLAN: ]
EPG DEPLOYMENT (ANl Sclected CPGs will &

Application EPGs Encap Primary Encap Mode

7. Click Finish to continue without specifying interfaces.

8. Back in the Create Layer 3 Domain window, use the VLAN Pool pulldown to select Create VLAN Pool.
9. Name the VLAN Pool VP-Shared-L3-Out and select Static Allocation.

10. Click the + sign to add and Encap Block.

11. In the Create Ranges window, enter the From and To VLAN IDs for the Shared-L3-Out VLAN range
(201-204). Select Static Allocation.
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Create Ranges (2 IX]
Specify the Encap Block Range

Type: VLAM

Range: |VLAMN w | 201 - | WVLAMN w | 204

ntager Value ntagear Value

Allocation Mode: Inherit allocMode from parent Static Allocation

12. Click OK to complete adding the VLAN range.

13. Click Submit to complete creating the VLAN Pool.

Create Layer 3 Domain O
Specify the Layer 3 Domain

Name: | Shared-L3-0Out

Associated Attachable

Entity Profile: AEP-Shared-L3-Out v |
VLAN Poal: | VP-Shared-L3-0ut(statie) v | &
Security Domains: O o
Salect Mame Description
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14. Click Submit to complete creating the Layer 3 Domain.
15. At the top, select Fabric > Access Policies.
16. On the left, select Quick Start. Under Steps, select Configure an interface, PC, or VPC.

17. If an Interface, PC, or vPC has already been configured on the leaf pair being used here, select that
switch pair in the list on the left and skip to step 19. Otherwise, in the center pane, click the green plus
sign to select switches.

18. Using the Switches pull-down, select the two leaf switches connected to the Nexus 7000s and click
away from the list to get the two switches filled in next to Switches. The Switch Profile Name will be au-
tomatically filled in.

Configure Interface, PC, And VPC [2]<]

| Configured Swiich Interface Select Switches To Configure Interfaces: @ Quick

e Switches: | 101-102 Switch Profile Name: [ Switch101-102_Profile |°

Switches Interfaces IF Type Attached Device Type 9

19. Click the green plus sign to configure switch interfaces.

20. Next to interfaces, enter the 2-port identifiers for the ports connected to the Nexus 7000s and used for
Shared-L3-0ut. It is important to use the same two ports on each leaf. Fill in the policies, Attached De-
vice Type, and External Route Domain as shown below.
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Configure Interface, PC, And VPC 09

Select Switches To Configure Interfaces: @ Quick ® Advanced

©0

Switches: Switch Profile Name:

Switches Interfaces IF Type Attached Device Type
vp vp Interface Type: @ Individual © PC @ vee
o1
” . Interfaces: | 1/47-48 Interface Selector Name: |a07-7004-ports-47-4¢
I v 101, :
U2 VPC L2 (VLANs: 118,111-11.. Interface Policy Group: @ Create One @ Cheose One
5 102 Link Level Policy: | 10Gbps-Auto ~ @ CDP Palicy: | CDP-Enabled ~ @
s 103 MCP Policy: | v LLDP Policy: | LLDP-Enabled ~| @
N 103 STP Interface Policy: | BPDU-FG-Disabled v @ Monitoring Palicy: |select a value v
N 1 Storm Control Policy: | select a value v L2 Interface Palicy: | VLAN-Scope-Global v @
» 106 Port Security Policy: | select a value -
1)25 VPG L2 (VLANs: 318,906,2.0 Ingress Data Plane [ o o1ie " Egress Data Plane [ 2 aiue —
Policing Policy: Policing Policy:
1126 VPC L2 (VLANS: .
Priority Flow Control [ 7" o) e » )
11 VPG Policy: = " 1Pva NetFlow Monitor [0 o) o w
Policy:
11 wor Dara Matsl 1 ANe- 218 Slow Drain Poli
ow Drain Policy: | select a value
VPC Switch Pairs v v IPvé NetFlow Monitor [ oo -
VPC Switch Pairs Policy: L
Fibre Channel Interface 5 value
Policy: vesLe ~ Layer2-Switched (CE
VPC Domain Id » Switch 1 Switch 2 type) NetFlow Monitor |select a value v
Palicy:
1 102 101
2 103 104 Attached Device Type: | External Routed Devices w
10 105 106

21. On the lower right, click Save. Click Save again and click Submit.

22. At the top, select Tenants > common.

Domain: @ Create One

23. On the left, expand Tenant common and Networking.

24. Right-click VRFs and select create VRF.

25. Name the VRF common-External. Select default for both the End Point Retention Policy and Monitoring

Policy.
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Create VRF (2 IX]

STEP 1 = VRF n 2. Bridge Domain

Specify Tenant VRF
Name: | common-External
Alias:

Description: |optional

Policy Control Enforcement Preference: Unenforced
Palicy Control Enforcement Direction: | Egress m

BD Enforcement Status: [
End Point Retention Policy: | default w @

ihy applies to remote

Monitoring Policy: |REEME w @

DNS Labels:
anter names separated by comma
Route Tag Policy: |select a value v

Create A Bridge Domain:

Configure BGP Policies: []
Configure OSPF Policies: [
Configure EIGRP Policies: [

Previous Mext

26. Leave Create A Bridge Domain selected and click Next.

27. Name the Bridge Domain BD-common-External. Leave all other values unchanged.
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Create VRF (2 IX]
STEP 2 > Bridge Domain R
Specify Bridge Domain for the VRF
Name: [ BD-common-External| IGMP Snoop Policy: | select a value e
Alias: Monitoring Policy: | select a value w
Description: | optional ND policy: | select a value o

ARP Flooding: [] Enabled
Type: | fc regular
Forwarding: | Optimize A
Endpoint Dataplane Learning:
Limit IP Learning To Subnet:

Config BD MAC Address:
MAC Address: | 00:22:BD:F8:19:FF

28. Click Finish to complete creating the VRF.

29. On the left, right-click External Routed Networks and select Create Routed Outside.

30. Name the Routed Outside Shared-L3-Out.

31. Select the checkbox next to OSPF.

32. Enter 0.0.0.10 (configured in the Nexus 7000s) as the OSPF Area ID.

33. Using the VRF pulldown, select common/common-External.

34. Using the External Routed Domain pulldown, select Shared-L3-Out.

35. Click the + sign to the right of Nodes and Interfaces Protocol Profiles to add a Node Profile.
36. Name the Node Profile Nodes-101-102 for the Nexus 9000 Leaf Switches.
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37. Click the + sign to the right of Nodes to add a Node.
38. In the select Node window, select Leaf switch 101.

39. Provide a Router ID IP address that will also be used as the Loopback Address (192.168.254.101).

Select Node oD

Node ID; |a01-93180-a (No

Router ID: | 192.168.254.101|

Use Router I} as Loopback Address:

Loopback Addresses:
|_)

192.168.254.101

Static Routes:

IP Address Next Hop IP

40. Click OK to complete selecting the Node.
41. Click the + sign to the right of Nodes to add a Node.
42. In the select Node window, select Leaf switch 102.

43. Provide a Router ID IP address that will also be used as the Loopback Address (192.168.254.102).
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Create Routed Outside (2 X

Select Node (2 I

Select Node and Configure Static Routes

Node ID: |201-93180-b (Node-102) |~

Router ID: | 192.168.254.102|

Use Router ID as Loopback Address:

Loopback Addresses:

P
182.168.254.102

Static Routes: i

|IP Address Next Hop IP

44. Click OK to complete selecting the Node.
45, Click the + sign to the right of OSPF Interface Profiles to create an OSPF Interface Profile.

46. Name the profile OIP-Nodes-101-102.
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Create Interface Prof

STEP 1 > Identity

Specify the Interface Profile

MName

Description:

MND policy:
Egress Data Plane Policing Policy:
Ingress Data Plane Policing Policy:

MetFlow Monitor Policies:

Config Protocol Profiles

47. Click Next.

le

(7 1)

3. Interfaces

1. Identity 2. Protocol Profiles

: |oIP-Nodes-101-102| |

ophional

select a value 2%
select a value “
select a value “

MetFlow IP Filter Type MetFlow Monitar Policy

:

Next

Previous

Cancel

48. Using the OSPF Policy pulldown, select Create OSPF Interface Policy.
49. Name the policy To-7K.
50. Select the Point-to-Point Network Type.

51. Select the Advertise subnet and MTU ignore Interface Controls.
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Create OSPF Interface Policy

Define OSPF Interface Policy
Mame: | To-7K

Description: |optional

1?1

Metwork Type: | Broadcast Unspecified

Priority: |1

Cost of Interface: | unspecified

Interface Controls: @

Advertise subnet

(JeFD
MTL ignore

[ Passive participation

Hella Interval (sec): [ 10
Dead Interval (sec): |40

Retransmit Interval (sec):

T

Transmit Delay (sec): |1

52. Click SUBMIT to complete creating the policy.
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Create Interface Profile (2 IX]

1. Identity 2. Protocol Profiles 3. Interface
STEP 2 > Protocol Profiles - ST

Specify the Protocol Profiles

OSPF Profile

Authentication Type: | No authentication ~
Authentication Key:
Confirm Key:

OSPF Palicy: [To-7¢ v| @&

BFD Interface Profile

Authentication Type: | No authentication ~

BFD Interface Palicy: |select a value ™

HSRP Interface Profile

53.

54.

55.

56.

57.

58.

59.

Enable HSRP: ]

MName Group ID =] MAC Group Mame Group Type IP Obtain
Mode

Click Next.
Select Routed Sub-Interface under Interfaces.
Click the + sign to the right of Routed Sub-Interfaces to add a routed sub-interface.

In the Select Routed Sub-Interface window, select the interface on Node 101 that is connected to Nexus
7000-1.

Enter VLAN 201 for Encap.
Enter the IPv4 Primary Address (192.168.253.101/30)

Leave the MTU set to inherit.
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Select Routed Sub-Interface

Specify the Interface

Mode:

Path:

Description:

Encap:

IPv4 Primary / IPvE Preferred Address:

IPvd4 Secondary / IPvE Additional
Addresses:

MAC Address:
MTU (bytes):

Link-local Address:

Ex: to

2 >

a01-93180-a (Node-101) w
palagy/pod- 1/nade-17

eth1/47 "
ad- 1 Mode-101/[Fex-110)eth1/2

ophonal

ntagear Value

192.168.253.101/30| |

address/mask

00:22:BD:F8:19:FF

inherit

60. Click OK to complete creating the routed sub-interface.

61. Repeat steps 54-59 to add the second Leaf 1 interface (VLAN 203, IP 192.168.253.109/30), the first
Leaf 2 interface (VLAN 202, IP 192.168.253.105/30), and the second Leaf 2 interface (VLAN 204, IP

192.168.253.113/30).
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Create Interface Profile

STEP 3 = Interfaces

Specify the Interfaces

Routed Sub-Interfaces
Path
Pod-1/Node-101/eth1/47
Pod-1/MNode-101/eth1/48
Pod-1/Node-102/eth1/47
| Pod-1/Node-102/eth1/48

IP Address

192.168.253.101/30
182.168.253.109/30
192.168.253.105/30
192.168.253.113/30

1. Identity

MAC Address

00:22:BD:F8:19:FF
00:22:BD:F8:19:FF
00:22:BD:F8:19:FF
00:22:BD:F8:19:FF

62. Click OK to complete creating the Node Interface Profile.
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Create Node Profile
Specify the Node Profile

Name: |Nodes-101-102

Description: |optional

Target DSCP: | Unspecified o

Modes:

Node 1D Router ID

topology/pod-1/... 192.168.254.101
|mpo|ogwpod-u_.. 192.168.254.102

OSPF Interface Profiles:

Name Description

| OIP-Nades-101-102

Static Routes

63. Click OK to complete creating the Node Profile.
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Create Routed Outside (2 IX]

STEP 1 > Identity 1. Identity 2. External EPG Networks

Define the Routed QOutside

Name: |Shared-L3-0ut Provider Label: -

anter names
Alias:

Consumer Label:
Description: | optional

Oece OSPF
Tags: o OSPF Area ID: | 0.0.0.10
enior gt soparied by comsta QOSPF Area @
PIM: [] Control Send redistributed LSAs into NSSA area

Route Control Enforcement:[] impart Originate summary LSA

Suppress forwarding address in translated LSA

Target DSCP: | Unspecified W
VRF: | common-External v @ OSEF Area Type: Reguiar area b
External Routed Domain: | Shared-L3-0ut o @ OSPF Area Cost: | 1 C
Route Profile for Interleak: | select a value v

Route Control For Dampening:

Address Family Type Route Dampening Policy

Nodes and Interfaces Protocol Profiles

MNarme Description DsCp Modes

Nodes-101-102 Unspecified 101, 102

Previous Next

64. Click Next.

65. Click the + sign under External EPG Networks to create and External EPG Network.
66. Name the External Network Default-Route.

67. Click the + sign to add a Subnet.

68. Enter 0.0.0.0/0 as the IP Address. Select the checkboxes for External Subnets for the External EPG,
Shared Route Control Subnet, and Shared Security Import Subnet.
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17 >

Create Subnet

Specify the Subnet
IP Address: |0.0.0.0/0

address/mask

scope: [ Export Route Control Subnet

External Subnets for the External EPG
Shared Route Control Subnet
Shared Securnty Import Subnet

. O.SPF RD,UtE select an ophon "
Summarization Policy:

aggregate:

] Agaregate Shared Routes
Route Control Profile:

MName Direction

69. Click OK to complete creating the subnet.
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Create External Network OD

Lenne an cxte

Name: | Default-Route

Alias:
Tags: -.,
QoS class: | Unspecified w
Description: |optiona
Target DSCP: | Unspecifiad -
Preferred Group Member: =TT =) Include
=ubnet
]
IP Address Scope Aggregate Route Control Profile Route Summarization
Policy
0.0.0.0/0 External Subnets for the Ex...
Shared Route Control Subn...
Shared Security Import Su_.

70. Click OK to complete creating the external network.

71. Click Finish to complete creating the Shared-L3-Out.

72. On the left, right-click Security Policies and select Create Contract.

73. Name the contract Allow-Shared-L3-Out.

74. Select the Global Scope to allow the contract to be consumed from all tenants.
75. Click the + sign to the right of Subjects to add a contract subject.

76. Name the subject Allow-All.

77. Click the + sign to the right of Filters to add a filter.

78. Use the pulldown to select the Allow-All filter from Tenant common.

79. Click Update.
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80.

81.

82.

works. Select Default-Route.

83.

84.

85.

cisco  AP|IC

System

Tenants Fabric

ALL TENANTS | AddTenant | TenantSearch: |SEEIEEREREIEENEES]

Tenant commaon
Cr Quick Start

B Tenant common
Appl

G = o

VM Netwarking

Click OK to complete creating the contract subject.

Click Submit to complete creating the contract.

On the right, under Policy, select Contracts.

L4-L7 Services Admin

Operations

Click the + sign to the right of Provided Contracts to add a Provided Contract.

Select the common/Allow-Shared-L3-Out contract and click Update.

Apps

| common | FP-Foundation | App-B | App-A | Foundation

Provided Contracts

Consumed Contracts:

Name Tenant

ow-Shared-L3-Out  common

Name Tenant

External Network Instance Profile - Default-Route

ype QoS Class

Contract Unspecified

ype QoS Class

Match Type State

AtleastOne formed

State

On the left, expand Tenant common, Networking, External Routed Networks, Shared-L3-Out, and Net-

ﬁ Tenant EPGs can now consume the Allow-Shared-L3-Out contract and connect outside of the fabric.
More restrictive contracts can be built and provided here for more restrictive access to the outside.

Lab Validation Tenant Configuration

The following table shows the VLANS, Subnets, and Bridge Domains for the sample App-A Tenant set up as

part of this lab validation:

Table 12 Lab Validation Tenant MS-TNT-A Configuration

EPG Storage VLAN UCS VLAN Subnet / Gateway Bridge Domain
iISCSI-A 3014 Virtual Switch 192.168.14.0/24 — L2 BD-iSCSI-A
iISCSI-B 3024 Virtual Switch 192.168.24.0/24 — L2 BD-iSCSI-B
SMB 3055 Virtual Switch 192.168.55.0/24 — L2 | BD-SMB
SVM-MGMT 219 Virtual Switch 172.18.254.6/29 BD-Internal
Web N/A Virtual Switch 172.18.0.254/24 BD-Internal
App N/A Virtual Switch 172.18.1.254/24 BD-Internal
DB N/A Virtual Switch 172.18.2.254/24 BD-Internal
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Deploy ACI Application (MS-TNT-A) Tenant

This section details the steps for creation of the MS-TNT-A Sample Tenant in the ACI Fabric. This tenant will
host application connectivity between the compute (Hyper-V Server on UCS) and the storage (NetApp)
environments. This tenant will also host the three application tiers of the sample three-tier application. A
corresponding MS-TNT-A-SVM will be created on the NetApp storage to align with this tenant. To deploy
the MS-TNT-A Tenant, complete the following steps:

1. Inthe APIC GUI, select Fabric > Access Policies.
2. On the left, expand Pools and VLAN.
3. Select the storage VLAN Pool created earlier (NetApp-AFF_vlans).
4. In the center pane, click the + sign to add an encapsulation block.
5. Enter <storage-MS-TNT-A-SMB-VLAN> for the From and To fields.
6. Select Static Allocation.
Create Ranges (7 1%
Type: VLAN
Range: |VLAMN |~ LAN  |w
Allocation Mode: | Dynamic Allocation nherit allocMode from parent
7. Click Submit to add the Encap Block Range.
8. In the center pane, click the + sign to add another encapsulation block.
9. Enter <storage-MS-TNT-A-SVM-MGMT-VLAN> for the From and To fields.
10. Select Static Allocation.
11. Click Submit to add the Encap Block Range.
12. If iISCSI LUN access is being provided by the MS-TNT-A tenant, complete steps 13-29. Otherwise,
continue at step 30.

13. In the center pane, click the + sign to add an encapsulation block.
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14. Enter <storage-MS-TNT-A-iSCSI-A-VLAN> for the From and To fields.
15. Select Static Allocation.

16. Click SUBMIT to add the Encap Block Range.

17. In the center pane, click the + sign to add an encapsulation block.

18. Enter <storage-MS-TNT-A-iSCSI-B-VLAN> for the From and To fields.
19. Select Static Allocation.

20. Click SUBMIT to add the Encap Block Range.

21. At the top select Tenants > Add Tenant.

22. Name the Tenant MS-TNT-A. Select the default Monitoring Policy.

23. For the VRF Name, also enter MS-TNT-A. Leave the Take me to this tenant when | click finish checkbox
checked.
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Create Tenant

Mame: | M3

Alias:

Description: |ophona

GUID:

Manitoring Policy: | defa

Security Domains:

ult W @

VRF Name: | MS

Take me to this tenant when

click finish

24. Click Submit to finish creating the Tenant.

Description

(7 )

Account Name

25. On the left under Tenant MS-TNT-A, right-click Application Profiles and select Create Application Pro-

file.

26. Name the Application Profile Host-Conn select the default Monitoring Policy, and click Submit to com-
plete adding the Application Profile.

27. If you are using providing iISCSI LUN access from this tenant, complete steps 28-53. Otherwise, contin-

ue to step 54.

28. On the left, expand Application Profiles and Host-Conn.

29. Right-click Application EPGs and select Create Application EPG.

30. Name the EPG iscsI-A. Leave Intra EPG Isolation Unenforced.
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31. Use the Bridge Domain pulldown to select Create Bridge Domain.
32. Name the Bridge Domain BD-iSCSI-A.

33. Select the MS-TNT-A VRF.

34. Use the Forwarding pulldown to select Custom.

35. Select Flood for the L2 Unknown Unicast and default for the End Point Retention Policy and IGMP Snoop

Policy.
- . .
Create Bridge Domain (7 Ix]
STEP 1 > Main m 2. L3 Configurations 3. Advanced/Troubleshooting
Specify Bridge Domain for the VRF
MName: | BD-iSCSI-A
Alias:
Description: | optional
Type: | fo reguilar
VRF: | MS-TNT-A | @
Forwarding: | Custom ~
L2 Unknown Unicast: | Flood w
L3 Unknown Multicast Flooding: | Flood v
Multi Destination Flooding: | Flood in BD w

ARP Flooding: ] Enabled
Clear Remote MAC Entries: [ |
End Point Retention Policy: | default w @

IGMP Snoop Policy: | SEEND | @

Previous Cancel m

36. At the bottom right, click Next.
37. Make sure Unicast Routing is Enabled and click Next.

38. Select the default Monitoring Policy and click Finish.
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Create Application EPG

STEP 1 > |dentity

Specify the EPG Identity
Name: [iSCSI-A
Alias:

Description: | optional

Tags: w

enter ags Separated Oy carmma
QoS class: |Unspecified w
Custom QoS: |select a value v
Data-Plane Policer: |select a value L

Intra EPG Isclation: | Enforced Unenforced

Preferred Group Member: Include

Bridge Domain: | BD-iSCSI-A v| @

[etau] |V@

FHS Trust Control Policy: | select a value e

Monitoring Policy:

Associate to VM Domain Profiles: []
Statically Link with Leaves/Paths: [
EPG Contract Master:

Application EPGs

39. Select the default Monitoring Policy and click Finish to complete creating the EPG.

40. On the left, expand Application EPGs and EPG iSCSI-A. Right-click Domains and select Add Physical
Domain Association.

41. Using the pulldown, select the NetApp-AFF Physical Domain Profile.
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Add Physical Domain Association (7 IX]

Choose the Physical domain to associate

Physical Domain Profile: | NetApp-AFF o @

42. Click Submit to complete the Physical Domain Association.
43. Right-click Domains and select Add VMM Domain Association.

44. From the drop-down list, select APIC-MS-vSwitch. Set Deploy Immediacy to Immediate.
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Add VMM Domain Association
Choose the VMM domain to associate

VM Domain Profile: | APIC-MS -wSwitch
Deploy Immediacy: [ =s i On Demand
Resolution Immediacy: JR =0z On Demand

VLAN Mode: Static

Delimiter:

45. Click Submit to complete the VMM Domain Association.

0

Pra- Provesion

= 3

ﬁ In this deployment for iSCSI, you are adding both the NetApp LIF endpoints and the Windows Host In-
terface endpoints in a single EPG. This method allows unrestricted communication within the EPG. You
also had the choice to put the LIFs in one EPG and the Host Interfaces in a second EPG and connect
them with a filtered contract. You will deploy SMB that way next.

46. Right-click Static-Ports and select Deploy Static EPG on PC, VPC, or Interface.

47. In the Deploy Static EPG on PC, VPC, Or Interface Window, select the Virtual Port Channel Path Type.

48. Using the Path pulldown, select the VPC for NetApp Storage Controller 01.

49. Enter <storage-MS-TNT-A-iSCSI-A-VLAN> for Port Encap.
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50. Select the Immediate Deployment Immediacy and the Trunk Mode.

Deploy Static EPG On PC, VPC, Or Interface

Select PC, VPC, or Interface

Path Type: | Port Direct Port Channel Virtual Port Channel

Path: | AD2-AFFA300-1-ports-1_PolGrp

Port Encap (or Secondary VLAN |

VLAN for Micro-Seg):

Deployment Immediacy:

Primary VLAN for Micro-Seq:

Mode

ntager Value

Immediate On Demand

VLAN |~

ntegear Value

: Access (B02.1P)

IGMP Snoop Static Group:

Group Address

v @

Access (Untagged)

Source Address

51. Click Submit to complete adding the Static Port Mapping.

o

52. Repeat steps 46-51 to add the Static Path Mapping for NetApp Storage Controller 02.
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Al X XX
csco APIC System  ERGUER Fabric VM Networking ~ L4-L7 Services ~ Admin  Operations Apps
ALLTENANTS | AddTenant | Tenant Search: =GRy | MS-TNT-A | App-A | AppB | common | Foundation
Tenant MS-TNT-A @ = © Static Ports (2]
C» Quick Start - 06 O b %
v ﬁ Tenant MS-TNT-A » Path Primary VLAN for Micro-Seg Port Encap (or  Deployment Immediacy Mode
Secondary
~ Application Profiles VLAN for
Micro-Seg)
v @ Host-Conr
Node: Pod-1
« Bl Application EPGs = Node
- Pod- 1/Node-105-106/A02-AFFA300- vian-3014 mmediate Trunk
+ 89 iscsi-a
Domains (VMs and Bare-Metals) Pod~1Nadk-~105-106/A02-AFFAS00- vlan-3014 immediate Trunk
> [ PG Members
I > Static Ports

53. Repeat steps 28-52 to build the iSCSI-B EPG. Make sure to create a separate Bridge Domain for this
EPG and use the MS-TNT-A iSCSI-B VLAN IDs.

. . L System Tenants Fabnc VM Networking L4-L7 Services Admin Operations .
cisco welcome, admin -
ALL TENANTS | Add Tenant | Search: [ag il | Apo-A | commen | Foundafion | infra | mgmi
Tenant App-A B . .
Static Bindings (Paths) i
M Quick Start
4 A Tenant App-A
4 B Application Profiles o¥ ACTIONS =
4 & iscsl )
4m Application EPGs « Path Primary VLAN For Micro-Seg Cﬁ:ﬁgziu?::g:;?daw Deployment Immediacy Mode
)
[ i N
@ EFGISCSlA = Node: Node-101-102
4 ¥
® eriscsie Node-101-102/VPC-a01-6248-a vian-3121 Immediate Trunk
- Domains (VMs and Bare-Meta
Node-101-102/VPC-a01-6248-b lan-3121 Immediat Trunk
B8 Static Bindings (Paths) ode a vlan mmediate runi
M Static Bindings (Leaves) Node-101-102/VPC-a01-afi8040-01 vian-3021 Immediate Trunk
M Contracts Node-101-102/VPC-a01-aff8040-02 vlan-3021 Immediate Trunk
Il static EndPoint
» Il Subnets

54. On the left, under Tenant MS-TNT-A, right-click the Host-Conn Application Profile and select Create
Application EPG.

55. Name the EPG sMB-LIF and leave Intra EPG Isolation set at Unenforced.
56. Use the Bridge Domain pulldown to select Create Bridge Domain.

57. Name the Bridge Domain BD-SMB and select the MS-TNT-A VRF.

‘& It is important to create a new Bridge Domain for each traffic VLAN coming from the NetApp Storage
Controllers. All of the VLAN interfaces on a given NetApp Interface Group share the same MAC ad-
dress, and separating to different bridge domains in the ACI Fabric allows all the traffic to be forwarded
properly.

58. For Forwarding, select Custom and select Flood for L2 Unknown Unicast. Select default for the End Point
Retention Policy and the IGMP Snoop Policy.
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Create Bridge Domain

STEP 1 > Main

m 2. L3 Configurations

Specify Bridge Domain for the VRF

Name: |BD-SMB
Alias:
Description: | optional
Type: | fe
VRF: |MS-TNT-A ~| @
Forwarding: | Custom v
L2 Unknown Unicast: | Flood v
L3 Unknown Multicast Flooding: | Flood v
Multi Destination Flooding: |Flood in BD v
ARP Flooding: Enabled
Clear Remote MAC Entries: []
End Point Retention Policy: | default v @

IGMP Snoop Policy:

ocal L2 L2 and

efaul |~ @

59. At the bottom right, click Next.

60. Make sure Unicast Routing is enabled and click Next.

61. Select the default Monitoring Policy and click Finish.
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Create Application EPG (2 IX]

STEP 1 > Identity 1. Identity

Specify the EPG Identity
Name: | SMB-LIF
Alias:

Description: | optional

Tags: v
anter ags separated oy carmma
QoS class: | Unspecified v
Custom Qo3: |select a value w
Data-Plane Policer: | select a value ~

Intra EPG Isolation: | Enforced Unenforced

Preferred Group Member: Include

Bridge Domain: | BD-SMEB v @
Monitoring Policy: |REEME |v @
FHS Trust Control Policy: | select a value w

Associate to VM Domain Profiles: []
Statically Link with Leaves/Paths: []
EPG Contract Master: }

Application EPGs

Previous Finish

62. Select the default Monitoring Policy and click Finish to complete creating the EPG.
63. On the left expand Host-Conn, Application EPGs, and EPG SMB-LIF.
64. Right-click Domains and select Add Physical Domain Association.

65. Select the NetApp-AFF Physical Domain Profile.
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Add Physical Domain Association (7 IX)

Choose the Physical domain to associate

66.

67.

68.

69.

70.

71.

Physical Domain Profile: | NetApp-AFF v [

Click Submit to compete adding the Physical Domain Association.

Right-click Static Ports and select Deploy Static EPG on PC, VPC, or Interface.
Select the Virtual Port Channel Path Type.

Using the Path pulldown, select the VPC for NetApp Storage Controller O1.
For Port Encap, enter vian-<storage-MS-TNT-A-SMB-VLAN>.

Select Immediate for Deployment Immediacy and Trunk for Mode.
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Deploy Static EPG On PC, VPC, Or Interface

(7 [X)

Select PC, VPC, or Interface

72.

73.

74.

75.

76.

77.

78.

79.

Path Type: | Port Direct Port Channel Virtual Port Channel

Path: | AQ2-AFFA300-1-ports-1_PolGrp v @

Port Encap (or Secondary VLAN |~

VLAM for Micro-Seg):

niteger Vale

Deployment Immediacy: == On Demand

Primary VLAN for Micro-Seg: |WVLAM |«

neger vale
Mode: TS Access [B02.1P) Access (Untagged)
IGMP Snoop Static Group: }

Group Address Source Address

Click Submit to finish adding the EPG Static Binding.

Repeat steps 67-72 for the Static Port for NetApp Storage Controller 02.

On the left under EPG SMB-LIF, right-click Contracts and select Add Provided Contract.

In the Add Provided Contract window, use the Contract pulldown to select Create Contract.
Name the contract A11ow-SMB. Leave the Scope set at VRF.

Click the + sign to add a Contract Subject.

Name the subject A11ow-SMB.

Click the + sign to add a Filter to the Filter Chain.
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80. Click the pulldown and select NetApp-SMB from Tenant common.

81. Click Update.

Create Contract Subject

Specify |dentity Of Subject

Name: | Allow-SMBE
Alias:
Description: | optiona
Target DSCP: | Unspecified

Apply Both Directions:
Reverse Filter Ports:

Filter Chain

Filters
Name Directives
I common/MNetApp-SMB none

Ll

L4-L7 SERVICE GRAPH

Service Graph: | select an option

PRIORITY
QoSs:

0

S

‘ﬁ Optionally, add ICMP to the filter chain to allow ping in this contract for troubleshooting purposes.

82. Click OK to complete the Contract Subiject.
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Create Contract ON
Specify ldentity Of Contract

Mame: | Allow-ShE

Alias:
Scope: [VRF "
QoS Class: |Unspecified W
Target DSCP: | Unspecified "

Description: |ophonal

Tags: e

anter @gs separated L':,- COIMmuTId

Subjects:

L[
.

Mame Description

| Allow-SMB

83. Click Submit to complete creating the Contract.
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Add Provided Contract ON

Select a contract
Contract: | Allow-SMB W @
QoS: | Unspecified i
Contract Label:

Subject Label:

84. Click Submit to complete Adding the Provided Contract.
85. Right-click Application EPGs under the Host-Conn Application Profile and select Create Application EPG.
86. Name the EPG sMB-Host and leave Intra EPG Isolation set at Unenforced.

87. Use the Bridge Domain drop-down list to select BD-SMB. Select the default Monitoring Policy.
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Create Application EPG (7 I})

STEP 1 > Identity oL

Specify the EPG Identity
Name: | SMB-Host
Alias:

Description: | optional

Tags: v

enter =gs separated oy Comama
QoS class: | Unspecified v
Customn QoS: | select a value v
Data-Plane Policer: |select a value v

Intra EPG Isolation: | Enforced Unenforced

Preferred Group Member: Include

Bridge Domain: |[BD-SME w @
Manitoring Policy: | BEEND |v @
FHS Trust Control Policy: |select a value L

Associate to VM Domain Profiles: [[]
Statically Link with Leaves/Paths: [
EPG Contract Master: i

Application EPGs

Previous Finish

88. Click Finish to complete creating the EPG.

89. On the left expand Host-Conn, Application EPGs, and EPG SMB-Host.

90. Under EPG SMB-Host, right-click Domains and select Add VMM Domain Association.
91. Select the APIC-MS-vSwitch VMM Domain Profile.

92. Select Immediate for both the Deploy Immediacy and the Resolution Immediacy.
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Add VMM Domain Association O

Choose the VMM domain to associate

VMM Domain Profile: | APIC-MS-vSwitch v | 2
Ceploy Immediacy: On Demand
Resolution Immediacy:

On Demand Pre-provision

VLAMN Mode: Static

3 f 2
A E
g | &
1 @

Delimiter:

93. Click Submit to complete adding the VMM Domain Association.
94. On the left under EPG SMB-Host, right-click Contracts and select Add Consumed Contract.

95. In the Add Consumed Contract window, from the Contract drop-down list, select MS-TNT-A/Allow-
SMB.
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Add Consumed Contract OD

Contract: | Allow-SMB . @
QoS: | Unspecified g
Contract Label:

Subject Label:

96. Click Submit to complete adding the Consumed Contract.

97. On the left, under Tenant MS-TNT-A, right-click Application Profiles and select Create Application Pro-
file.

98. Name the Profile svM-MGMT, select the default Monitoring Policy, and click SUBMIT.
99. Right-click the SVM-MGMT Application Profile and select Create Application EPG.
100. Name the EPG svM-MGMT and leave Intra EPG Isolation set at Unenforced.

101. Use the Bridge Domain pulldown to select create Bridge Domain.

102. Name the Bridge Domain BD-Internal and select the MS-TNT-A VRF.

103. Leave Forwarding set at optimize, select the default End Point Retention Policy and IGMP Snoop Poli-
cy.

104. Click Next.
105. Make sure Unicast Routing is enabled and click Next.

106. Select the default Monitoring Policy and click Finish to complete creating the Bridge Domain.
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Create Application EPG (2 IX]

STEP 1 > Identity oL
Specify the EPG Identity

Name: | SVM-MGMT

Alias:

Description: | optional

Tags: v

enter =ags separated oy COrmama
QoS class: | Unspecified v
Custom QoS: | select a value w
Data-Plane Policer: |select a value ~

Intra EPG Isolation: | Enforced Unenforced

Preferred Group Member: Include

Bridge Domain: | BD-Internal w @

SEEME |V@

FHS Trust Control Policy: |select a value L

Monitoring Policy:

Associate to VM Domain Profiles: [[]
Statically Link with Leaves/Paths: [
EPG Contract Master:

Application EPGs

Previous Finish

107. Select the default Monitoring Policy and click Finish to complete creating the EPG.

108. On the left expand SVM-MGMT, Application EPGs, and EPG SVM-MGMT.
109. Right-click Domains and select Add Physical Domain Association.

110. Select the NetApp-AFF Physical Domain Profile.

315



Sample Tenant Setup

Add Physical Domain Association (2 I}

Choose the Physical domain to associate

111.

112.

113.

114.

115.

116.

Physical Domain Profile: | NetApp-AFF v 3

Click Submit to compete adding the Physical Domain Association.

Right-click Static Ports and select Deploy Static EPG on PC, VPC, or Interface.
Select the Virtual Port Channel Path Type.

Using the Path pulldown, select the VPC for NetApp Storage Controller 01.
For Port Encap, enter <storage-MS-TNT-A-SVM-MGMT-VLAN>.

Select Immediate for Deployment Immediacy and Trunk for Mode.
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Deploy Static EPG On PC, VPC, Or Interface O
Select PC, VPC, or Interface
Path Type: | Port Direct Port Channel Virtual Port Channel

Path: | AD2-AFFA300-1-ports-1_PolGrp v &

Port Encap (or Secondary VAN |

VLAN for Micro-Seg): nteger Value
Deployment Immediacy: G == On Demand

Primary VLAN for Micro-Seg: |VLAM |«

Mode: TS Access (B02.1P) Access [Untagged)
IGMP Snoop Static Group: }

Group Address Source Address

=D €D

117. Click Submit to finish adding the EPG Static Binding.

118. Repeat steps 112-117 for the Static Port Mapping to NetApp Storage Controller 02.

119. On the left under EPG SVM-MGMT, right-click Contracts and select Add Provided Contract.
120. Inthe Add Provided Contract window, use the Contract pulldown to select Create Contract.
121. Name the contract 2A11ow-SVM-MGMT. Leave the Scope set at VRF.

122. Click the + sign to add a Contract Subject.

123. Name the subject A11ow-2A11. Click the + sign to add a filter.

124. Use the pulldown to select the Allow-All filter from Tenant common. Click Update.
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125. Click OK to complete adding the Contract Subject.

Create Contract O
Specify Identity Of Contract

Mame: | Allow-SVM-MGMT

Alias:
Scope: |VRF "
QoS Class: |Unspecified W
Target DSCP: | Unspecified "

Description: |ophonal

Tags: "
arter =05 separated O COrmuma
Subjects: 3 }
Mame Description
| Allow-Al

126. Click Submit to complete creating the Contract.
127. Click Submit to complete adding the Provided Contract.

128. On the left under EPG SVM-MGMT, right-click Subnets and select Create EPG Subnet.
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129. For the Default Gateway IP, enter the SVM gateway IP address and mask or the MS-TNT-A tenant.

130. Select only the Shared between VRFs scope.

Create EPG Subnet (2 I¥]
Specify the Subnet Identity
Default Gateway IP: [172.18.254.6/29
address/mask
Treat as virtual IP address: []
Scope: [] Private to VRF
|:| Advertised Externally
Shared between VRFs

Description: | ophonal

Subnet Control: [] ND BA Prefix
[ Mo Default SVI Gateway
L Querier 1P

D

131. Click Submit to complete adding the EPG subnet.
132. On the left under EPG SVM-MGMT, right-click Contracts and select Add Consumed Contract.

133. In the Add Consumed Contract window, use the Contract drop-down list to select FP-Allow-
Common-Core-Services in Tenant common.
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Add Consumed Contract

g S T ey
Select a contract

Contract:
QoS:
Contract Label:

Subject Label:

134. Click Submit to complete adding the Consumed Contract.

FP-Allow-Common-Core-Services

Unspecified

L=

0

v @

b

135. On the left, right-click Application Profiles and select Create Application Profile.

136. Name the Application Profile 3-Tier-App and select the default Monitoring Policy.

137. Click Submit to complete creating the Application Profile.

138. Expand 3-Tier-App, right-click Application EPGs under 3-Tier-App and select Create Application

EPG.

139. Name the EPG teb and leave Intra EPG Isolation set at Unenforced.

140. Use the Bridge Domain pulldown to select MS-TNT-A/BD-Internal. Select the default Monitoring Poli-

cy.
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Create Application EPG 2 1>

STEP 1 > Identity 1. Identity
Specify the EPG Identity

Name: [Web

Alias:

Description: | optional

Tags: w
nter =30s separated by Comma
QoS class: | Unspecified w
Custom QoS: |select a value w
Data-Plane Policer: | select a value o

Intra EPG Isolation: | Enforced Unenforced

Preferred Group Member: Include

Bridge Domain: | BD-Internal " @
Monitoring Policy: | AR |V 1%
FHS Trust Control Policy: | select a value ~

Associate to VM Domain Profiles: []
Statically Link with Leaves/Paths: [
EPG Contract Master: }

Application EPGs

Previous Finish

141. Click Finish to complete creating the EPG.

142. On the left expand 3-Tier-App, Application EPGs, and EPG Web.

143. Under EPG Web, right-click Domains and select Add VMM Domain Association.
144. Select the APIC-MS-vSwitch VMM Domain Profile.

145. Select Immediate for both the Deploy Immediacy and the Resolution Immediacy. Leave VLAN Mode
set at Dynamic.

146. Click Submit to compete adding the VMM Domain Association.

147. On the left under EPG Web, right-click Contracts and select Add Provided Contract.
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148. In the Add Provided Contract window, use the Contract pulldown to select Create Contract.
149. Name the Contract 2A11ow-Web-App. Select the Application Profile Scope.

150. Click the + sign to add a Contract Subject.

151. Name the subject Allow-All.

152. Click the + sign to add a Contract filter.

153. Use the pulldown to select the Allow-All filter from Tenant common. Click Update.

154. Click OK to complete creating the Contract Subject.
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Create Contract

Specify Identity Of Contract

Name:

Alias:

Scope:;

QoS Class:
Target DSCP:

Description:

Tags:

Subjects:

Allow-Web-App

Application Profile
Unspecified
Unspecified

ophional

anter @gs separated Dy Cormma

Mame Description

| Allow-Al

155. Click Submit to complete creating the Contract.

156. Click Submit to complete adding the Provided Contract.

157. Right-click Contracts and select Add Consumed Contract.
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158. In the Add Consumed Contract window, use the Contract pulldown to select the common/Allow-
Shared-L3-Out contract.

159. Click Submit to complete adding the Consumed Contract.

160. Optionally, repeat steps 157-159 to add the common/FP-Allow-Common-Core-Services Consumed
Contract.

161. On the left under EPG Web, right-click Subnets and select Create EPG Subnet.

162. For the Default Gateway IP, enter a gateway IP address and mask from a subnet in the Supernet
(172.18.0.0/16) that was set up for assigning Tenant IP addresses.

163. For scope, select Advertised Externally and Shared between VRFs.

Create EPG Subnet (2 IX]

Default Gateway IP: | 172.18.0.254/24

[reat as virtual IP address: |:|

Scope: [] Private to VR
Advertised Externally
Shared between VRFs

Description: | optiona

Subnet Control: ] ND BA Prefix

[] Mo Default SV Gateway

] Querier 1P

164. Click Submit to complete creating the EPG Subnet.

165. Right-click Application EPGs under 3-Tier-App and select Create Application EPG.

166. Name the EPG 2pp and leave Intra EPG Isolation set at Unenforced.

167. Use the Bridge Domain pulldown to select MS-TNT-A/BD-Internal. Select the default Monitoring Poli-

cy.
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Create Application EPG (7 I})

STEP 1 > Identity 1. Identity
Specify the EPG Identity

Name: | App

Alias:

Description: | optional

Tags: v

enter =gs separated oy Comama
QoS class: | Unspecified v
Custom QoS: | select a value ~
Data-Plane Policer: |select a value ~

Intra EPG Isolation: | Enforced Unenforced

Preferred Group Member: Inelude

Bridge Domain: | BD-Internal w @
Monitoring Policy: |SEEMR |v &
FHS Trust Control Policy: | select a value w

Associate to VM Domain Profiles: [[]
Statically Link with Leaves/Paths: [
EPG Contract Master: i

Application EPGs

Previous Finish

168. Click Finish to complete creating the EPG.

169. On the left expand 3-Tier-App, Application EPGs, and EPG App.

170. Under EPG Web, right-click Domains and select Add VMM Domain Association.
171. Select the APIC-MS-vSwitch VMM Domain Profile.

172. Select Immediate for both the Deploy Immediacy and the Resolution Immediacy. Select the Dynamic
VLAN Mode.

173. Click Submit to compete adding the VMM Domain Association.

174. On the left under EPG App, right-click Contracts and select Add Provided Contract.
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175. In the Add Provided Contract window, use the Contract pulldown to select Create Contract.
176. Name the Contract A11ow-App-DB. Select the Application Profile Scope.

177. Click the + sign to add a Contract Subject.

178. Name the subject Allow-A11.

179. Click the + sign to add a Contract filter.

180. Use the pulldown to select the Allow-All filter from Tenant common. Click Update.

181. Click OK to complete creating the Contract Subject.

182. Click Submit to complete creating the Contract.

183. Click Submit to complete adding the Provided Contract.

184. Right-click Contracts and select Add Consumed Contract.

185. In the Add Consumed Contract window, use the Contract pulldown to select the MS-TNT-A/Allow-
Web-App contract.

186. Click Submit to complete adding the Consumed Contract.

187. Optionally, repeat steps 184-186 to add the common/FP-Allow-Common-Core-Services Consumed
Contract.

188. On the left under EPG App, right-click Subnets and select Create EPG Subnet.

189. For the Default Gateway IP, enter a gateway IP address and mask from a subnet in the Supernet
(172.18.0.0/16) that was set up for assigning Tenant IP addresses.

190. If this EPG was connected to Core-Services by contract, select only the Shared between VRFs scope.
Otherwise, if the tenant SVM management interface will only be accessed from EPGs within the tenant,
leave only the Private to VRF Scope selected.
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Create EPG Subnet
Specify the Subnet Identity

Default Gateway IP: | 172.18.1

Treat as virtual IP address: [ ]
Scope: |v| Private to VRF
D Advertised Externally
[] Shared between VRFs

Description: | optional

Subnet Control: [v] ND RA Prefix
[ Mo Default SVI Gateway
(] Querier 1P

191. Click Submit to complete creating the EPG Subnet.
192. Right-click Application EPGs under 3-Tier-App and select Create Application EPG.

193. Name the EPG DB and leave Intra EPG Isolation set at Unenforced.

o

194. Use the Bridge Domain pulldown to select MS-TNT-A/BD-Internal. Select the default Monitoring Poli-

cy.

327



Sample Tenant Setup

Create Application EPG (7 I})
STEP 1 > Identity R
Specify the EPG Identity

MName: DB

Alias:

Description: | optional

Tags: v

enter =gs separated oy Comama
QoS class: | Unspecified v
Custom QoS: | select a value ~
Data-Plane Policer: |select a value ~

Intra EPG Isolation: | Enforced Unenforced

Preferred Group Member: Include

Bridge Domain: | BD-Internal w @
Monitoring Policy: |SEEMR |v &
FHS Trust Control Policy: | select a value w

Associate to VM Domain Profiles: [[]
Statically Link with Leaves/Paths: [
EPG Contract Master: i

Application EPGs

Previous Finish

195. Click Finish to complete creating the EPG.

196. On the left expand 3-Tier-App, Application EPGs, and EPG DB.

197. Under EPG DB, right-click Domains and select Add VMM Domain Association.
198. Select the APIC-MS-vSwitch VMM Domain Profile.

199. Select Immediate for both the Deploy Immediacy and the Resolution Immediacy. Select the Dynamic
VLAN Mode.

200. Click Submit to compete adding the VMM Domain Association.

201. On the left under EPG DB, right-click Contracts and select Add Consumed Contract.
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202. Inthe Add Consumed Contract window, use the Contract pulldown to select the MS-TNT-A/Allow-
App-DB contract.

203. Click Submit to complete adding the Consumed Contract.

204. Repeat steps 201-203 to add the common/FP-Allow-Common-Core-Services (optional) and MS-
TNT-A/Allow-SVM-MGMT Consumed Contracts.

205. On the left under EPG DB, right-click Subnets and select Create EPG Subnet.

206. For the Default Gateway IP, enter a gateway IP address and mask from a subnet in the Supernet
(172.18.0.0/16) that was set up for assigning Tenant IP addresses.

207. If the FP-Allow-Common-Core-Services contract was consumed, select only the Shared between
VRFs scope. Otherwise, select only the Private to VRF scope.

Create EPG Subnet (2 IX¥]

Default Gateway IP: | 172.18.2.254/24

Ireat as virtual IP address: |:|
Scope: [] Private to VRI
D Advertised Externally

Shared between VEFs

ription: |optiona

D

[ni}
il

i
£l

Subnet Control: [w] ND B Prefix
[ 1 No Default SVI Gateway

Cuener P

208. Click Submit to complete creating the EPG Subnet.
Configure Tenant Storage

This section describes the procedure for deploying a NetApp storage SVM for a tenant named MS-TNT-A. In
this section, VLAN interface ports, a separate IPspace, the tenant SVM, storage protocols within the SVM,
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tenant logical interfaces (LIFs), and tenant data volumes are deployed. All procedures in this section are
completed using a SSH connection to the storage cluster CLI.

Create Tenant IPspace

To create the tenant IPspace, run the following commands:

ipspace create -ipspace MS-TNT-A
ipspace show

Create Tenant Broadcast Domains in ONTAP

To create data broadcast domains in the tenant IPspace, run the following commands. If you are not setting
up access to iISCSI application data LUNSs in this tenant, do not create the iSCSI broadcast domains.

broadcast-domain create —-ipspace MS-TNT-A -broadcast-domain MS-TNT-A-SMB -mtu 9000
broadcast-domain create —-ipspace MS-TNT-A -broadcast-domain MS-TNT-A-SVM-MGMT -mtu 1500
broadcast-domain create —-ipspace MS-TNT-A -broadcast-domain MS-TNT-A-iSCSI-A -mtu 9000
broadcast-domain create —-ipspace MS-TNT-A -broadcast-domain MS-TNT-A-iSCSI-B -mtu 9000
broadcast-domain show -ipspace MS-TNT-A

Create VLAN Interfaces

To create tenant-storage VLAN interfaces, complete the following steps:

1. Create SMB VLAN ports and add them to the data broadcast domain.

network port vlan create -node <node0l> -vlan-name aOa-<storage-MS-TNT-A-smb-vlan-id>
network port vlan create -node <node02> -vlan-name aOa-<storage-MS-TNT-A-smb-vlan-id>

broadcast-domain add-ports —-ipspace MS-TNT-A -broadcast-domain MS-TNT-A-SMB -ports <nodeOl>:ala-
<storage-MS-TNT-A-smb-vlan-id>, <node02>:ala-<storage-MS-TNT-A-smb-vlan-id>

2. Create SVM management VLAN ports and add them to the data broadcast domain.

network port vlan create -node <node0l> -vlan-name aOa-<storage-MS-TNT-A-svm-mgmt-vlan-id>
network port vlan create —-node <node02> -vlan-name aOa-<storage-MS-TNT-A-svm-mgmt-vlan-id>

broadcast-domain add-ports —-ipspace MS-TNT-A -broadcast-domain MS-TNT-A-SVM-MGMT -ports <node0Ol>:ala-
<storage-MS-TNT-A-svm-mgmt-vlan-id>, <node(02>:ala-<storage-MS-TNT-A-svm-mgmt-vlan-id>

3. Create tenant iSCSI VLAN ports and add them to the data broadcast domain. If you are not setting up
access to iSCSI application data LUNSs in this tenant, do not create the iISCSI VLAN ports.

network port vlan create -node <node0Ol> -vlan-name alOa-<storage-MS-TNT-A-iscsi-A-vlan-id>
network port vlan create —-node <node0Ol> -vlan-name alOa-<storage-MS-TNT-A-iscsi-B-vlan-id>
network port vlan create —-node <node02> -vlan-name alOa-<storage-MS-TNT-A-iscsi-A-vlan-id>
network port vlan create —-node <node02> -vlan-name ala-<storage-MS-TNT-A-iscsi-B-vlan-id>

broadcast-domain add-ports —-ipspace MS-TNT-A -broadcast-domain MS-TNT-A-iSCSI-A -ports <nodeOl>:ala-
<storage-MS-TNT-A-iscsi-A-vlan-id>, <node02>:al0a-<storage-MS-TNT-A-iscsi-A-vlan-id>

broadcast-domain add-ports -ipspace MS-TNT-A -broadcast-domain MS-TNT-A-iSCSI-B -ports <node(Ol>:ala-
<storage- MS-TNT-A-iscsi-B-vlan-id>,<node02>:ala-<storage-MS-TNT-A-iscsi-B-vlan-id>

broadcast-domain show —-ipspace MS-TNT-A
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Create Storage Virtual Machine

To create an infrastructure SVM, complete the following steps:

1. Runthe vserver create command.

vserver create -vserver MS-TNT-A-SVM -rootvolume rootvol -aggregate aggrl node02 -rootvolume-
security-style ntfs —-ipspace MS-TNT-A

2. Remove the unused data protocols (NFS, NDMP, and optionally FCP) from the SVM.

‘vserver remove-protocols -vserver MS-TNT-A-SVM -protocols nfs,ndmp, fcp

3. Add the two data aggregates to the MS-TNT-A-SVM aggregate list.

‘vserver modify -vserver MS-TNT-A-SVM -aggr-list aggrl node0l,aggrl node02

Setup SVM Management Access

1. Create the SVM Management interface.

network interface create -vserver MS-TNT-A-SVM -1if SVM-MGMT -role data -data-protocol none -home-
node <st-node-02> -home-port ala-<MS-TNT-A-SVM-MGMT-VLAN> -address <svm-mgmt-ip> -netmask <svm-mgmt-
mask> -status-admin up -failover-policy broadcast-domain-wide -firewall-policy mgmt -auto-revert true

2. Place an entry in your AD DNS server for the MS-TNT-A-SVM management interface.

3. Create SVM default route.

network route create -vserver MS-TNT-A-SVM -destination 0.0.0.0/0 —-gateway <MS-TNT-A-SVM-Gateway>
network route show

(network route show)
Vserver Destination Gateway Metric

Infra-MS-SVM

0.0.0.0/0 10.1.118.1 20
MS-TNT-A-SVM

0.0.0.0/0 172.18.254.6 20
a02-affa300

0.0.0.0/0 192.168.1.254 20

3 entries were displayed.

4. Create snapdrive SVM user and unlock vsadmin SVM user.

security login create -user snapdrive -application http -authentication-method password -role vsadmin
-vserver MS-TNT-A-SVM

Please enter a password for user 'snapdrive':
Please enter it again:

security login create -user snapdrive -application ontapi -authentication-method password -role
vsadmin -vserver MS-TNT-A-SVM

security login password -username vsadmin -vserver MS-TNT-A-SVM

Enter a new password:
Enter it again:

security login unlock -username vsadmin -vserver MS-TNT-A-SVM
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Create the CIFS Service

You can enable and configure CIFS servers on storage virtual machines (SVMs) with NetApp FlexVol®
volumes to let SMB clients access files on your cluster. Each data SVM in the cluster can be bound to exactly
one Active Directory domain. However, the data SVMs do not need to be bound to the same domain. Each
data SVM can be bound to a unique Active Directory domain.

Before configuring the CIFS service on your SVM, the DNS must be configured. To do so, complete the
following steps:

1. Configure the DNS for your SVM.

dns create -vserver MS-TNT-A-SVM -domains <domain_name> -name-servers
<dns_serverl ip>,<dns_server2 ip>

The SVM Management EPG was connected to the Core Services EPG by contract, allowing access to
the DNS servers. For more than one DNS server, separate the IPs by comma.

2. Create the CIFS service.

vserver cifs create -vserver MS-TNT-A-SVM -cifs-server MS-TNT-A-CIFS -domain <domain name>

In order to create an Active Directory machine account for the CIFS server, you must supply the name
and password of a Windows account with sufficient privileges to add computers to the "CN=Computers"
container within

the "<domain name" domain.

Enter the user name: <domain_admin user>@<domain_name>

Enter the password:

Modify Storage Virtual Machine Options

NetApp ONTAP can use automatic node referrals to increase SMB client performance on SVMs with FlexVol
volumes. This feature allows the SVM to automatically redirect a client request to a network interface on the
node where the FlexVol volume resides.

To enable automatic node referrals on your SVM, run the following command:

set -privilege advanced
vserver cifs options modify -vserver MS-TNT-A-SVM -is-referral-enabled true
set -privilege admin

Create Load-Sharing Mirrors of SVM Root Volume

To create a load-sharing mirror of an SVM root volume, complete the following steps:

1. Create a volume to be the load-sharing mirror of the infrastructure SVM root volume on each node.

volume create -vserver MS-TNT-A-SVM -volume rootvol m0l -aggregate aggrl node0l -size 1GB -type DP
volume create -vserver MS-TNT-A-SVM -volume rootvol m02 -aggregate aggrl node02 -size 1GB —-type DP

2. Create the mirroring relationships.

snapmirror create -source-path MS-TNT-A-SVM:rootvol —-destination-path MS-TNT-A-SVM:rootvol mOl -type
LS -schedule 15min
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snapmirror create -source-path MS-TNT-A-SVM:rootvol -destination-path MS-TNT-A-SVM:rootvol m02 -type
LS -schedule 15min

3. Initialize the mirroring relationship.

snapmirror initialize-ls-set —-source-path MS-TNT-A-SVM:rootvol
snapmirror show

Create Block Protocol Service(s)

If the deployment is using FCP, create the FCP service on each SVM using the following command. This
command also starts the FCP service and sets the worldwide name (WWN) for the SVM.

fcp create -vserver MS-TNT-A-SVM

fcp show

If the deployment is using iISCSI, create the iSCSI service on each SVM using the following command. This
command also starts the iSCSI service and sets the IQN for the SVM.

iscsi create -vserver MS-TNT-A-SVM

iscsi show

# The licenses for FCP and iSCSI must be installed before the services can be started. If the license(s)
weren’t installed during cluster setup, install them before this step.

Configure HTTPS Access

To configure secure access to the storage controller, complete the following steps:

1. Increase the privilege level to access the certificate commands.

set -privilege diag
Do you want to continue? {y|n}: y

2. Generally, a self-signed certificate is already in place. Verify the certificate and obtain parameters (for
example, <serial-number>) by running the following command:

security certificate show

For each SVM shown, the certificate common name should match the DNS FQDN of the SVM. Delete the two

default certificates and replace them with either self-signed certificates or certificates from a certificate
authority (CA). To delete the default certificates, run the following commands:

security certificate delete -vserver MS-TNT-A-SVM -common-name MS-TNT-A-SVM -ca MS-TNT-A-SVM -type
server -serial <serial-number>

# Deleting expired certificates before creating new certificates is a best practice. Run the security certifi-
cate delete command to delete the expired certificates. In the previous command, use TAB completion
to select and delete each default certificate.
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3. To generate and install self-signed certificates, run the following commands as one-time commands.
Generate a server certificate for the Infra-MS-SVM and the cluster SVM. Use TAB completion to aid in
the completion of these commands.

security certificate create -common-name <cert-common-name> -type server -size 2048 -country <cert-
country> -state <cert-state> -locality <cert-locality> -organization <cert-org> -unit <cert-unit> -
email-addr <cert-email> -expire-days <cert-days> -protocol SSL -hash-function SHA256 -vserver MS-TNT-
A-SVM

4. To obtain the values for the parameters required in step 5 (<cert-ca> and <cert-serial>), run the
security certificate show command.

5. Enable each certificate that was just created by using the -server-enabled true and -client-enabled false
parameters. Use TAB completion to aid in the completion of these commands.

security ssl modify -vserver <vserver-name> -server-enabled true -client-enabled false -ca <cert-ca>
-serial <cert-serial> -common-name <cert-common-name>

6. Change back to the normal admin privilege level and set up the system to allow SVM logs to be available
by web.

set -privilege admin
vserver services web modify -name spi|ontapi|compat -vserver * -enabled true

Create SMB Export Policy

Optionally, you can use export policies to restrict SMB access to files and folders on SMB volumes. You can
use export policies in combination with share level and file level permissions to determine effective access
rights.

To create an export policy that limits access to devices in the domain, run the following command:

export-policy create -vserver MS-TN-A-SVM -policyname smb

export-policy rule create -vserver MS-TNT-A-SVM -policyname smb -clientmatch <domain name> -rorule
krb5i, krb5p -rwrule krb5i, krbbp

Create NetApp FlexVol Volumes

volume create -vserver MS-TNT-A-SVM -volume tnt a smb datastore 1 -aggregate aggrl node0Ol -size 500GB
-state online -policy smb -security-style ntfs -junction-path /smb datastore 1 -space-guarantee none
-percent-snapshot-space 0

volume create -vserver MS-TNT-A-SVM -volume tnt a smb datastore 2 -aggregate aggrl node02 -size 500GB
-state online -policy smb -security-style ntfs -junction-path /smb datastore 2 -space-guarantee none
-percent-snapshot-space 0

volume create -vserver MS-TNT-A-SVM -volume tnt a iscsi datastore 1 -aggregate aggrl node(Ol -size 1TB
-state online -policy default -security-style ntfs -space-guarantee none -percent-snapshot-space 0

volume create -vserver MS-TNT-A-MS-SVM -volume tnt a iscsi datastore 2 -aggregate aggrl node02 -size
1TB -state online -policy default -security-style ntfs -space-guarantee none -percent-snapshot-space
0

volume create -vserver MS-TNT-A-SVM -volume witness -aggregate aggrl node(02 -size 5GB -state online -
policy default -security-style ntfs -space-guarantee none -percent-snapshot-space 0

snapmirror update-ls-set -source-path MS-TNT-A-SVM:rootvol
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Schedule Deduplication

On NetApp All Flash FAS systems, deduplication is enabled by default. To schedule deduplication, complete
the following steps:

1. After the volumes are created, assign a once-a-day deduplication schedule to smb_datastore 1,
ismb datastore 2, iscsi datastore 1, and iscsi datastore 2:

efficiency modify -vserver MS-TNT-A-SVM -volume smb datastore 1 -schedule sun-sat@0
efficiency modify -vserver MS-TNT-A-SVM -volume smb datastore 2 —-schedule sun-sat@0
efficiency modify -vserver MS-TNT-A-SVM -volume iscsi datastore 1 -schedule sun-sat@0
efficiency modify -vserver MS-TNT-A-SVM -volume iscsi datastore 2 -schedule sun-sat@O

Create SAN LIFs

If using FCP, run the following commands to create four FC LIFs (two on each node):

network interface create -vserver MS-TNT-A-SVM -1if fcp 1ifOla -role data -data-protocol fcp -home-
node <st-node0l> -home-port Oe -status-admin up

network interface create -vserver MS-TNT-A-SVM -1if fcp 1if0lb -role data -data-protocol fcp -home-
node <st-node0l> -home-port O0f -status-admin up

network interface create -vserver MS-TNT-A-SVM -1if fcp 1if02a -role data -data-protocol fcp -home-
node <st-node02> -home-port 0e -status-admin up

network interface create -vserver MS-TNT-A-SVM -1if fcp 1if02b -role data -data-protocol fcp -home-
node <st-node02> -home-port 0f -status-admin up

If using iSCSI, run the following commands to create four iISCSI LIFs (two on each node):

network interface create -vserver MS-TNT-A-SVM -1if iscsi 1if0Ola -role data -data-protocol iscsi -
home-node <st-node0l1> -home-port ala-<iSCSI-A-VLAN> -address <iscsi 1ifOla ip> -netmask
<iscsi_1if0Ola mask> —-status-admin up

network interface create -vserver MS-TNT-A-SVM -1if iscsi 1if0lb -role data -data-protocol iscsi -
home-node <st-node01> -home-port ala-<iSCSI-B-VLAN> -address <iscsi 11f0lb ip> -netmask
<iscsi_1if0lb mask> —-status-admin up

network interface create -vserver MS-TNT-A-SVM -1if iscsi 1if02a -role data -data-protocol iscsi -
home-node <st-node02> -home-port ala-<iSCSI-A-VLAN> -address <iscsi 1if02a ip> -netmask
<iscsi_1if02a mask> -status-admin up

network interface create -vserver MS-TNT-A-SVM -1if iscsi 1if02b -role data -data-protocol iscsi -
home-node <st-node02> -home-port ala-<iSCSI-B-VLAN> -address <iscsi 11f02b ip> -netmask
<iscsi_ 1if02b mask> -status-admin up

Create SMB LIFs

To create SMB LIFs, run the following commands:

network interface create -vserver MS-TNT-A-SVM -1if smb 1if0l -role data -data-protocol cifs -home-
node <st-node0l> -home-port ala-<infra-smb-vlan-id> -address <nodeOl-smb 1if0Ol-ip> -netmask <node0Ol-
smb_1if0l-mask> -status-admin up -failover-policy broadcast-domain-wide -firewall-policy data —auto-
revert true

network interface create -vserver MS-TNT-A-SVM -1if smb 1if02 -role data -data-protocol cifs -home-
node <st-node02> -home-port ala-<infra-smb-vlan-id> -address <nodeO2-smb 1if02-ip> -netmask <node02-
smb_1if02-mask>> -status-admin up -failover-policy broadcast-domain-wide -firewall-policy data —auto-
revert true
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‘network interface show

# The two SMB LIF IPs need to be entered in the Domain DNS server with the CIFS Server name (ms-tnt-
a-cifs) created above. Create two host records with the different IPs and same host name.

Add Quality of Service (QoS) Policy to Monitor Application Workload

To add a storage QoS policy to monitor both the IOPs and bandwidth delivered from the APP-A-SVM,
complete the following steps:

1. Create the QoS policy-group to measure the SVM output without an upper limit.

gos policy-group create -policy-group MS-TNT-A -vserver MS-TNT-A-SVM -max-throughput INF
vserver modify -vserver MS-TNT-A-SVM -gos-policy-group MS-TNT-A

2. Monitor the QoS policy group output.

‘qos statistics performance show

Configure Cisco UCS for the Tenant

This section describes procedures for deploying UCS Servers for a tenant named MS-TNT-A. It is assumed
in this FlexPod Deployment that a tenant is most likely an application or group of applications. Because of
this assumption, it is assumed that a new set of Hyper-V servers will be setup for the tenant in a separate
Hyper-V cluster. It is also assumed in this implementation that the new Hyper-V servers will be booted from
the storage Infrastructure SVM, although server boot could be moved into the tenant SVM. In this section,
required additions to Cisco UCS will be detailed, including adding a new tenant vNIC template and LAN
connectivity policy, creating additional Service Profile Templates, and generating the new Service Profiles for
the Hyper-V hosts for the tenant. All procedures in this section are completed using the Cisco UCS Manager
HTML 5 User Interface.

Add Tenant Host Management vNIC Template

The tenant Hyper-V host management interfaces must be in the Core Services EPG in order for NetApp
SnapDrive (installed on these hosts) to be able to reach the tenant Storage Virtual Machine (SVM). Complete
the following steps:

1. In Cisco UCS Manager, click LAN on the left.

2. Expand LAN > Policies > root > vNIC Templates.

3. Right-click vNIC Templates and select Create vNIC Template.
4. Name the template TNT-Core-MGMT-A.

5. Leave Fabric A selected and also select Enable Failover.

6. Leave Redundancy Type set to No Redundancy and Target set to Adapter.
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7. Select the Updating Template Type.
8. Under VLANSs select only the MS-Core-Services VLAN and make MS-Core-Services the Native VLAN.

9. Leave the MTU set at 1500 and select MAC-Pool-A and the Enable-CDP-LLDP Network Control Policy.

Create vNIC Template 7 X

Warning

If VM i selected, a port profile by the same name will be created.
If a port profile of the same name exsts, and updating template is selectad, it will be overwritten

Template Type : Initial Template (e Updating Template
WVLAMS VLAN Groups
Y, Advanced Filter 4 Export % Print el B
Select Mame Mative WLAN
ACI-System |i|
default
MS-Cluster
e MS-Core-Services . =
MS-IB-MGMT
ME _Infra-iSrei-A hd
Create VLAN
CDM Source o |(e vNIC Name Uzer Defined
MTU ;1500 ||
MAC Pooal | MAC-Pool-A(46/64) ¥
QoS Policy | enotsets w

Network Control Policy : | Enable-CDP-LLDP v

n Cancel

10. Click OK twice to complete creating the template.
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Create Tenant LAN Connectivity Policy for iSCSI Boot

To configure the necessary LAN Connectivity Policy, complete the following steps:

1.

2.

8.

9.

In Cisco UCS Manager, click the LAN icon on the left.

Select LAN > Policies > root.

Right-click LAN Connectivity Policies.

Select Create LAN Connectivity Policy.

Enter TNT-1SCSI-Boot as the name of the policy.

Click the upper Add button to add a vNIC.

In the Create vNIC dialog box, enter 00-TNT-Core-MGMT as the name of the vNIC.
Select the Use vNIC Template checkbox.

In the VNIC Template list, select TNT-Core-MGM-A.

10. In the Adapter Policy list, select Windows.

11. Click OK to add this vNIC to the policy.

. Create vNIC

MName :  00-TNT-Core-MGMT
Use vNIC Template :
Redundancy Pair : [ Peer Mame -

WNIC Template : | TNT-Core-MGMT-A ¥ Create vNIC Template

Adapter Performance Profile

Create Ethernet Adapter Policy

Adapter Policy : i Windows ¥

12. Click the upper Add button to add another vNIC to the policy.

13. In the Create vNIC box, enter 01-Infra-iSCSI-2 as the name of the vNIC.

14. Select the Use vNIC Template checkbox.

15. In the VNIC Template list, select Infra-iSCSI-A.

16. In the Adapter Policy list, select Windows.
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17.

18.

19.

20.

21.

22.

23.

24,

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

Click OK to add the vNIC to the policy.

Click the upper Add button to add another vNIC to the policy.

In the Create VNIC box, enter 02-Infra-iSCSI-B as the name of the vNIC.
Select the Use vVNIC Template checkbox.

In the VNIC Template list, select Infra-iSCSI-B.

In the Adapter Policy list, select Windows.

Click OK to add the vNIC to the policy.

Click the upper Add button to add another vNIC to the policy.

In the Create VNIC box, enter 03-APIC-MS-VS-A as the name of the vNIC.
Select the Use vNIC Template checkbox.

In the vNIC Template list, select APIC-MS-VS-A.

In the Adapter Policy list, select Windows.

Click OK to add the vNIC to the policy.

Click the upper Add button to add another vNIC to the policy.

In the Create vNIC box, enter 04-APIC-MS-VS-B as the name of the vNIC.
Select the Use vNIC Template checkbox.

In the VNIC Template list, select APIC-MS-VS-B.

In the Adapter Policy list, select Windows.

Click OK to add the vNIC to the policy.

Expand the Add iSCSI vNICs section.

Click the lower Add button to add an iSCSI boot vNIC to the policy.

In the Create iSCSI vNIC box, enter iSCSI-Boot-A as the name of the vNIC.
Select 01-Infra-iSCSI-A for the Overlay vNIC.

Select the default iISCSI Adapter Policy.

MS-Infra-iSCSI-A (native) should be selected as the VLAN.

339



Sample Tenant Setup

42.

Do not select anything for MAC Address Assignment.

Create 1SCSI vNIC

ISCS| Adapter Policy @ | default

Mame o [ ISCSI-Boot-A

Overlay vNIC - |01 -Infra-iSCSI-A v

Create iISCS| Adapter Policy

VLAN I | MS-Infra-iSCSI-A (native) T

iSCSI MAC Address

?

43.

44.

45.

46.

47.

48.

49.

50.

MAC Address Assignment: Select{MNone used by default)

Create MAC Poal

Click OK to add the vNIC to the policy.

Click the lower Add button to add an iSCSI boot vNIC to the policy.

In the Create iSCSI vNIC box, enter 1iSCSI-Boot-B as the name of the vNIC.

Select 02-Infra-iSCSI-B for the Overlay vNIC.

Select the default iISCSI Adapter Policy.

MS-Infra-iSCSI-B (native) should be selected as the VLAN.
Do not select anything for MAC Address Assignment.

Click OK to add the vNIC to the policy.
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Create LAN Connectivity Policy ? X
Name :  TNT-iSCSI-Boot
Description :
Click Add to specify one or more vNICs that the server should use to connect to the LAN.
Mame MAC Address Native VLAN -
vNIC 04-APIC-MS-V5-B Cerived
vNIC 03-APIC-MS-VS-A Derived
vNIC 02-Infra-iSCSI-B Derived =
vNIC 01-Infra-iSCSI-A Derived
vNIC 00-TNT-Core-MGMT Derived
() Add y
(=) Add iSC3I vNICs
Mame Overlay vNIC Name ISCSI Adapter Policy MAC Address -
iSCSI vNIC iSCSI-Boot-B 02-Infra-iSCSI-B default Derived
iSCSI vNIC iSCSI-Boot-A 01-Infra-iSCSI-A default Derived
() Add v

51. Click OK, then OK again to create the LAN Connectivity Policy.

Create Tenant Service Profile Template

It is recommended to create two new Service Profile Templates for the servers running the applications in
the new tenant. These templates can be created by cloning the existing Service Profile Templates and
modifying them by changing the LAN Connectivity Policy.

Add New Application-Specific Server Pool

Since new Service Profile Templates for the servers running the applications in the new tenant are being

created, a new tenant-specific server pool can be created and mapped in the new Service Profile

Templates. Create this pool and map it in the new Service Profile Templates.
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Create New Service Profiles for Tenant Servers

Using the cloned and modified Tenant Service Profile Templates, create Service Profiles associated to
servers for the new tenant.

Gather Necessary Information

After the Cisco UCS service profiles have been created, each infrastructure blade in the environment will
have a unique configuration. To proceed with the FlexPod deployment, specific information must be
gathered from each Cisco UCS blade and from the NetApp controllers. Insert the required information into
the following tables.

Table 13 iSCSI LIFs for iSCSI IQN.

Vserver iSCSI Target IQN

Infra-MS-SVM

MS-TNT-A-
SVM

# To gather the iSCSI IQN, run the iscsi show command on the storage cluster management interface.

Table 14 vNIC iSCSI IQNs for fabric A and fabric B

Cisco UCS Service Profile Name iISCSI IQN

Hyper-V-TNT-A-Host-01

Hyper-V-TNT-A-Host--02

# To gather the vNIC IQN information, launch the Cisco UCS Manager GUI. In the navigation pane, click the
Servers tab. Expand Servers > Service Profiles > root. Click each service profile and then click the “iISCSI

vNICs” tab on the right. Note “Initiator Name” displayed at the top of the page under “Service Profile Initiator
Name.”

Configure Storage SAN Boot for the Tenant

This section details the steps for setting up SAN boot for the tenant ESXi Host servers.

Hyper-V Boot LUN in Infra-MS-SVM for First Tenant Host

1. From the cluster management node SSH connection, enter the following:

lun create -vserver Infra-MS-SVM -volume HV boot -lun TNT-HV2016-Gold -size 200GB -ostype
windows 2008 -space-reserve disabled
lun show
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Clustered Data ONTAP iSCSI Boot Storage Setup

Create igroups

1. From the cluster management node SSH connection, enter the following:

igroup create -vserver Infra-MS-SVM -igroup Hyper-V-TNT-A-Host-01 -protocol iscsi -ostype windows -
initiator <hyper-v-tnt-a-host-0l-ign>

igroup create -vserver Infra-MS-SVM -igroup Hyper-V-TNT-A-Host-02 -protocol iscsi -ostype windows -
initiator < hyper-v-tnt-a-host-02-ign>

igroup create -vserver MS-TNT-A-SVM -igroup Hyper-V-TNT-A-Host-All -protocol iscsi -ostype windows -
initiator <hyper-v-tnt-a-host-01-ign>,< hyper-v-tnt-a-host-02-ign>

L Use the values listed in Table 8 and Table 9 for the IQN information.

ﬁ To view the igroups just created, type igroup show.

Map Boot LUN to igroup

1. From the storage cluster management SSH connection, enter the following:

lun map -vserver Infra-MS-SVM -volume HV _boot -lun TNT-HV2016-Gold -igroup Hyper-V-TNT-A-Host-01 -
lun-id 0

lun show —-m
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Microsoft Hyper-V Server Deployment Procedure for Tenant Hosts

Setting Up Microsoft Hyper-V Server 2016

This section provides detailed instructions for installing Microsoft Hyper-V Server 2016 for tenant application
hosts in a FlexPod environment. After the procedures are completed, two booted Hyper-V Server 2016
hosts will be provisioned.

Several methods exist for installing Microsoft Hyper-V Server 2016. These procedures focus on how to use
the built-in keyboard, video, mouse (KVM) console and virtual media features in Cisco UCS Manager to map
remote installation media to individual servers and connect to their boot logical unit numbers (LUNS).

The Cisco UCS IP KVM enables the administrator to begin the installation of the operating system (OS)
through remote media. It is necessary to log in to the UCS environment to run the IP KVM.

To log in to the Cisco UCS environment, complete the following steps:

1. Open a web browser and enter the IP address for the Cisco UCS cluster address. This step launches the
Cisco UCS Manager application.

2. Click the Launch UCS Manager link under HTML to launch the HTML 5 UCS Manager GUI.
3. If prompted to accept security certificates, accept as necessary.

4. When prompted, enter admin as the user name and enter the administrative password.
5. Tolog in to Cisco UCS Manager, click Login.

6. From the main menu, click the Servers icon on the left.

7. Select Servers > Service Profiles > root > Hyper-vV-TNT-A-Host-01.

8. On the right under the General tab, select the “>>” icon to the right of “KVM Console”.

9. Follow the prompts to launch the Java KVM console.

10. From the KVM Console, under the Virtual Media tab, select Activate Virtual Devices. Follow the prompts
and select Apply.

11. From the KVM Console, under the Virtual Media tab, select Map CD/DVD.

12. Click Browse.

13. Browse to the Windows Hyper-V 2016 installation ISO image file and click Open.
14. Map the image that you just added by selecting Map Device.

15. To boot the server, click the Boot Server icon above the KVM Console tab.
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16. Click OK then OK again to boot the server.

Install Hyper-V Server 2016

To install Hyper-V Server 2016 to the first management host, complete the following steps:

1. On boot, the machine detects the presence of the Windows installation media.

2. After the installer has finished loading, select the relevant region information and click Next.
3. Click Install now.

4. After reviewing the EULA, accept the license terms and click Next.

5. Select Custom: Install the newer version of Hyper-V Server only (advanced).

6. In the Windows Setup window, select Load driver.

7. Under Virtual Media, select the Hyper-V Server 2016 item to unmap it. Click Yes to complete the un-
mapping.

8. Under Virtual Media, select map CD/DVD.

9. Click Browse and browse to the ucs-bxxx-drivers-windows.3.2.1 iso. Select this iso and click Open.
Click Map Device to map this iso.

10. In the Load driver window, click Browse.

11. Browse to the CD Drive and expand Network > Cisco > VIC > W2K16. Select x64 under W2K16. Click
OK.

12. Back in the Windows Setup window, make sure Cisco VIC Ethernet Interface is selected and click Next.
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@ é,l Windows Setup

Select the driver to install

Cisco VIC Ethernet Interface (EAMetwork\ Ciscot\VICWVW2 K16 04 enichudd.inf)

v Hide drivers that aren't compatible with this computer's hardware.

[ Bescan Mext

13. If booting with FC, also load the Cisco VIC fnic storage driver.

14. One disk drive should now appear in the Windows Setup window. In the Virtual Media menu, unmap the
ucs-bxxx-drivers-windows.3.2.1 iso and remap the Windows Server 2016 installation iso.

15. In the Windows Setup window, click Refresh. Make sure the 200 GB drive is selected and click Next.

16. When Windows is finished installing, press Enter and enter and confirm an administrator password. Press
Enter.

17. Under Virtual Media, unmap the Windows Server 2016 Installation iso.

Host Renaming and Join to Domain

1. In the Command Prompt window, type powershell to open Windows Powershell.

2. Type Get-NetAdapter to get the Cisco VIC Ethernet Interface # for the 00-TNT-Core-MGMT interface.
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EX Administrator: C:A\Windowshsystem32\cmd.exe - powershell lE“EI.
~

oft Corporation.

> Get-NetAdapter

rshAdministrator>

3. Use Server Configuration to set a Computer Name (Hyper-V-2016-Gold, a restart will be required), set
Network Settings in the IB-MGMT/Core Services subnet for the 00-TNT-Core-MGMT interface, set the
Timezone, enable Remote Desktop, and join the machine to the AD domain (another restart will be re-
quired).

Install NetApp Windows Unified Host Utilities

Download and install NetApp Windows Unified Host Utilities. This section provides the steps to download
and install the host utilities. In this and further procedures where software is installed on Hyper-V Server
2016 (Server Core), it is best to have an SMB server available where software can be stored. The Hyper-V
Server machine can then connect to this SMB server and load software from there.

1. Download the x64 version of the NetApp host utilities v7.0 for Windows from the link below and place in
the SMB share:

https://mysupport.netapp.com/NOW/download/software/sanhost _win/7.0

2. From a command prompt in the KVM console, use the “net use” command to connect to the SMB share.

net use S: \\<sharepath> <password> /USER:<domain\username>
net use

3. Run the NetApp Windows Unified Host Utilizes .msi file from the SMB share. The NetApp Windows Uni-
fied Host Utilities setup wizard is launched. Click OK on the hotfix warning and then click Next.
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jﬁ' MetApp Windows Unified Host Utilities Setup — x

Welcome to the NetApp Windows Unified
Host Utilities Setup Wizard

The Setup VWizard will install Netapp Windows Unified Host
Utilties on vour computer. Click Mext to continue or Cancel to
exit the Setup Wizard.

7.0 (Net&pp x54

ack Mext = Cancel

4. Click the checkbox to accept the license agreement and click Next.

5. Select “Yes, install support for Multipath 10” and click Next.
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j’E,.' MetApp Windows Unified Host Utilities Setup — x

Support for Multipathing

Do you want to enable support for multipathing?

@“r’&s. install support for Multipath VO.
Select if yvou are using a DSM to support multiple paths to the storage system.

l::]l Mo, | am uging a single path to my storage system.

< Back Mext = Cancel

6. Accept the default destination folder and click Next.
7. Click Install, OK, and Finish to complete the installation of host utilities.
8. Click No to not restart the computer.
9. Shut down the server.
Set Up Multipathing and iSCSI
1. In Cisco UCS Manager, select the Hyper-V-TNT-A-Host-01 Service Profile.
2. Under the General tab on the right, select Bind to a Template.

3. Select the Hyper-V-TNT-iSCSI template which contains 4 SAN paths for multipath I/O. Click OK, then
Yes and OK to complete binding to the new Service Profile Template.

4. Follow steps 1-3 to bind the Hyper-V-TNT-A-Host-02 Service Profile to the Hyper-V-TNT-iSCSI tem-
plate.
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When the host with Service Profile Hyper-V-TNT-A-Host-01 returns to the Power Off state, go to the
KVM console, and select Boot Server to boot the host. Click OK and OK again to proceed. When the
server boots, 4 iISCSI SAN paths should be seen.

Log into the server as Administrator and open Powershell.

Install the .NET 3.5 Windows feature.

Install-WindowsFeature Net-Framework-Core
Enable Server Remote Management on the Windows Firewall.

netsh firewall set service type=remoteadmin mode=enable

netsh advfirewall firewall set rule group="remote administration” new enable=yes
Start the Microsoft iSCSI Initiator Service and set automatic startup of the service.

Start-Service msiscsi

Set-Service msiscsi —-startuptype “automatic”

Install SnapDrive for Windows

1.

2.

Log out and log back in to Windows Hyper-V Server 2016 with a Domain Admin user account.

From the SMB share, launch the SnapDrive for Windows installer, and then follow the instructions in the
wizard.
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j_%l SnapDrive® - Installation Wizard

Welcome to the SnapDrive® Installation

The SnapDrive® installation wizard will install Snaplrive® on
your computer, Click Mext to continue,

WARMING: This program is protected by copyright law and
international treaties.

m
]
[ml

3. On the SnapDrive License page, select the appropriate license type and click Next.

i%l SnapDrive® - Installation Wizard

SnapDrive License

Please provide valid SnapDrive license to install "

Select the license type:

(®) Per Storage System
() Per Server

Provide Valid SnapDrive License Key

License Key:

InstallShield
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4. On the Customer Information page, enter the appropriate information and click Next.
5. On the Destination Folder page, enter the appropriate destination or accept the default. Click Next.

6. On the Set Firewall Rules page, select for Enable SnapDrive to Communicate Through the Windows
Firewall option and click Next.

7. On the SnapDrive Service Credentials page, enter the account and password information of the account
created earlier that is a member of the local administrators group.

ﬁ SnapDrive® - Installation Wizard — X
SnapDrive Service Credentials "
Specify account information for the installed services. .
NetApp

Ensure that the specified account is a member of the local administrators
' group of this system. See the SnapDrive for Windows Installation Guide for
« % more details about service account requirements. Please provide the Account
' information as "Domain Name\User Name" format.

Mote: MetApp VS5 hardware provider registration also requires user account information.

Account:

|FLEXPOD\snapdrive Add...

Password:

0= |

Confirm Password:

|l ....I...l I

InstallShield

8. On the SnapDrive Web Service Configuration page, accept the default port numbers and click Next.

# If you want to change the port numbers, you should also change the port numbers for the other Snap-
Drive hosts.
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ﬁ SnapDrive® - [nstallation Wizard X
SnapDrive Web Service Configuration "
Specify SnapDrive Web Service Configuration
. NetApp

SnapDrive Web Service Tcp/Ip Endpaoint (Port) |808

SnapDrive Web Service HTTP Endpaint (Port) |4094

SnapDrive Web Service HTTPS Endpaint (Port) |q.[]g5

Installshield

con coce

9. On the Preferred IP Address screen, identify the IP address you want to use to communicate with the
storage system and click Next.

ﬁ You should configure the preferred IP address, because doing this improves performance and scalabil-
ity.
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1 SnapDrive® - Installation Wizard

Preferred Storage System IP Address

Configure Snaplrive to use a preferred IP Address

Enable preferred storage system IP Address

NetApp

Configure SnapDrive to use a preferred IP Address for management traffic. I
storage system has only one interface, setting a preferred IP Address can

prevent issues if more interfaces are added later.

storage System Name: |infra-m5~5'.fm

Preferred IP Address:  [10.1.118.10]

In=stallShield

< Back

MNext =

Cancel

10. On the Transport Protocol Default Setting page, enable the storage protocol settings and click Next. RPC

is not supported in clustered Data ONTAP.
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ﬁ SnapDrive® - Installation Wizard -
Transport Protocol Default Setting "
Specify Default Transport Setting for Storage System(s)
NetApp

Enable Transport Protocol Settings

(JIRPC
(_JHTTP
(®) HTTPS
Specify the user name and password for the HTTPHTTPS Protocol selection.

Lizer Mame:

|5na|:u:|riue

Password:

[
Port ID: |443

Installshield

< Back Mext = Cancel

11. On the Unified Manager Configuration Screen, click Next.

# OnCommand Unified Manager Core Package data protection capabilities are available only in 7- Mode
environments.

12. On the Ready to Install page, click Install.

13. When the SnapDrive installation is complete, click Finish.
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L%I SnapDrive® - Installation Wizard >

SnapDrive® Installation Completed

The SnapDrive® Installation Wizard successfully installed
SnapDrive®. Click Finish to exit the wizard.

[1 show the Windows Installer log

14. On another machine that has the Windows GUI and SnapDrive installed, launch the SnapDrive snap-in as
the snapdrive domain user and add the Hyper-V-2016-Gold Server.

15. Select iISCSI Management and expand to show sessions. Two sessions should be shown.
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Lﬁ File Action View Favorites Window Help

&%
|z
'% SnapDrive = | Actions
b U ACI-FP-JUMP (Local) Overvicrs _
4 " HYPER-V-2016-GOLD iSCSI Targets connected to the server HYPER-V-2016-GOLD are shown below. Expand . : :
1 Big, Disks % the target view to display the iSCSI session information. Establish Session
b ISCS! Mk View »
I §2! Event Viewer = .
b (i3] Global Logs ISCSI Target List [E] New Window from Here
Refresh
Mame [ nio. of ...
|| B i ian. 1992-08.com.netappisn, Geatc67 19541 1e73a1300a08a2b35f: v, 3 1 Help
L |session .~
> Redsecson L
| _ D@ Disconnect Session
- G Refresh
Help

[ Session Details |

Microsoft iSCSI Initiator
ROOTVScsiPrt0oo0_o
0

192,168.13.203

194

192,168.13.61

3260

< | 1]

16. Use “Establish Session” to add sessions for the two missing iSCSI LIFs. Four sessions should now be
shown.
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1 4a] SnapDrive - [SnapDrive\HYPER-V-2016-GOLD\ISCSI Management\ign.1992-08.com.netapp:sn.beabcb719a5411e79a1300a098a:

"i File Action View Favorites Window Help

&= 7=

1 = -
"5 SnapDrive - Actions
=, Overview
I “Be ACI-FP-JUMP (Local) )
I n -Ue. | 5N,
4 "5 HYPER-V-2016-GOLD [y | List of sessions for the TargetName Iﬂ“ 1_992 08.com.netapp:sn.6eate
b 3% Dicks rj}] iqn.1992-08.com.netapp:sn.beabrs719a5411e7931300a098aab39f:vs.3 are shown ny Disconnect Target
A Q i5C51 Management below.”, View
faf ign.1992-08.com.netap .
b @ Ei:f?ent Viewer i5CSI Session List =l Mew Window from Here
fi]| Global L | Refresh
4 phattegs Initiator IP Address Target IP Address -
9 152.168.23.203 192.168.23.61 Session
L LZ U RS L A e _,f’*" Disconnect Session
2 193,168,23.203 192, 168.23.62
|G Refresh
Help
Details =

Ef Session Details

Microsoft iSCSI Initiator
ROOTYScsiPrtyon00_o
0

192, 168.13.203

194

192, 166.13.61

3260

Configure Server for Cloning

To configure the server for cloning, complete the followings steps:

1. Install all available Windows Updates on the server.
2. Go to Server Configuration

3. Enter 13 to shut down the server. Click Yes to complete shutdown.

L The boot LUN cloning procedure used in this document will only work when the clones are applied to
the same server hardware. If the clone source image was created on a Cisco UCS B200 M4, and you
want to apply the image to a Cisco UCS C220 M4, you will need to follow the steps above to install
Windows on the Cisco UCS C220 M4.

Clone and Remap Server LUNs for Sysprep Image

To clone and remap server LUNS for the sysprep image, complete the following steps:

1. In the storage cluster interface, unmap the TNT-HV2016-Gold LUN.

lun unmap -path /vol/HV_boot/TNT-HV2016-Gold -igroup Hyper-V-TNT-A-Host-01

2. Make a clone of the MGMT-Win2016-Gold LUN for the Sysprep clone.
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clone start -vserver Infra-MS-SVM -source-path /vol/HV boot/TNT-HV2016-Gold -destination-path
/vol/HV_boot/TNT-HV2016-Gold-Sysprep

3. Map the Sysprep clone boot LUN to the first Hyper-V tenant host.

‘1un map -path /vol/HV boot/TNT-HV2016-Gold-Sysprep -igroup Hyper-V-TNT-A-Host-01 -lun-id 0

Boot and Set Up Sysprep Clone

To boot and set up the sysprep clone, complete the following steps:

1. Backin the UCS KVM Console for Hyper-V-TNT-A-Host-01, click Boot Server then OK two times to
boot the Sysprep Clone LUN.

2. Once the server boots up, log in as a Domain Admin.

3. In the Windows command prompt enter C:\Windows\System32\Sysprep\sysprep /generalize
/oobe /shutdown to reset the machine’s security id. The server will shut down.

Clone and Remap Server LUNs for Production Image

To clone and remap the server LUNSs for the production image, complete the following steps:

1. Inthe storage cluster interface, unmap the TNT-HV2016-Gold-Sysprep LUN.

lun unmap -vserver Infra-MS-SVM -path /vol/HV boot/MGMT-Win2016-Gold-Sysprep -igroup Hyper-V-MGMT-01

2. Make two clones of the TNT-HV2016-Gold-Sysprep LUN for the Hyper-V tenant hosts.

clone start -vserver Infra-MS-SVM -source-path /vol/HV boot/TNT-HV2016-Gold-Sysprep -destination-path
/vol/HV_boot/Hyper-V-TNT-A-Host-01
clone start -vserver Infra-MS-SVM -source-path /vol/HV boot/TNT-HV2016-Gold-Sysprep -destination-path
/vol/HV_boot/Hyper-V-TNT-A-Host-02

3. Map the Hyper-V-MGMT LUNSs to the hosts.

lun map -path /vol/HV boot/Hyper-V-TNT-A-Host-01 -vserver Infra-MS-SVM -igroup Hyper-V-TNT-A-Host-01
-lun-id O
lun map -path /vol/HV boot/Hyper-V-TNT-A-Host-02 -vserver Infra-MS-SVM -igroup Hyper-V-TNT-A-Host-02
-lun-id 0

Boot and Set Up Clones

To boot and set up clones, complete the following steps:

1. Back in the UCS KVM Console for Hyper-V-TNT-A-Host-01, click Boot Server then OK two times to
boot Hyper-V-TNT-A-Host-01.

2. Once the server boots up, login and in the Command Prompt window, type powershell to open Windows
Powershell.

3. Type Get-NetAdapter to get the Cisco VIC Ethernet Interface # for the 00-TNT-Core-MGMT interface.
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4. Use Server Configuration to set Network Settings in the IB-MGMT/Core Services subnet for the first net-
work interface, set the Timezone, set a Computer Name (a restart will be required), and add the host to
the Windows Domain (another restart will be required). Then Download and Install Updates.

5. In the command prompt window add a persistent route to the tenant supernet to allow access to the
tenant SVM management interface.

route —-p ADD 172.18.0.0 MASK 255.255.0.0 <core-services-gateway>

6. On another machine that has the Windows GUI and SnapDrive installed, launch the SnapDrive snap-in as
the snapdrive domain user and add the Hyper-V-TNT-A-Host-01 Server. Look at the iSCSI Sessions
and add any missing sessions to get to 4 unique sessions.

7. Open a second UCS KVM console and repeat steps 1-6 for the Hyper-V-TNT-A-Host-02 host.
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Deploying and Managing the Tenant Hyper-V Cluster Using System
Center 2016 VMM

This section will focus only on configuring the Networking, Storage and Servers in VMM to deploy and
manage Hyper-V failover clusters.

# You must have System Center 2016 VMM running in your environment.

Fabric - Servers - |

This section covers:
o Create Host Groups

e Add Windows Hosts to the Host Group

Create Host Groups

You can use host groups to group virtual machine hosts in meaningful ways, often based on physical site
location and resource allocation.

To create a host group structure in Virtual Machine Manager (VMM) that aligns to your organizational needs,
complete the following steps:

1. To create a host group structure, open the Fabric workspace.
2. In the Fabric pane, expand Servers, and then do either of the following:
3. Right-click All Hosts, and then click Create Host Group.

4. Click All Hosts. On the Folder tab, in the Create group, click Create Host Group. VMM creates a new host
group that is named New host group, with the host group name highlighted.

5. Type a new name and then press ENTER.

6. Repeat the steps in this procedure to create the rest of the host group structure.

Fabric <

- f f Senvers
4 || All Hosts
_ Hyper-V Management
| Hyper-V-TNT-A

d =
g, Infrastructure

361



Deploying and Managing the Tenant Hyper-V Cluster Using System Center 2016 VMM

Add Hosts to the Host Group

To add the Hyper-V hosts to Virtual Machine Manager, complete the following steps:

1.

2.

Open the Fabric workspace.

Select a host group, and On the Home tab, click Add Resources, and then click Hyper-V Hosts and Clus-
ters. The Add Resource Wizard starts.

On the Resource location page, click Windows Server computers in a trusted Active Directory domain,
and then click Next.

On Credentials page, select Use an Run As account, click Browse and add the SCYMM Run as account
created earlier. Click Next.

On Discovery scope, select Specify Windows Server computers by names and enter the Computer
names. Click Next.

Under Target Resources, select the check box next to the computer names that need to be the part of
the Hyper-V cluster. Click Next.

# If the Hyper-V role is not enabled on a selected server, you receive a message that VMM will install the

Hyper-V role and restart the server. Click OK to continue.

7.

8.

On the Host settings page, In the Host group list, click the host group to which you want to assign the
host or host cluster. Click Next.

On the Summary page, confirm the settings, and then click Finish.
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qﬂ Add Resource Wizard

€ Summary

Resource Location

Confirm the settings

View Script
Credentials
Discovery Scope Resource type: Hyper-V capable Windows Servers
Resource location:  Trusted Windows computer
Target Rescurces i .
g Discovery credentials: SCVIMM Run As
Host Settings Discovery scope: Computer name based discovery
2 computers are selected to manage
Summa :
Y Host settings: Host group:
All Hosts\Hyper-W-TNT-A
| Previous | | Finish ‘ | Cancel
Folder
% 3 PowerShell
a,‘ f",‘ A E ['} " [El1obs
Overview| Fabric | Compliance Cisco UCS e Update Reassociate | Connect
Resources Manager varop EJPRO
Cre: Show Window
Fabric < Hosts (2)
4 77 Servers [
4 1Al Hosts Name Role Job Status ~ | €PU Average Available Memory ~ | Operating System

4 I Hyper-V Management P hy-tnt-a-01flexpod.cisco.c: Host Completed w Info 2% 24409 GB Microsoft Hyper-V Server 2016

W HV-MGMT-Cluster P hy-tnt-o-02flexpod.cisco.c Host Completed w/ Info 2% 24393 GB Microsoft Hyper-V Server 2016

" Hyper-V-TNT-A

9. Restart both Tenant Hosts.

Fabric - Networking - Install APIC Hyper-V Agent and Add Host to SCVMM Virtual

Switch

To install APIC Hyper-V and add a host to SCVMM virtual switch, complete the following steps:
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10.

11.

12.

13.

14.

15.

16.

Open Virtual Machine Manager and select the first Hyper-V Tenant host. Right-click the first Hyper-V
Tenant host and select Start Maintenance Mode.

Leave “Place all running virtual machines into a saved state” selected and click Finish.

From the Start Menu, open Remote Desktop Connection and enter the hostname or IP address of the
first Hyper-V Tenant host. Select Show options. Under the Local Resources tab, make sure the Clipboard
and Drives are selected under Local devices and resources. Click Connect and Connect again. The
SCVMM Service Account should be selected. Enter the password for this account and click OK.

Copy the APIC Hyper-V Agent.msi file from the SCVMM Service Account Desktop and APIC Certificate
on the SCVMM VM to the local host.

cd c:\temp

copy "\\TSCLIENT\C\Users\scvmm\Desktop\aci-msft-pkg-3.0.1k\APIC Hyper-V
Agent.msi" .\

copy "\\TSCLIENT\C\Program Files (x86)\ApicVMMService\OpflexAgent.pfx" .\

Install the APIC Hyper-V Agent.

msiexec.exe /I “APIC Hyper-V Agent.msi” /log “C:\Installlog.txt”

Click the checkbox to accept the terms in the License Agreement and click Install.
Click Finish to complete the installation.

Install the OpflexAgent certificate in the Personal Certificate Store.

certutil -importPFX My .\OpflexAgent.pfx

Enter the password provided when the certificate was created.
Log out of the Remote Desktop Session.
Open Virtual Machine Manager and Stop Maintenance Mode on the Hyper-V Management host.

Repeat steps 1-11 to install the APIC Hyper-V Agent and opflex certificate on the second Hyper-V Ten-
ant host.

In Virtual Machine Manager, select the VMs and Services workspace and expand All Hosts > Hyper-V
TNT-A.

Right-click the first Hyper-V Tenant host and choose Properties.
Select Virtual Switches on the left, then select “+ New Virtual Switch”. Choose New Logical Switch.

The apicVswitch should be selected. Under Physical Adapters, select 03-APIC-MS-VS-A and add 04-
APIC-MS-VS-B. The Uplink Port Profile should be populated automatically.

364



Deploying and Managing the Tenant Hyper-V Cluster Using System Center 2016 VMM

E hv-tnt-a-01 flexpod.cisco.com Properties

General E@ New Virtual Switch B Mew Virtual Network Adapter 7% Delete
Status W apicifewitch ARICMIS... | G ) uitch: [ v
Logical Switch
The logical switch supparts teaming which means if you connect
Hardware more than ene physical adapter they will work together as a
single uplink.
Host Access Physical adapters:
Adapter Uplink Port Pro Add
ol Nicchane Poth= 03-APIC-MS-VS-A - Cisco ¥ | | apicUplinkPort | Remaove
picp
Recerves 04-APIC-M5-V5-B - Cisco ¥ apicUplinkPort
Storage

Virtual Switches ‘| _ | '

i | The teaming mode supported by this switch requires all

Migration Settings physical adapters to use the same uplink port profile.
Placement Paths The following virtual network adapters will be created:
Marne VM MNetwork VM Subnet VLAN ID

Servicing Windows

Host Guardian Service

Customn Properties

o[ Gone

17. At the top, select “New Virtual Network Adapter”.

18. Name the virtual network adapter <hostname>-vtep. The ACI System VLAN should already be filled in.
19. Click OK and Yes to add the virtual switch to the host.

20. Repeat this process to add the APIC-controlled virtual switch to the second Hyper-V Tenant host.

21. Back in the Cisco ACI APIC GUI, select VM Networking > Inventory > Microsoft > Your APIC Virtual
Switch. Expand the vSwitch, Controllers, the SCVMM, and Hypervisors. Select each host and verify that
the OPFLEX Status is Connected under General on the right.

Set Up Hyper-V Networking

To set up Hyper-V networking, complete the following steps:
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10.

11.

12.

13.

In virtual Machine Manager, open the VMs and Services workspace. In the list on the left, expand All
Hosts > Hyper-V-TNT-A. Right-click on the first tenant host and select Properties.

Select Virtual Switches, then select “New Virtual Network Adapter”. Name the adapter MS-Clust. Click
Browse to the right of VM Network.

In the Select a VM Network window, select EPG-MS-Clust in the FP-Foundation tenant. Click OK.

Back in the Properties window, the VLAN ID should be automatically filled in. Select the Static IP ad-
dress configuration and select the MS-Clust IPv4 pool. Click OK and Yes to complete creating the virtual
network adapter.

Repeat steps 1-4 to create the MS-LVMN adapter connected to EPG-MS-LVMN in the FP-Foundation
tenant with the MS-LVMN IPv4 pool.

Right-click the first tenant host and select Properties.

Select Virtual Switches, then select “New Virtual Network Adapter”. Name the adapter MS-TNT-A-
iISCSI-A. Click Browse to the right of VM Network.

In the Select a VM Network window, select EPG iSCSI-A in the MS-TNT-A tenant. Click OK.

Back in the Properties window, the VLAN ID should be automatically filled in. Click OK and Yes to com-
plete creating the virtual network adapter.

Repeat steps 6-9 to create the MS-TNT—A-iSCSI-B adapter connected to EPG iSCSI-B in the MS-TNT-
A tenant.

Repeat steps 6-9 to create the MS-TNT—A-SMB adapter connected to EPG SMB in the MS-TNT-A ten-
ant.

Connect to either a Remote Desktop connection or a KVM console connection on the first Hyper-V ten-
ant host as a Domain Admin. In the Windows command prompt, type powershell to open Powershell.

Configure Jumbo frames on select interfaces.

netsh interface ipv4 set subinterface “vEthernet (MS-Clust)” mtu=9000
store=persistent

netsh interface ipv4 set subinterface “vEthernet (MS-LVMN)” mtu=9000
store=persistent

netsh interface ipv4 set subinterface “vEthernet (MS-TNT-A-1iSCSI-A)” mtu=9000
store=persistent

netsh interface ipv4 set subinterface “vEthernet (MS-TNT-A-iSCSI-B)” mtu=9000
store=persistent

netsh interface ipv4 set subinterface “vEthernet (MS-TNT-A-SMB)” mtu=9000
store=persistent

netsh interface ipv4 show subinterface

366



Deploying and Managing the Tenant Hyper-V Cluster Using System Center 2016 VMM

14. Set IP Address for each host virtual NIC not set from an IPv4 pool.

New-NetIPAddress —-InterfaceAlias “vEthernet (MS-TNT-A-iSCSI-A)” -IPAddress
<host-tnt-a-iscsi-a-ip> -PrefixLength <tnt-a-iscsi-a-net-prefix>

New-NetIPAddress —-InterfaceAlias “vEthernet (MS-TNT-A-iSCSI-B)” -IPAddress
<host-tnt-a-iscsi-b-ip> -PrefixlLength <tnt-a-iscsi-b-net-prefix>

New-NetIPAddress —-InterfaceAlias “vEthernet (MS-TNT-A-SMB)” -IPAddress <host-
tnt-a-smb-ip> -PrefixLength <tnt-b-smb-net-prefix>

15. Disable DNS registration for all NICs

Set-DnsClient -InterfaceAlias * -Register $false

16. Turn registration back on and configure DNS for the Management NIC

Set-DnsClient -InterfaceAlias “00-TNT-Core-MGMT” -Register S$true -
ConnectionSpecificSuffix <dns-domain-name>

17. Restart the NetApp SnapDrive service on the host

net stop SWSvc

Yy

net start SWSvc

net start SnapDriveService

18. Repeat steps 1-17 for the second Hyper-V tenant host.

Add TNT iSCSI Sessions to Hosts

To add TNT iSCSI sessions to hosts, complete the following steps:

1.

On another machine that has the Windows GUI and SnapDrive installed, launch the SnapDrive snap-in as
the snapdrive domain user and add the Hyper-V-TNT-A-Host-01 server. Add the MS-TNT-A-SVM
management interface as a storage system under Transport Protocol Settings. Add 4 iSCSI sessions to
the 4 MS-TNT-A-SVM iSCSI LIFs.

Repeat this process on the Hyper-V-TNT-A-Host-02 server.

Using SnapDrive, select Disks under the first Hyper-V-TNT-A host.

On the right, select Create Disk.

In the Create Disk Wizard, click Next.

Leave Dedicated selected and click Next.

Enter ms-tnt-a-svm for the storage system name and click Add.

In the list of volumes, select the witness volume. Enter witness for LUN name. Click Next.
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10.

11.

12.

13.

14.

Select “Do not assign a Drive letter of Volume Mount Point”. Select Yes to create a Thin-Provisioned
LUN and Set the LUN Size to 1 GB. Click Next.

Click Next.

Select the Microsoft iSCSI Initiator and click Next.
Select Automatic and click Next.

Click Finish to create the witness LUN and format it.

On the storage cluster CLI, unmap the witness LUN and remap it to both tenant hosts.

lun show -m -vserver MS-TNT-A-SVM
Vserver Path Igroup LUN ID Protocol

MS-TNT-A-SVM
/vol/witness/witness viaRPC.ign.2010-11.com.flexpod:a02-6332-host:3
0 iscsi
lun unmap -vserver MS-TNT-A-SVM -path /vol/witness/witness -igroup viaRPC.ign.2010-
11.com.flexpod:a02-6332-host:3

lun map -vserver MS-TNT-A-SVM -path /vol/witness/witness -igroup Hyper-V-TNT-A-Host-All -lun-id 1

Create Windows Failover Cluster

To create a Windows Failover Cluster, complete the following steps. Be sure to create DNS records for the
Cluster name. The IP address for cluster management should be on the IB-MGMT Subnet.

1.

2.

In the VMM console, click Fabric > Create > Hyper-V Cluster to open the Create Hyper-V Cluster wizard.

In General Configuration, specify a cluster name and choose the tenant host group in which the existing
Hyper-V hosts are located. Click Next.

368




Deploying and Managing the Tenant Hyper-V Cluster Using System Center 2016 VMM

' Create Hyper-V Cluster Wizard X

General Configuration

| General Configuration ‘ Specify the cluster name and host group
Resource Type
Cluster name: HV-TNT-A-Cluster |
Select Hosts
Host group: | & Hyper-WV-TNT-A - |

Block Storage
IP Address

Summary

[] Enable Storage Spaces Direct

Previous | Next | | Cancel

3. In Resource Type, select the SCYMM Run As account that you'll use to create the cluster. Make sure
“Existing servers running a Windows Server operating system” is selected and click Next.

& The accounts that you use must have administrative permissions on the servers that will become cluster
nodes, and must belong to the same domain as the Hyper-V hosts that you want to cluster. Also, the
account requires Create Computer objects permission in the container that is used for Computer ac-
counts in the domain. Ensure that the option Existing Windows servers is selected.

4. In Nodes, select the Hyper-V host servers that you want to include in the cluster. Click Next.
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' Create Hyper-V Cluster Wizard *

Select Hosts

Genersl Configuration Select the hosts to include in the cluster
Resource Type The following list shows hosts that are not already clustered and are in the host group yeu selected on the General Configuration
page-
Select Hosts
Block Storage Available hosts:
B Add Host QOperating System
ress

hv-tnt-a-01 Micrasoft Hyper-V Server 2016

Summary hv-tnt-a-02 Microsoft Hyper-V Server 2016
Select all
Previous | | Mext | | Cancel

5. In Block Storage, click Next.
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' Create Hyper-V Cluster Wizard x
Block Storage
General Configuration Select block storage to be used as shared storage for the cluster
Resource Type
Name | Classification | Size | Partition Style | File System | Volume Label | Quick Format | CSV
Select Hosts
600A0980383038685A5D Remote Storage 1.00GE MBR NTFS [ O
Black Storage
IP Address
Summary

1! Any data that exists on the disks will be overwritten,

i-_l
!r Some disks are already unmasked to the selected hosts and will be automatically clustered.
.i_} 600A0980383038685A5D4B2F4844 7850 is automatically selected as witness disk.

| Previous || MNext || Cancel

6. InIP address, type in the IP address you want to use for the cluster. Click Next.

7. In Summary, confirm the settings and then click Finish.
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' Create Hyper-V Cluster Wizard

General Configuration
Resource Type

Select Hosts

Block Storage

IP Address

Confirm the settings

Summary

View Script

Cluster role: Windows Hyper-V
Cluster name: HV-TNT-A-Cluster
Cluster IP addresses: 10.1.118.19
Host group: Hyper-V-TNT-A
Cluster validation: ~ Will be done
Resource type: Hyper-V host cluster
Resource location:  Existing servers
Hosts: hv-tnt-a-01.flexpoed.cisco.com

hv-tnt-a-02.flexpod.cisco.com

| Previous | | Finish

|| Cancel |

8. You can go to the jobs workspace and click on “Install Cluster” job to see the status of cluster installa-

tion. Fix and troubleshoot any errors or warnings and revalidate the cluster.
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E Adaministrator - My-LVMNM.flexpoc iocal - Virtual Machine Manager

X
ﬁ Home s
Y VaE) @ % ] Lest 30 Days £5 PowerShell
Q] G [ an [E]Jobs
Refresh Recent | Last 24 Llast7 a
| Hours Days i Custom v [EjPRO
Jobs < | History — Recent Jobs (919)
E Running Last refresh: 5/23/2017 1:37:59 PM
» E History ‘ z
| Name | Status | Start Time " | Result Name | Qwner
b Install cluster Completed w/ Info 5/23/2017 1:37:52 PM 6248-i5CSI-CLUS flexpod.local FLEXPODVAdministrator :
I Install cluster v
Step | Name | Status | Start Time End Time
O o1 Install cluster Completed 5/23/2017 1:37:52 PM 5/23/2017 1:43:43 PM =
o E 1.1 Install Features Completed 5/23/2017 1:37:53 PM 5/23/2017 1:38:39 PM
/] 1.1 Install Failover Cluster Feature Completed 5/23/2017 1:37:53 PM 5/23/2017 1:38:16 PM
0 1.1.2  Install Failover Cluster Feature Completed 5/23/2017 1:38:16 PM 5/23/2017 1:38:39 PM
O 1.2 Farallel execution step Completed 5/23/2017 1:38:39 PM 5/23/2017 1:38:39 PM
9 B13 Parallel execution step Completed 5/23/2017 1:38:39 PM 5/23/2017 1:38:55 BM
o 131 Mounts storage disk on HV-6248-iSCSI-... Completed 5/23/2017 1:38:39 PM 5/23/2017 1:38:55 PM L
L/ 132  Mounts storage disk on HV-6248-i5C5I-... Campleted 5/23/2017 1:38:39 PM 5/23/2017 1:38:49 PM [
Hr VMs and Services O 14 Validate nodes for clustering Completed 5/23/2017 1:38:55 PM 5/23/2017 1:42:10 PM
8,/ Fabric O 15 Create cluster Completed 5/23/2017 1:42:10 PM 5/23/2017 1:43:01 BM
— o 1.8 Enable Cluster Shared volumes Completed 5/23/2017 1:43:01 PM 5/22/2017 1:43:02 BM
& Lbrary O 17 SetQuorum For Cluster Completed 5/23/2017 1:43:02 PM 5/23/2017 1:43,04 PM
E Jobs L/ 18 Convert Cluster Disk to Cluster Shared V... Completed 5/23/2017 1:43:04 PM 5/23/2017 1:43:15 PM
Settings o =19 Refresh host cluster Completed 5/23/2017 1:43:15 PM 5/23/2017 1:43:43 BM |
| & 1.9.1  Refresh registered file shares Completed 5/23/2017 1:43:43 PM 5/23/2017 1:43:43 PM -

.Summary‘ Details | Change Tracking

9. After the cluster is installed, a new cluster icon is seen after expanding the Servers>All Hosts>FC-Host
host group in the fabric workspace. Right-click on the cluster and click Properties to view the status and
other information about the cluster.

Fabric € Hosts (2)

- _?_"t Servers

4 ] All Hosts

* ] Hyper-V Management
4 | Hyper-V-TNT-A
@ HV-TNT-A-Cluster

Mame | Host Status | Role
Fi hv-tnt-a-01.flexpod.cisco.com OK Host
r hw-tnt-a-02.flexpod.cisco.com OK Host
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E HV-TMT-A-Cluster flexpod.cisco.com Properties >
General Status
Category | Status

Available Storage —
Bl Cluster Validation Test } Succeeded

File Share Storage Report: Y\hv-tnt-a-01.flexpod.cisco.com\admin$\cluster\reports\Valic

El Cluster Core Resources
Shared Volumes =1 Name: HV-TNT-A-Cluster @ Online

> 5 Cluster IP Address @ Online
Virtual Switches -

B Disk Witness in Quorum

Custom Properties Cluster Disk 1 @ online
Bl Cluster Service
hv-tnt-a-01 E:'.l Running
hv-tnt-a-02 E.} Running

Hyper-V Cluster Communication Network Configuration

A failover cluster can use any network that allows cluster network communication for cluster monitoring,
state communication, and for CSV-related communication.

The following table shows the recommended settings for each type of network traffic.

To configure a network to allow or not to allow cluster network communication, you can use Failover Cluster
Manager or Windows PowerShell.

Table 15 Recommended Settings for Network Traffic
Network Type Recommended Setting

Both of the following:

- Allow cluster network communication on this

Management
9 network

- Allow clients to connect through this network

Allow cluster network communication on this
network

Note: Clear the Allow clients to connect through
Cluster this network check box.
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Network Type Recommended Setting

Allow cluster network communication on this
network

Note: Clear the Allow clients to connect through
Live migration this network check box.

Do not allow cluster network communication on
Storage this network

1. Open Failover Cluster Manager and connect to the Failover Cluster just created. Click Networks in the
navigation tree.

& It may be necessary to install the Failover Clustering Tools Feature under Features > Remote Server
Administration Tools > Feature Administration Tools in the Add Roles and Features Wizard to install Fail-
over Cluster Manager.

2. In the Networks pane, right-click a network, and then click Properties.
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Cluster Network 1 Properties >

izeneral

=

Cluster Metworle 1

Mame:
Cluster Netwars 1

() Alow cluster network communication on this netwark

(@ Do not allow cluster network communication on this networlk

Status: Up

Subnets: 192.168.13.0/°24

oK Cancel Apply

3. Using the subnet information reset the Name of the Cluster Network to the appropriate name, adjust the
communication setting and click OK. Storage Networks, the VTEP network, and the LVMN network

should not allow cluster communication.

4. Repeat step 3 to assign the descriptive name to all Cluster Networks.
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f'g}i Failover Cluster Manager Networks (9)

o fﬁ, ﬂﬂ_lﬁI_i_i‘:ﬁjﬁ'&f}‘;‘;‘. | Queries v |id v |{v)
T % Foles Mame Status Cluster Lse Ir
-.%ﬂ Modes -if,' Core-Services-MGMT @ Up Cluster and Client
? ;; ::::ifks ;ﬂ IFra{SCS1-A @ Up None
Cluster Events &3 Infra45CS1-B ® Up None
5 &4 HV-MGMT-Clusterflexpod.|| &3 MSClust ® Up Cluster Only

2 M5-LVMN (®) Up MNone
33 MS-TNT-A45CSI-A (#®) Up None
43 MS-TNT-A45CSI-B (#®) Up None
3 MS-TNT-A-SME ® Up MNone
& vTEP (®) Up MNone

Live Migration Network Settings

By default, live migration traffic uses the cluster network topology to discover available networks and to
establish priority. However, you can manually configure live migration preferences to isolate live migration
traffic to only the networks that you define. Complete the following steps:

1. Open Failover Cluster Manager and connect to the tenant cluster.
2. In the navigation tree, right-click Networks, and then click Live Migration Settings.

3. Select only the Live Migration network (MS-LVMN).
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Live Migration Settings

Metwaorks for Live Migration

Select one or more networks for virtual machines to use for live migration.
Use the buttons to list them in order from most preferred at the top to
least preferred at the bottom.

Mame Up

L I ms-Lvmn

[ 8 infra-iscsi-a

[] -15' Core-5ervicesMGMT
[1 5 nfra-scsI8

[] 53 Ms-TNT-A-SCSI-A
[] 38 ms-TT-A-5CS1-E
[1 58 vep

[ & ms-TnT-A-5MB

[] 5 ms-Clust

Down

QK Cancel Apply

4. Click Apply and OK to save this setting.

Cluster Storage Settings

1. On the left, expand Storage and select Disks.
2. Right-click the Witness disk and select Properties.
3. Change the Disk Name to Witness and click OK.
4. Note the Owner Node of the Disk.
Add Tenant iSCSI Datastores (Optional)
To add tenant iSCSI datastores, complete the following steps:
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1. On another machine that has the Windows GUI and SnapDrive installed, launch the SnapDrive snap-in as
the snapdrive domain user and add the Hyper-V-TNT-A-Host-01 server making sure to select the
checkbox next to “Add SnapDrive instances from all the Microsoft Cluster nodes”. Hyper-V-TNT-A-
Host-02 should appear as well.

2. Select Disks on the Witness Disk Owner Node and on the right select Create Disk.
3. Inthe Create Disk Wizard, click Next.
4. Select “Shared (Microsoft Cluster Services only)” and click Next.

5. Select the MS-TNT-A-SVM. In the list, select the tnt_a_iscsi_datastore_1 volume. Enter
iscsi_datastore_1 for the LUN Name. Click Next.

6. Make sure both Tenant Hyper-V servers are selected and click Next.

7. Select “Do not assign a Drive letter or Volume Mount Point. Select Yes to Thin-Provision the LUN and
enter 500 GB for the LUN Size. Click Next.

8. Click Next.

9. Select each Host Node and its corresponding Microsoft iSCSI Initiator. Click Next.

10. Select Automatic Initiator Group management and click Next.

11. Select “Add to cluster shared volumes” and click Next.

12. Click Finish to create the Cluster Shared Volume.

13. Repeat steps 2-12 to create iscsi_datastore_2 in the tnt_a_iscsi_datastore_2 volume.

14. Back in Failover Cluster Manager on the SCVMM VM, select the first Cluster Shared Volume, right-click
and select Properties.

15. By referencing SnapDrive and looking at the Volume Name, determine the iSCSI datastore and adjust the
volume name in Failover Cluster Manager to match. Click OK.
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Disk \\Pwolume{bbbb1874-10d8-4c42-a751-4cc5bec12bbB) Prop... X

General
ia Mame: trt_a_jscei_datastore 1|
¥ Type: Physical Disk
Status: Online
Yolume File System Redirected Access  Capaci
jﬂ C:\ClusterStorage ' Volume1 Mo 700 GE
£ >

oK Cancel Apphy

Configure the NetApp SMI-S Provider
1. On a console interface to the SMI-S Provider VM, add the Tenant SVM to the SMI-S Provider using the
following command:

C:\Program Files (x86)\NetApp\smis\pegasus\bin>smis addsecure 172.18.254.2 vsadmin

Enter password: ***kxxxxx
Returned Path ONTAP FilerData.hostName="172.18.254.2",port=443

Successfully added 172.18.254.2
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Add a Storage Device

1. In Virtual Machine Manager, click Fabric > Storage > Add Resources >Storage Devices.

2. In Add Storage Devices Wizard > Select Provider Type, select to add a storage device with SMI-S. Click
Next.

2. Add Storage Devices Wizard *

= Select Provider Type

‘ Select Provider Type | Select a storage provider type

Specify Discovery Scope Before you begin this wizard, you might have to manually install storage provider software. Select the
storage provider type that matches the type of device you want to manage.

Gather Information
) Windows-based file server

Select Storage Devices ®) SAN and NAS devices discovered and managed by a SMI-5 provider

Summary ) SAN devices managed by a native SMP provider

) Fibre Channel fabric discovered and managed by a SMI-5 provider

3. In Specify Discovery Scope, select Protocol - SMI-S CIMXML, add the IP address/FQDN of the SMI-S
Provider, and add the port used to connect to the provider on the remote server. You can enable SSL if
you're using CIMXML. Then specify an account for connecting to the provider. You will need to create a
Run As account for the flexadmin account added to the CIM server above. Click Next.

. Add Storage Devices Wizard >

= Specify Discovery Scope

Select Provider Type Specify protocol and address of the storage SMI-S provider
| Specify Discovery Scope | Protocol: | SMI-S CIMXML v
Gather Information Provider IP address or FQDN:
|aci—5mi—s—pmuider.ﬂe:;md.cisfmmn * |

Select Storage Devices
TCP/IP port: 5088 [£

[] Use Secure Sockets Layer (55L) connection

Summary

Run As account: |F|E3CF'OC| Admin | | Browse...

4. In Gather Information, VMM automatically tries to discover and import the storage device information.
You may need to import the security certificate.

‘& You may need to wait up to 30 minutes for the tenant SVM to appear in the Add Storage Devices Wiz-
ard.
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5.

If the discovery process succeeds, the discovered storage arrays, storage pools, manufacturer, model,

and capacity are listed as shown in the below figure. When the process finishes, click Next.

‘:}',.J Add Storage Devices Wizard

== Gather Information

6.

Select Provider Type Discover and import storage device information

Specify Discovery Scope

Gather Informati ‘ _ i

sther information Storage Device | Manufacturer | Maodel | Capacity

Select Storage Devices MS-TNT-A-5VM Netlpp Inc. Empty 3,053.00 GB

Summary Infra-M3-5VM  Netdpp Inc. Empty 4,577.00 GB
MS-TNT-A-CIFS NetApp Inc. Empty 998.00 GB
INFRA-CIFS ~ NetApp Inc. Empty 998,00 GB

In Select Storage Devices, specify a classification and host group from the drop-down list for each stor-
age pool. Create storage classifications if none exists to group storage pools with similar characteristics.
Only select storage where VMs will be stored. Click Next.

On the Summary page, confirm the settings, and then click Finish. The Jobs dialog box appears. When
status is Completed you can verify the storage in Fabric > Storage > Classifications and Pools.

Create and Assign SMB 3.0 File Shares to the Hyper-V Tenant Cluster

SMB file shares can be used by Hyper-V hosts as a shared storage to store virtual machine files. To create
and assign SMB file shares to stand-alone Hyper-V servers and host cluster, complete the following steps:

1.

2.

3.

To Add a storage device, refer to the steps covered in the above section.
To create a file share, open Fabric workspace, expand Storage and click File Servers.

Select the File Server and click Create File Share and in the Create File Share wizard, enter a name for
the share and select Storage Type, Pool and Classification. Click Next.

In the Capacity page, enter a size and click Next.
In the Summary page, confirm the setting and click Finish.
Verify the file share created in the above steps by navigating to Fabric > Storage and click File Servers.

Repeat this process to add a file share for the tnt_a_smb_datastore_2 Storage pool.
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8. Assign the file shares to the host cluster by navigating to Fabric > Servers > All Hosts > Hyper-V Man-
agement > HV-TNT-A-Cluster.

9. Locate and right-click the cluster icon and click Properties.
10. Click File Share Storage and click Add.
11. From the drop-down list next to the File Share Path, select a share and click OK.

12. Repeat this step to select the other share. Click OK.

E HV-TMT-A-Cluster.flexped.cisco.com Properties

General File Share Storage
Status The following file shares will be available as storage locations for VMs deployed to nodes in this cluster
File Share Path | Access Status | Classification | Free Space | Total Capacity

Available Storage
YWMS-THT-A-CIFS\TNT-A-5MB-D... v ] SMB-AFFA300 66.64 GB 490,00 GB

File Share Storage \WMS-TNT-A-CIFS\TNT-A-SMB-D... V] SMB-AFFA300 214.95 GB 499.00 GB

Shared Volumes
Virtual Switches

Custom Properties

Build a Second Tenant (Optional)

In this lab validation a second tenant was built to demonstrate that multiple tenants could access and use the
Shared-L3-0ut and that tenants can be completely logically separated, but can also have overlapping IP
address spaces. The second tenant built in this lab validation had the following characteristics and was built
with the same contract structure as the TNT-A tenant:

Table 16 Lab Validation Tenant TNT-B Configuration

EPG Storage VLAN Subnet / Gateway Bridge Domain
iISCSI-A 3015 192.168.14.0/24 - L2 | BD-iSCSI-A
iISCSI-B 3025 192.168.24.0/24 — .2 BD-iSCSI-B
SMB-LIF 3056 192.168.55.0/24 — L2 BD-SMB
SMB-Host N/A 192.168.55.0/24 — L2 | BD-SMB
SVM-MGMT 220 172.18.254.10/29 BD-Internal
Web N/A 172.18.3.254/24 BD-Internal
App N/A 172.18.1.254/24 BD-Internal

DB N/A 172.18.5.254/24 BD-Internal
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Appendix - FC Solution

This section details the configuration steps for the Cisco UCS 6332-16UP Fabric Interconnects (Fl) in a
design that will support direct connectivity to NetApp AFF using 16 Gb/s Fibre Channel.

Figure 5 shows the Microsoft Hyper-V 2016 built on FlexPod components and the network connections for a
configuration with the Cisco UCS 6332-16UP Fabric Interconnects with storage FC connections directly
connected to the fabric interconnect. This design has 40Gb Ethernet connections between the Cisco UCS
5108 Blade Chassis and C-Series rackmounts and the Cisco UCS Fabric Interconnect, and between the
Cisco UCS Fabric Interconnect and Cisco Nexus 9000. This design also has a 16Gb FC connection between
the Cisco UCS Fabric Interconnect and NetApp AFF A300. FC zoning is done in the Cisco UCS Fabric
Interconnect. This infrastructure is deployed to provide FC-booted hosts with file-level and block-level
access to shared storage with use cases that do not require the Cisco MDS SAN connectivity or scale.

Figure 5 FlexPod with Cisco UCS 6332-16UP Fabric Interconnects and Cisco UCS Direct Connect SAN

Legend
10GDbE only

—Converged Interconnects —

~——— SFO Interconnect ———

40GbE only
16G FC

Unified Computing
System

UCS 6332-16UP Fabric
Interconnects,

& UCS C and B Series
Servers

APIC-1-3 o I

Nexus 9332 EX

NetApp Storage
Controller
AFF A300

| I

L This appendix will only detail the delta configuration required for the Storage, UCS, Windows Server,

and Hyper-V setup. As mentioned in other sections of the document, any iSCSI steps can be skipped if
iISCSI is not being implemented.
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Storage Configuration

Set Onboard Unified Target Adapter 2 Port Personality

In order to use FC storage targets, FC ports must be configured on the storage. To set the personality of the
onboard unified target adapter 2 (UTA2), complete the following steps for both controllers in an HA pair:

1. Verify the Current Mode and Current Type properties of the ports by running the ucadmin show com-

mand.
ucadmin show
Current Current Pending Pending Admin

Node Adapter Mode Type Mode Type Status
<st-nodeO1>

Oe fc target - - online
<st-node01>

0f fc target - - online
<st-nodeO1l>

0g fc target - - online
<st-node01>

Oh fc target - - online
<st-node02>

Oe fc target - - online
<st-node02>

0f fc target - - online
<st-node02>

O0g fc target - - online
<st-node02>

Oh fc target - - online
8 entries were displayed.

2. Verify that the Current Mode and Current Type properties for all ports are set properly. Set the ports
used for FC connectivity to mode fc. The port type for all protocols should be set to target. Change
the port personality by running the following command:

‘ucadmin modify -node <home-node-of-the-port> -adapter <port-name> -mode fc -type target.

# The ports must be offline to run this command. To take an adapter offline, run the fcp adapter mod-
ify —-node <home-node-of-the-port> -adapter <port-name> -state down command. Ports
must be converted in pairs (for example, 0Oe and 0£).

# After conversion, a reboot is required. After reboot, bring the ports online by running fcp adapter
modify -node <home-node-of-the-port> -adapter <port-name> -state up.

Add FCP Storage Protocol to Infrastructure SVM

Run the following command to add the FCP storage protocol to the Infrastructure SVM. It is assumed that an
FCP license has been installed on each cluster node:

vserver add-protocols -vserver Infra-MS-SVM -protocols fcp
vserver show -fields allowed-protocols
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Create FCP Storage Protocol in Infrastructure SVM

Run the following command to create the FCP storage protocol in the Infrastructure SVM. It is assumed that
an FCP license has been installed on each cluster node:

fcp create -vserver Infra-MS-SVM
fcp show

Create FC LIFs

Run the following commands to create four FC LIFs (two on each node) in the Infrastructure SVM by using
the previously configured FC ports:

network interface create -vserver Infra-MS-SVM -1if
node <st-node0l> -home-port 0e -status-admin up

network interface create -vserver Infra-MS-SVM -1if
node <st-node0l> -home-port O0f -status-admin up

network interface create -vserver Infra-MS-SVM -1lif
node <st-node02> -home-port Oe -status-admin up

network interface create -vserver Infra-MS-SVM -1lif
node <st-node02> -home-port 0f -status-admin up

fcp 1if0la -role

fcp 1if01b -role

fcp 1if02a -role

fcp 11£f02b -role

network interface show -vserver Infra-MS-SVM -1if fcp*

data

data

data

data

—-data-protocol

-data-protocol

-data-protocol

—-data-protocol

fcp -home-

fcp -home-

fcp -home-

fcp -home-

Server Configuration

This section details the delta steps in the UCS setup to provide FC-based boot and storage.

Configure FC Unified Ports (UP) on UCS Fabric Interconnects

In order to use Fiber Channel Storage Ports for storage directly connected to the Cisco UCS fabric
interconnects, 10G Ethernet ports need to be converted to 16G FC ports..

To convert the first six ports of the UCS 6322-16 UP to FC, complete the following steps:

1.

2.

In Cisco UCS Manager, click Equipment on the left.

Select Equipment > Fabric Interconnects > Fabric Interconnect A (primary).

In the center pane, select Configure Unified Ports. Click Yes to proceed.

The 6332-16UP requires ports to be converted in groups of 6 ports from the left. To convert the first six
ports, move the slider to the right until ports 1-6 are highlighted.

386




Appendix - FC Solution

Configure Unified Ports ?

i ————

Instructions

The position of the slider determines the type of the ports.
All the ports to the left of the slider are Fibre Channel ports (Purple), while the ports to the right are Ethernet ports (Blug).

Port Transport If Role or Port Channel Membership Desired If Role
Port 1 ether Unconfigured FC Uplink
Port 2 ether Unconfigured FC Uplink
Port 3 ether Unconfigured FC Uplink
Port 4 ether Unconfigured FC Uplink
Port 5 ether Unconfigured FC Uplink
Port & ether Unconfigured FC Uplink
Port 7 ether Unconfigured

Port 8 ether Unconfigured

Port 9 ether Unconfigured

Port 10 ether Unconfigured

Port 11 ether Unconfigured

Port 12 ether Unconfigured

Port 13 ether Unconfigured

Port 14 ether Unconfigured

Port 15 ether Unconfigured

Port 16 ether Unconfigured

5. Click OK, then click Yes, then click OK to convert the ports. The Fabric Interconnect will reboot. Wait
until the reboot is complete and the Fl is back in the UCS domain cluster. This can be checked by log-
ging into the FI's CLI and typing show cluster state. Wait until the “HA Ready” state appears.

6. Repeat this process to convert the first six ports of FI B.

Place Cisco UCS Fabric Interconnects in Fiber Channel Switching Mode

In order to use Fiber Channel Storage Ports for storage directly connected to the Cisco UCS fabric
interconnects, the fabric interconnects must be changed from fiber channel end host mode to fiber channel
switching mode.

To place the fabric interconnects in fiber channel switching mode, complete the following steps:

1. In Cisco UCS Manager, click Equipment on the left.
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2. Select Equipment > Fabric Interconnects > Fabric Interconnect A (primary).

3. In the center pane, select set FC Switching Mode. Click Yes and OK for the confirmation message.

All = Equipment | Fabric Interconnects | Fabric Interconnect A (subordinate)
v Equipment General Prysical Ports Fans PSUs Physical Display FSM Faults Fvents Neighbors Statistics
v Chassls
Fault Summary Physical Display

v Chasss |

» 10 Modules
0 0
» PSUs

» Fans ® G @ e VAV SAVE SAVE JAVE SAVIS WAVO OAVIHAYM (7A VA WA N A ¥ TA VN
— E 3
0 0 w B

b 5

e e

» Servers B Up W Admin Down M Fail B Link Down
Status
» Rack-Mounts
v Fabric Intercon Overall Status 4 Operable Properties
Faonic Interconnect A (subordinate) Thermal 4 0K Name A
s Fons Ethemat Mode End Host Product Name  © Clsco UCS 6332 16UP
FC Mode Host
» Fixed Modue FC Mode End Vendor Cisco Systems, Inc.
Admin Evac Mode © Off
» PSUs o
Oper Evac Mode : Off Revision o
v Faonc Interconnect B (onmary)
Available Memory © 28.521 (GB)
» Fans Actions
»  Fixed Module Locator LED
PSLis { 3 -
» PSUs ¥ Part Details
» Poicies

Internal Fabric Manager
: o + Local Storage Informatior

LAN Uplinks Manager

NAS Aoplisnce Manage ) Access
SAN Uplinks Manager
SAN Storago Manoget ¥ High Availability Details

%) VLAN Port Count

+) FC Zone Count

thernet Switching Mode

s Firmware
Sat FC Switching Mode

Activate Firmware

Boot-loadear Version v1.0.0(08/31/2015)

4. Wait for both Fabric Interconnects to reboot by monitoring the console ports and log back into Cisco
UCS Manager.

‘& It may be necessary to go to the Pending Activities window and select Reboot Fabric Interconnect to
reboot the Primary Fabric Interconnect.

Create Storage VSANs

To configure the necessary virtual storage area networks (VSANSs) for the Cisco UCS environment, com-
plete the following steps:

1. In Cisco UCS Manager, click the SAN icon on the left.

ﬁ In this step, two VSANSs are created.
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2. Select SAN > Storage Cloud.

3. Right-click VSANs.

4. Select Create Storage VSAN.

5. Enter VSAN-A as the name of the VSAN to be used for Fabric A
6. Set FC Zoning to Enabled.

7. Select Fabric A.

8. Enter a unique VSAN ID and a corresponding FCoE VLAN ID for Fabric A. It is recommended to use the
same ID for both parameters and to use something other than 1.

Create Storage VSAN 7 X

Mame: VSAN-A

FC Zoning Settings

FC Zoning : Disabled (e Enabled

Do NOT enable local zoning if fabric interconnect is connected to an upstream FC/FCoE switch.

Common/Global () Fabric A Fabric B Both Fabrics Configured Differently

You are creating a local VSAN in fabric A that maps to AWLAN can be used to carry FCoE traffic and can be mapped to this
a VSAN ID that exists only in fabric A WEAN.

Enter the WSAN ID that maps to this VSAN. Enter the WVLAN ID that maps to this VSAN.

VSAMNID: 101 FCoE WLAMN : | 101

9. Click OK and then click OK again.

10. Under Storage Cloud, right-click VSANSs.

11. Select Create Storage VSAN.

12. Enter VSAN-B as the name of the VSAN to be used for Fabric B.
13. Leave FC Zoning set at Disabled.

14. Select Fabric B.

15. Enter a unique VSAN ID and a corresponding FCoE VLAN ID for Fabric B. It is recommended use the
same ID for both parameters and to use something other than 1.
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Create Storage VSAN 7 X

Mame: WVSAN-B

FC Zoning Settings

FC Zaning : Disabled (o) Enabled

Do NOT enable local zoning if fabric interconnect is connected to an upstream FC/FCoE switch.

Common/Global Fabric A () Fabric B Both Fabrics Configured Differently

You are creating a local VSAN in fabric B that maps to AVLAMN can be used to carry FCoE traffic and can be mapped to this
a VSAN 1D that exists only in fabric B. WEAMN.

Enter the WSAN ID that maps to this VSAN. Enter the VLAN ID that maps to this WSAN.

VSANID: 102 FCoE WLAN : | 102

16. Click OK, and then click OK again

Configure FC Storage Ports

To configure the necessary FCoOE Storage port for the Cisco UCS environment, complete the following steps:

1. In Cisco UCS Manager, click Equipment on the left.

2. Select Equipment > Fabric Interconnects > Fabric Interconnect A (subordinate) > Fixed Module > FC
Ports

3. Select the ports (1 and 2 for this document) that are connected to the NetApp array, right-click them,
and select “Configure as FC Storage Port”

4. Click Yes to confirm and then click OK.
5. Verify that the ports connected to the NetApp array are now configured as FC Storage ports.

6. Select Equipment > Fabric Interconnects > Fabric Interconnect B (subordinate) > Fixed Module > FC
Ports

7. Select the ports (1 and 2 for this document) that are connected to the NetApp array, right-click them,
and select “Configure as FC Storage Port”

8. Click Yes to confirm and then click OK.

9. Verify that the ports connected to the NetApp array are now configured as FC Storage ports.

Assign VSANSs to FC Storage Ports

To assign storage VSANSs to FC Storage Ports, complete the following steps:

1. In Cisco UCS Manager, click SAN on the left.
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2. Select SAN > Storage Cloud.

3. Expand Fabric A and Storage FC Interfaces.

4. Select the first FC Interface (1/1)

5. For User Label, enter the storage controller name and port. Click Save Changes and OK.
6. Use the pulldown to select VSAN VSAN-A (101). Click Save Changes and OK.

Al SAN / Storage Cloud / Fabric A / Storage FC Interfaces / FC Interface 1/1

v SAN General Faults Events

* SAN Cloud

Actions Properties

» Fabric A
» Fabric B 18] 1 Slot ID 1
» SAN Pin Graups Disable Interface Fabric ID A
» Threshold Policies User Label a02-affa300-1:0e
» VSANs Port Type Physical Network Type © San
v Storage Cloud Transport Type - Fe Role Starage

¥ Fabric A

¥ Storage FC Interfaces

FG Interface 1/1 (a02-affa300- 1

FC Interface 1/2

VSAN Fabric Ajvsan VSAN-A w Fill Pattern Idle: (o) Arbff

7. Select the second FC Interface (1/2)

8. For User Label, enter the storage controller name and port. Click Save Changes and OK.
9. Use the pulldown to select VSAN VSAN-A (101). Click Save Changes and OK.

10. Expand Fabric B and Storage FC Interfaces.

11. Select the first FC Interface (1/1)

12. For User Label, enter the storage controller name and port. Click Save Changes and OK.
13. Use the pulldown to select VSAN VSAN-B (102). Click Save Changes and OK.

14. Select the second FC Interface (1/2)

15. For User Label, enter the storage controller name and port. Click Save Changes and OK.
16. Use the pulldown to select VSAN VSAN-B (102). Click Save Changes and OK.

Create a WWNN Pool for FC Boot

To configure the necessary WWNN pool for the Cisco UCS environment, complete the following steps on
Cisco UCS Manager.

1. Select SAN on the left.

2. Select Pools > root.
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3. Right-click WWNN Pools under the root organization.
4. Select Create WWNN Pool to create the WWNN pool.
5. Enter WWNN-POOL for the name of the WWNN pool.

6. Optional: Enter a description for the WWNN pool.

7. Select Sequential for Assignment Order.

Create WWNN Pool 7 X
Define Mame and Dascription Marme o WAWRN-POCL
Deascription
Add WWHN Blocks
Assignrment Order Dresfault () Saguential
MNext > Cancel

8. Click Next.
9. Click Add.

10. Modify the From field as necessary for the UCS Environment and click OK.

L Modifications of the WWNN block, as well as the WWPN and MAC Addresses, can convey identifying
information for the UCS domain. Within the From field in our example, the 6™ octet was changed from
00 to A2 to represent as identifying information for this being in the UCS 6332 in the 2nd cabinet of the
A row. Also, when having multiple UCS domains sitting in adjacency, it is important that these blocks,
the WWNN, WWPN, and MAC hold differing values between each set.

11. Specify a size of the WWNN block sufficient to support the available server resources.
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Create WWN Block

X

From : | 20:00:00:25:85:A2:00:00 Size : | 32 -

To ensure uniqueness of WWHNs in the SAN fabric, you are strongly encouraged to use
the following WWHN prefix:

20:00:00:25:bS KN KKK

12. Click OK.

13. Click Finish and OK to complete creating the WWNN pool.

Create WWPN Pools

To configure the necessary WWPN pools for the Cisco UCS environment, complete the following steps:

1.

2.

In Cisco UCS Manager, click SAN on the left.

Select Pools > root.

In this procedure, two WWPN pools are created, one for each switching fabric.
Right-click WWPN Pools under the root organization.

Select Create WWPN Pool to create the WWPN pool.

Enter WWPN-POOL-A as the name of the WWPN pool.

Optional: Enter a description for the WWPN pool.

Select Sequential for Assignment Order

393



Appendix - FC Solution

Create WWPN Pool 7 X
Dwfing Mame and Dascription Narme o WWPN-POOL-A
Deascription
Add WWN Blocks
Assignment Order Default ) Saguential
Next > Cancel

9. Click Next.
10. Click Add.

11. Specify a starting WWPN

‘ﬁ For the FlexPod solution, the recommendation is to place 02 in the next-to-last octet of the starting
WWPN to identify all of the WWPNs as fabric A addresses. Merging this with the pattern we used for
the WWNN we see a WWPN block starting with 20: 00:00:25:B5:2A2:0A:00

12. Specify a size for the WWPN pool that is sufficient to support the available blade or server resources.
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X

Create WWN Block

From: | 20:00:00:25:B5:A2:0A:00 Size : | 32 -

To ensure uniqueness of WWHNs in the SAN fabric, you are strongly encouraged to use
the following WWHN prefix:

20:00:00:25:bS KN KKK

13. Click OK.

14. Click Finish.

15. In the confirmation message, click OK.

16. Right-click WWPN Pools under the root organization.
17. Select Create WWPN Pool to create the WWPN pool.
18. Enter WWPN-POOL-B as the name of the WWPN pool.
19. Optional: Enter a description for the WWPN pool.

20. Select Sequential for Assignment Order.

21. Click Next.

22. Click Add.

23. Specify a starting WWPN.

L For the FlexPod solution, the recommendation is to place 0B in the next-to-last octet of the starting
WWPN to identify all of the WWPNSs as fabric A addresses. Merging this with the pattern we used for
the WWNN we see a WWPN block starting with 20: 00:00:25:B5:52:0B:00.
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24. Specify a size for the WWPN address pool that is sufficient to support the available blade or server re-
sources.

25. Click OK.
26. Click Finish.
27. In the confirmation message, click OK

Create VHBA Templates

To create the necessary virtual host bus adapter (vHBA) templates for the Cisco UCS environment, complete
the following steps:

1. In Cisco UCS Manager, click SAN on the left.

2. Select Policies > root.

3. Right-click vHBA Templates.

4. Select Create VHBA Template.

5. Enter vHBA-Template-A as the vHBA template name.
6. Keep Fabric A selected.

7. Leave Redundancy Type set to No Redundancy.
8. Select VSAN-A.

9. Leave Initial Template as the Template Type.
10. Select WWPN-POOL-A as the WWPN Pool.
11. Click OK to create the vHBA template.

12. Click OK
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Create vHBA Template f
Mame vHBA-Template-A

Description

Fabric 1D

Redundancy

Redundancy Type \": Mo Redundancy \: Primary Template H: Secondary Template

Select VSAN : |‘-.-'SAN-A v Create VSAN
Template Type 'x Initial Template x Updating Template

Max Data Field Size 2048
WWPN Pool WAWPN-Pool-A(32/32) »
QoS Policy cnot set= w
Pin Group =not set= ¥ |
Stats Threshold Policy @ | default w

n Cancel

13.

14.

15.

16.

17.

18.

Right-click vHBA Templates.

Select Create vVHBA Template.

Enter vHBA-Template-B as the vHBA template name.

Leave Redundancy Type set to No Redundancy.

Select Fabric B as the Fabric ID.

Select VSAN-B.
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19. Leave Initial Template as the Template Type.
20. Select WWPN-POOI-B as the WWPN Pool.
21. Click OK to create the vHBA template.

22. Click OK.

Create SAN Connectivity Policy

To configure the necessary Infrastructure SAN Connectivity Policy, complete the following steps:

1. In Cisco UCS Manager, click SAN on the left.

2. Select SAN > Policies > root.

3. Right-click SAN Connectivity Policies.

4. Select Create SAN Connectivity Policy.

5. Enter FC-Boot as the name of the policy.

6. Select the previously created WWNN-Pool for the WWNN Assignment.
7. Click the Add button at the bottom to add a vHBA.

8. In the Create VHBA dialog box, enter Fabric-A as the name of the vHBA.
9. Select the Use VHBA Template checkbox.

10. In the vHBA Template list, select vHBA-Template-A.

11. In the Adapter Policy list, select WindowsBoot.
Create vHBA

Name . | Fabric-4A

Use vHBA Template : ¥

Redundancy Pair : Peer MName :
oA - Cr HBA Te |
vHBA Template © | yHBA-Template-A - T
Adapter Performance Profile
Adapter Policy - | WindowsBoot w Create Fibre Channel Adapter Policy
12. Click OK.

13. Click the Add button at the bottom to add a second vHBA.
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14. In the Create VHBA dialog box, enter Fabric-B as the name of the vHBA.
15. Select the Use vHBA Template checkbox.

16. In the vHBA Template list, select vHBA-Template-B.

17. In the Adapter Policy list, select WindowsBoot.

18. Click OK

Create SAN Connectivity Policy ? X

Name . | FC-Boot

Description :

A sarver is identified on a SAN by its World Wide Node Name (WWHNN). Specify how the system should assign a WWNN to the server associated
with this profile.
World Wide Node Name

WWHNN Assignment: WWHMMN-Pool(32/32) v
Create WWHNN Pool

The WWNMN will be assigned from the selected pool.
The available/total WWNNs are displayed after the pool name.

Name WWPHN
p vHBA Fabric-B Derved
p VHBA Fabric-A Derived

i*) Add

o Cancel

19. Click OK to create the SAN Connectivity Policy.

20. Click OK to confirm creation.
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Create Server Pool

To configure the necessary server pool for the Cisco UCS environment, complete the following steps:

# Consider creating unique server pools to achieve the granularity that is required in your environment.

1. In Cisco UCS Manager, click Servers on the left.

2. Select Pools > root.

3. Right-click Server Pools.

4. Select Create Server Pool.

5. Enter FC-Boot-Pool as the name of the server pool.

6. Optional: Enter a description for the server pool.

7. Click Next.

8. Select two (or more) servers to be used for the Hyper-V management cluster and click >> to add them
to the FC-Boot-Pool server pool.

9. Click Finish.

10. Click OK.

Create LAN Connectivity Policy for FC Boot

To configure the necessary Infrastructure LAN Connectivity Policy, complete the following steps:

1.

2.

9.

In Cisco UCS Manager, click LAN on the left.

Select LAN > Policies > root.

Right-click LAN Connectivity Policies.

Select Create LAN Connectivity Policy.

Enter FC-Boot as the name of the policy.

Click the upper Add button to add a vNIC.

In the Create vNIC dialog box, enter 00-Infra-Host-A as the name of the vNIC.
Select the Use vNIC Template checkbox.

In the VNIC Template list, select Infra-Host-A.

10. In the Adapter Policy list, select Windows.
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11

. Click OK to add this vNIC to the policy.

Create vNIC

Name : | 00-Infra-Host-A

Use wNIC Template : ¥

Redundancy Pair : Peer Mame :

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24,

25.

26.

27.

/NIC Template @ | |nfra-Host-A Create vNIC Tem

Adapter Performance Profile

Adapter Policy | Windows w

Click the upper Add button to add another vNIC to the policy.

In the Create VNIC box, enter 01-Infra-Host-B as the name of the vNIC.
Select the Use vNIC Template checkbox.

In the vNIC Template list, select Infra-Host-B.

In the Adapter Policy list, select Windows.

Click OK to add the vNIC to the policy.

Click the upper Add button to add a vNIC.

In the Create vNIC dialog box, enter 02-APTIC-MS-VS-A as the name of the vNIC.
Select the Use vNIC Template checkbox.

In the VNIC Template list, select APIC-MS-VSA.

In the Adapter Policy list, select Windows.

Click OK to add this vNIC to the policy.

Click the upper Add button to add another vNIC to the policy.

In the Create vNIC box, enter 03-APIC-MS-VS-B as the name of the vNIC.
Select the Use vNIC Template checkbox.

In the vVNIC Template list, select APIC-MS-VS-B.
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28. In the Adapter Policy list, select Windows.

29. Click OK to add the vNIC to the policy.

Create LAN Connectivity Policy ? X
Marme : | FC-Boot
Description :

Click Add to specify one or more wNICs that the server should use to connect to the LAM.

VAl AOOress HETIVE VLA

vNIC 03-APIC-MS-VS-B e
vNIC 0Z2-APIC-MS-VS-A D
vNIC 01-Infra-Host-B De

vNIC 00-Infra-Host-A Dee

¥ Add

30. Click OK, then OK again to create the LAN Connectivity Policy.

# If creating an FC-booted Tenant host, replace vNICs 00 and 01 in this procedure with vNIC 00-TNT-
Core-MGMT with the TNT-Core-MGMT-A vNIC Template.

Create Boot Policy (FC Boot)

This procedure applies to a Cisco UCS environment in which two FC logical interfaces (LIFs) are on cluster
node 1 (fcp_lif01la and fcp_lif01b) and two FC LIFs are on cluster node 2 (fcp_lif02a and fcp_lif02b).

To create a boot policy for the Cisco UCS environment, complete the following steps:

1. In Cisco UCS Manager, click Servers on the left.
2. Select Policies > root.

3. Right-click Boot Policies.

4. Select Create Boot Policy.

5. Enter FC-Boot as the name of the boot policy.
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6. Optional: Enter a description for the boot policy.

ﬂ Do not select the Reboot on Boot Order Change checkbox.

7. Keep the Reboot on Boot Order Change option cleared.

8. Expand the Local Devices drop-down list and select Add Remote CD/DVD.
9. Expand the vHBAs drop-down list and select Add SAN Boot.

10. Select the Primary for type field.

11. Enter Fabric-2 in VHBA field.

Add SAN Boot ? X

vHBA : | Fabric -.Ex|

Type : | e Primary Secondary Any

12. Click OK.
13. From the vHBA drop-down list, select Add SAN Boot Target.
14. Keep 0 as the value for Boot Target LUN.

15. Enter the WWPN for fcp_lifOla.

L To obtain this information, log in to the storage cluster and run the network interface show command

16. Select Primary for the SAN boot target type.
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Add SAN Boot Target ?

17.

18.

19.

20.

21.

22.

23.

24,

25.

26.

27.

28.

Boot Target LUN  : [0

Boot Target WWPN : | 20:01:00:a0:98:aa:50:84
Type : |(®) Primary ) Secondary
Click OK to add the SAN boot target.

From the vHBA drop-down list, select Add SAN Boot Target.
Enter O as the value for Boot Target LUN.

Enter the WWPN for fcp_lif02a.

Click OK to add the SAN boot target.

From the vHBA drop-down list, select Add SAN Boot.

In the Add SAN Boot dialog box, enter Fabric-B in the vHBA box.
The SAN boot type should automatically be set to Secondary.
Click OK to add the SAN boot.

From the vHBA drop-down list, select Add SAN Boot Target.

Keep O as the value for Boot Target LUN.

Enter the WWPN for fcp_lifO1b.
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29. Select Primary for the SAN boot target type.

30. Click OK to add the SAN boot target.

31. From the vHBA drop-down list, select Add SAN Boot Target.
32. Keep 0 as the value for Boot Target LUN.

33. Enter the WWPN for fcp_lif02b.

34. Click OK to add the SAN boot target.

Create Boot Policy ?

Name . | FC-Boot
Description

Reboot on Boot Order Change

Enforce wNIC/WHBASISCSI Name - ¥

Boot Mode o Lagacy Ueh

WARNINGS:

The type (primary/secondary) does not indicate a boot order presence.

The effective order of boot devices within the same device class (LAN/Storage/iSCS|) is determined by PCle bus scan order.

If Enforce vNIC/vHBA[ISCSI Name iz selected and the vNIC/VHBANSCSI does not exist, a config error will be reported.

If it is not selected, the wNICs/vHBASs are selected if they exist, otherwise the vNIC/vHBA with the lowest PCle bus scan order is used.

# Local Devices Boot Order
+ — TY,Advanced Filter 4 Export o Print -1"1-
+) vNICs n
— . vNIC/vHBA/I... ype VW LL S Bo B Des
- SOTIC T ||
= vHBAs —
- nmar £ = Sob
2 88
v B T
20002 88
@ iSCSI vNICs N e
= aary LUELET0LEALTIS AR GE

. - 4 Move Down [i] Delete
# CIMC Mounted vMedia

35. 35. Click OK, then click OK again to create the boot policy.

Create Boot Policy (FC Boot) With a Single Path for Windows Installation

This procedure applies to a Cisco UCS environment in which two FC logical interfaces (LIFs) are on cluster
node 1 (fcp_lif0la and fcp_lif01b) and two FC LIFs are on cluster node 2 (fcp_lif02a and fcp_|if02b).

To create a boot policy with a single boot path for the Cisco UCS environment, complete the following steps:

1. In Cisco UCS Manager, click Servers on the left.
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2. Select Policies > root.

3. Right-click Boot Policies.

4. Select Create Boot Policy.

5. Enter FC-One-Path as the name of the boot policy.

6. Optional: Enter a description for the boot policy.

‘ﬁ Do not select the Reboot on Boot Order Change checkbox.

7. Keep the Reboot on Boot Order Change option cleared.

8. Expand the Local Devices drop-down list and select Add Remote CD/DVD.
9. Expand the vHBAs drop-down list and select Add SAN Boot.

10. Select the Primary for type field.

11. Enter Fabric-2 in VHBA field.

Add SAN Boot ? X

vHBA : | Fabric -.Ex|

Type : | o) Primary Secondary Any

12. Click OK.
13. From the vHBA drop-down list, select Add SAN Boot Target.
14. Keep 0 as the value for Boot Target LUN.

15. Enter the WWPN for fcp_lifOla.
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L To obtain this information, log in to the storage cluster and run the network interface show command

16. Select Primary for the SAN boot target type.

Add SAN Boot Target ? X

Boot Target LUM  : |D

Boot Target WWPN : | 20:01:00:30:98:aa:50:84

Type : |(®) Primary ) Secondary

o Cancel

17. Click OK to add the SAN boot target.
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1

Create Boot Policy

Name . | FC-0One-Path
Description

Reboot on Boot Order Change

Enforce wNIC/vHBA/ISCS| Name : ¥

Boot Mode o (e Legacy Uefi

WARNINGS:

The type (primary/secondary) does not indicate a boot arder presence
The effective order of boot devices within the same device class (LAN/Storage/iSCSI) is determined by PCle bus scan order.

If Enforce vNIC/vHBAJISCSI Name is selected and the wNIC/vHBANSCS 5 not exist, a config error will be reported.

If it is not selected, the wNICs/vHBAS are selected if they exist, otherwise the vNIC/vHBA with the lowest PCle bus scan order is used.

¥ Local Devices Boot Order

+ = Y,Advanced Filter 4 Export % Print

Y

# vNICs

Name - ype LU.. S Boo Boo =
= Remote CD/...
(=) vHBAs
» San 2

dd SAN Boot )

» SAN Prim._..
dd SAN Boot Target

SANT.. Primary 20:01:00:A0:958:AA:50:88

* CIMC Mounted vMedia

¥ EFI She

8. Click OK, then click OK again to create the boot policy.

Create Service Profile Templates

In this procedure, two service profile templates for Infrastructure Hyper-V hosts are created for Fabric A

b

T

oot.

o create the service profile template, complete the following steps:

1. In Cisco UCS Manager, click Servers on the left.

2. Select Service Profile Templates > root.

3. Right-click root.

4. Select Create Service Profile Template to open the Create Service Profile Template wizard.

5. Enter Hyper-V-FC-Host as the name of the service profile template. This service profile template is
configured to boot from storage node 1 on fabric A.

6. Select the “Updating Template” option.
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7. Under UUID Assignment, select UUID_Pool as the UUID pool.

8.

Configure Storage Provisioning

1.

2.

Configure Networking Options
1.

2.

Identify Service Profile Template

Storage Provisioning

Metworking

SAN Connectivity

Zoning

vNIC/vHBA Placement

vMedia Policy

Server Boot Order

Maintenance Policy

Server Assignment

Operational Policies

Click Next.

Create Service Profile Template ¥

¥ou must enter a name for the service profile template and specify the template type. You can also specify how a UUID will be assigned to this
template and enter a description.

Name : | Hyper-V-FC-Host
The template will be created in the following organization. Its name must be unique within this organization.
‘Where : org-root

The template will be created in the following organization. Its name must be unique within this organization.

Type Initial Template (®) Updating Template
Specify how the UUID will be assigned to the server associated with the service generated by this template.
uuID
UUID Assignment: UUID-Pool(59/64) v

The UUID will be assigned from the selected pool.
The availableftotal UUIDs are displayed after the pool name

Optionally enter a description for the profile. The description can contain information about when and where the service profile should be used.

Next > m Cancel

If you have servers with no physical disks, click on the Local Disk Configuration Policy and select the
SAN-Boot Local Storage Policy. Otherwise, select the default Local Storage Policy.

Click Next.

Keep the setting at default for Dynamic vNIC Connection Policy.

Select the “Use Connectivity Policy” option to configure the LAN connectivity.

Select FC-Boot from the LAN Connectivity Policy drop-down.

Leave Initiator Name Assignment at <not set>.
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Create Service Profile Template G

Optionally specify LAN configuration information.
Identify Service Profile

Template

Dynamic vNIC Connection Policy: Select a Palicy to use (no Dynamic vNIC Policy by default) ¥

Storage Provisioning

Create Dynamic vNIC Connection Policy

Networking
SAN Connectivit How would you like to configure LAN connectivity ?
(") Simple ) Expert () No wNICs (s) Use Connectivity Policy
Zoning . Compeetiv in
LAN Comnectivity Policy : | FG-Boot Create LAN Connectivity Policy
WNIC/VHBA Placement Initiator Name
vMedia Policy Initiator Name Assignment: <not set> v
Create IQN Suffix Pool
Server Boot Order

WARNING: The selected pool does not contain any available entities.

. . You can select it, but it is recommended that you add entities to it.
Maintenance Policy

Server Assignment

Operational Policies

< Prev Next > m Cancel

5. Click Next.

Configure Storage Options

To configure storage options, complete the following steps:

1. Select the Use Connectivity Policy option for the “How would you like to configure SAN connectivity?”
field.

2. Select the FC-Boot option from the SAN Connectivity Policy drop-down list.
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Identify Service Profile
Template

Storage Provisioning

Metworking

SAN Connectivity

Zoning

vNIC/vHBA Placement

vMedia Policy

Server Boot Order

Maintenance Policy

Server Assignment

Operational Policies

3. Click Next.

Configure Zoning Options

Create Service Profile Template

Optionally specify disk policies and SAN configuration information.

How would you like to configure SAN connectivity?

SAN Connectivity Policy :

1. Set no Zoning options and click Next.

Configure vNIC/HBA Placement
1.

2. Click Next.

Configure vMedia Policy

1. Do not select a vMedia Policy.

2. Click Next.

Configure Server Boot Order

1. Select FC-Boot for Boot Policy.

FC-Boot v

() Simple _) Expert (_) No vHBAs (®) Use Connectivity Policy

411

Create SAN Connectivity Policy

< Prev

Next >

In the “Select Placement” list, leave the placement policy as “Let System Perform Placement”.

v
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Create Service Profile Template ¥

Optionally specify the boot policy for this service profile template.
Identify Service Profile

Template
Select a boot policy.

Storage Provisioning Boot Policy: FC-Boot w Create Boot Policy

Name : FC-Boot
Networking Description
Reboot on Boot Order Change : No
SAN Connectivity Enforce vNIC/VHBA/ISCSI Name : Yes
Boot Mode . Legacy
Zoning WARNINGS:
The type (primary/secondary) does not indicate a boot order presence
The effective order of boot devices within the same device class (LAN/Storage/iSCSI) is determined by PCle bus scan order.
VNIC/VHBA Placement If quorce vNIC/vHBA/iSCSI Name is selected anq the vNIC_)JvHBAf’iSCSI does not exist, a .C(Jnﬁ{.] error will be reported. )
If it is not selected, the vNICs/vHBAs are selected if they exist, otherwise the vNIC/vHBA with the lowest PCle bus scan order is used.
Boot Order
vMedia Policy
+ — Y,Advanced Filter 4 Export & Print el
- 0o . yDa WWI a Slet am ) seriptio
S ErnE MName Order vMIC/VHE...  Type NWN LUMN Name lot Numb Boot Name  Boot Path Description
Remaot...
Maintenance Policy w San 2
p SAL Fabric-A Primary
Server Assignment
p SAL Fabric-B Secondary

Operational Policies

< Prev Next > m Cancel

2. Click Next.

Configure Maintenance Policy

1. Change the Maintenance Policy to default.
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Create Service Profile Template

Identify Service Profile service profile.
Template

Storage Provisioning (=) Maintenance Policy

Networking Maintenance Policy:| default Create Maintenance Policy
€4t c = Py
SAN Connectivity
Narne : default
Zoning Description :
Soft Shutdown Timer : 150 Secs
vNIC/vHBA Placement Reboot Policy © User Ack

vMedia Policy

Server Boot Order

Maintenance Policy

Server Assignment

Operational Policies

< Prev Next > m

7 X

Specify how disruptive changes such as reboots, network interruptions, and firmware upgrades should be applied to the server associated with this

Select a maintenance policy to include with this service profile or create a new maintenance policy that will be accessible to all service profiles.

Cancel

2. Click Next.

Configure Server Assignment

To configure server assignment, complete the following steps:

1. In the Pool Assignment list, select FC-Boot-Pool.
2. Select Down as the power state to be applied when the profile is associated with the server.
3. Optional: select “UCS-Broadwell” for the Server Pool Qualification.

4. Expand Firmware Management at the bottom of the page and select the default policy.
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Create Service Profile Template ¥
Optionally specify a server pool for this service profile template.
Identify Service Profile
Template
You can select a server pool you want to associate with this service profile template.
Storage Provisioning Pool Assignment:| FC-Boot-Pool » Create Server Pool
N rki Select the power state to be applied when this profile is associated
etworking with the server.
SAN Connectivity
Zoning The service profile template will be associated with one of the servers in the selected pool.
If desired, you can specify an additional server pool policy gqualification that the selected server must meet. To do so, select the qualification from
the list.
vNIC/vHBA Placement o
Server Pool Qualification © | <potset>
strict Micrz . @
vMedia Policy Restrict Migration - U
(= Firmware Management (BIOS, Disk Controller, Adapter)
Server Boot Order -

If you select a host firmware policy for this service profile, the profile will update the firmware on the server that it is associated with.

N ) Otherwise the system uses the firmware already installed on the associsted server.
Maintenance Policy
Host Firmware Package:| default v

Server Assignment

Create Host Firmware Package

Operational Policies

< Prev Next > m Cancel

5. Click Next.

Configure Operational Policies

To configure the operational policies, complete the following steps:

1. Inthe BIOS Policy list, select Virtual-Host.

2. Expand Power Control Policy Configuration and select No-Power-Cap in the Power Control Policy list.
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Identify Service Profile
Template

Storage Provisioning

Metworking

SAN Connectivity

Zoning

vNIC/vHBA Placement

vMedia Policy

Server Boot Order

Maintenance Policy

Server Assignment

Operational Policies

Create Service Profile Template

Optionally specify information that affects how the system operates.

(= BIOS Configuration

If you want to override the default BIOS settings, select a BIOS policy that will be associated with this service profile

BIOS Policy © | Virtual-Host v

(# External IPMI Management Configuration
(# Management IP Address
(# Monitoring Configuration (Thresholds)

(= Power Control Policy Configuration

Power control policy determines power allocation for a server in a given power group.

Power Control Policy © | No-Power-Cap v

# Scrub Policy

# KVM Management Policy

(¥ Graphics Card Policy

< Prev

3. Click Finish to create the service profile template.

4. Click OK in the confirmation message.

Create Windows Installation Service Profile Template

1.

2.

Create Service Profiles

To create service profiles from the service profile template, complete the following steps:

Name the clone Install-Win-FC-Host and click OK.

1. Connect to UCS Manager and click Servers on the left.

2. Select Service Profile Templates > root > Service Template Install-Win-FC-Host.

3. Right-click Install-Win-FC-Host and select Create Service Profiles from Template.
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Create Power Control Policy

v

m Cance'

Right-click the just-created Hyper-V-FC-Host Service Profile Template and select Create a Clone.

On the left, select the Install-Win-FC-Host Service Profile Template. In the center pane, select the Boot
Order tab. Click Modify Boot Policy. Use the pulldown to select the FC-One-Path Boot Policy and click
OK, then OK again.
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4. Enter Hyper-V-MGMT-Host-0 as the service profile prefix.
5. Enter 1 as “Name Suffix Starting Number.”
6. Enter 2 as the “Number of Instances.”

7. Click OK to create the service profiles.

Create Service Profiles From Template 7 X

Maming Prefix HVIJE’-"J-MGF-.’T-HDST-D|
Mame Suffix Starting Mumber - | 1

Mumber of Instances 2

8. Click OK in the confirmation message.

Add More Servers to FlexPod Unit

Additional server pools, service profile templates, and service profiles can be created in the respective
organizations to add more servers to the FlexPod unit. All other pools and policies are at the root level and
can be shared among the organizations.

Gather Necessary Information

After the Cisco UCS service profiles have been created, each infrastructure server in the environment will
have a unique configuration. To proceed with the FlexPod deployment, specific information must be
gathered from each Cisco UCS server and from the NetApp controllers. Insert the required information into
Table 17 and Table 18 .

Table 17 WWPNs from NetApp storage
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Infra-MS- fcp_lifOla Fabric A <fcp_lif0la-wwpn>
SVM
fcp_lifoO1lb Fabric B <fcp_lif01b-wwpn>
fcp_lif02a Fabric A <fcp_lif02a-wwpn>
fcp_lifo2b Fabric B <fcp_lif02b-wwpn>

L To obtain the FC WWPNSs, run the network interface show command on the storage cluster manage-
ment interface.

Table 18 WWPNs for UCS Service Profiles

Hyper-V-MGMT-Host-01 Fabric A Hyper-V-MGMT-Host -01-wwpna
Fabric B Hyper-V-MGMT-Host -01-wwpnb
Hyper-V-MGMT-Host -02 Fabric A Hyper-V-MGMT-Host -02-wwpna
Fabric B Hyper-V-MGMT-Host -02-wwpnb

L To obtain the FC vHBA WWPN information in Cisco UCS Manager GUI, go to Servers > Service Profiles
> root. Click each service profile and then click the “Storage” tab, then “vHBASs” tab on the right. The
WWPNSs are displayed in the table at the bottom of the page.

Adding Direct Connected Tenant FC Storage

To add FC storage from an additional storage SVM, two storage connection policies, one for each fabric
must be added in UCS Manager and attached to vHBA Initiator Groups in the SAN Connectivity Policy. These
steps were not shown in the initial deployment above because it is not necessary to zone boot targets. Boot
targets are automatically zoned in the fabric interconnect when zoning is enabled on the fabric VSAN. To add
direct connected tenant FC storage from a tenant SVM, complete the following steps:

Create Storage Connection Policies

In this procedure, one storage connection policy is created for each fabric.
To create the storage connection policies, complete the following steps:

1. In Cisco UCS Manager, click SAN on the left.

2. Right-click SAN > Policies > root > Storage Connection Policies and select Create Storage Connection
Policy.
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10.

11.

12.

13.

14.

15.

16.

17.

Name the policy to indicate a tenant on Fabric A.
Select the Single Initiator Multiple Targets Zoning Type.
Click Add to add a target.

Enter the WWPN of the first fabric A FC LIF (fcp_lif01a) in the tenant SVM connected to fabric intercon-
nect A. Select Path A and VSAN VSAN-A. Click OK.

Click Add to add a target.

Enter the WWPN of the second fabric A FC LIF (fcp_lif02a) in the tenant SVM connected to fabric inter-
connect A. Select Path A and VSAN VSAN-A. Click OK.

Click OK then OK again to complete adding the Storage Connection Policy.

Right-click SAN > Policies > root > Storage Connection Policies and select Create Storage Connection
Policy.

Name the policy to indicate a tenant on Fabric B.
Select the Single Initiator Multiple Targets Zoning Type.
Click Add to add a target.

Enter the WWPN of the first fabric B FC LIF (fcp_lifO1b) in the tenant SVM connected to fabric intercon-
nect B. Select Path B and VSAN VSAN-B. Click OK.

Click Add to add a target.

Enter the WWPN of the second fabric B FC LIF (fcp_lifO2b) in the tenant SVM connected to fabric inter-
connect B. Select Path B and VSAN VSAN-B. Click OK.

Click OK then OK again to complete adding the Storage Connection Policy.

Map Storage Connection Policies VHBA Initiator Groups in SAN Connectivity Policy

In this section, storage connection policies are mapped to vVHBA initiator groups for each fabric.

To create the storage connection policy mappings, complete the following steps:

1.

2.

In Cisco UCS Manager, click SAN on the left.
Select SAN > Policies > root > SAN Connectivity Policies.

Create a duplicate of the FC-Boot SAN Connectivity Policy for the tenant. This policy will need to be
mapped into the Tenant Service Profile Template.

Select the Tenant San Connectivity Policy.
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10.

11.

12.

13.

In the center pane, select the vHBA Initiator Groups tab.

Click Add to add a vHBA Initiator Group.

Name the group Fabric A and select the Fabric A Initiator.

Use the pulldown to select the Tenant Fabric A Storage Connection Policy.
Click OK and OK to complete adding the Initiator Group.

Click Add to add a vHBA Initiator Group.

Name the group Fabric B and select the Fabric B Initiator.

Use the pulldown to select the Fabric B Storage Connection Policy.

Click OK and OK to complete adding the Initiator Group.

Create igroups

From the storage cluster CLI, to create igroups, run the following commands:

igroup create -vserver Infra-MS-SVM -igroup Hyper-V-MGMT-Host-01 -protocol fcp -ostype windows -
initiator <hyper-v-mgmt-host-0l-wwpna>,<hyper-v-mgmt-host-01-wwpnb>

igroup create -vserver Infra-MS-SVM -igroup Hyper-V-MGMT-Host-02 -protocol fcp -ostype windows -
initiator <hyper-v-mgmt-host-02-wwpna>,<hyper-v-mgmt-host-02-wwpnb>

igroup create -vserver Infra-MS-SVM -igroup VM-Host-Infra-All -protocol fcp -ostype windows -
initiator <hyper-v-mgmt-host-0l-wwpna>,<hyper-v-mgmt-host-01l-wwpnb>, <hyper-v-mgmt-host-02-
wwpna>, <hyper-v-mgmt-host-02-wwpnb>

Map Boot LUNSs to igroups

To map LUNSs to igroups, run the following commands:

lun map -vserver Infra-MS-SVM -volume HV_boot -lun Hyper-V-MGMT-01 -igroup Hyper-V-MGMT-Host-01 -lun-
id 0

lun map -vserver Infra-MS-SVM -volume HV boot -lun Hyper-V-MGMT-02 -igroup Hyper-V-MGMT-Host-02 -lun-
id 0

lun map -vserver Infra-MS-SVM -volume witness —-lun witness -—-igroup VM-Host-Infra-All -lun-id 1

# For additional storage related tasks, please see the storage configuration portion of this document.

# FC storage in the tenant SVM can be mapped with NetApp SnapDrive.
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FlexPod Backups

Cisco UCS Backup

Automated backup of the UCS domain is important for recovery of the Cisco UCS Domain from issues
ranging catastrophic failure to human error. There is a native backup solution within UCS that allows local or
remote backup using FTP/TFTP/SCP/SFTP as options.

Created backups can be a binary file containing the Full State, which can be used for a restore to the original
or a replacement pair of Cisco UCS fabric interconnects. Alternately this XML configuration file consists of
All configurations, just System configurations, or just Logical configurations of the UCS Domain. For
scheduled backups, the available options are Full State or All Configuration, backup of just the System or
Logical configurations can be manually initiated.

To create a backup using the Cisco UCS Manager GUI, complete the following steps:

1. Select Admin within the Navigation pane and select All.
2. Click the Policy Backup and Export tab within All.
3. For a Full State Backup, All Configuration Backup, or both, specify the following:

a. Hostname : <IP or FQDN of host that will receive the backup>
b. Protocol: [FTP/TFTP/SCP/SFTP]

User: <account on host to authenticate>

o o

Password: <password for account on host>
e. Remote File: <full path and filename prefix for backup file>
f. Admin State: <select Enable to activate the schedule on save, Disable to disable schedule on save>

g. Schedule: [Daily/Weekly/Bi Weekly]
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el UCS Manager ® e o e &
- 0o 0 0

cisco

iii
¥el
o

4

-

o A

* Faults, Events and Audit Log

| Al | Al

Full State Backup Policy

Faults

Events Hostname @ | 10.1.156.150

Audit Logs Protocol B FWW’WW
Syslog User : | root

Core Files

Password  : | sseesses

TechS: t Fil
selimuppar Hies Remote File : | fvarfwww/html/bears/configsfucs/6332.full

Settings
Admin State - |(_) Disable () Enable |
* User Management . N
Sechedule  : | Daily (Weekly Weekly
» Authentication
Max Files - 0
» LDAP
Descriphon : | Database Backup Policy
» RADIUS
» TACACS+ All Configuration Backup Policy

* User Services
Hostname @ | 10.1.156.150

» Locales ;
Protocol  : | FTP () TFTP (&) SCP { ) SFTP
» Locally Authenticated Users
User o | root
» Remotely Authenticated Users
» Roles Password ]
v Key Management Remote File : | fvarfww/html/bears/configs/ucs/6332.config
KeyRing default Admin State - | Disable (e) Enable |
» Communication Management Schedule (o) Daily (_Weekly () Bi Weekly
» Stats Management Max Files - 0
+ Collection Policies Descripton : | Configuration Export Palicy

Collection Policy Chassis
Backup/Export Config Reminder

: Disable nable

Caollection Policy Fex

Collection Policy Host Admin State

Collection Policy Port

Collection Policy Server

o
w fabric

4. Click Save Changes to create the Policy.
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