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   [bookmark: _Toc94534586][bookmark: About_CVDs]About the Cisco Validated Design Program
 
   The Cisco Validated Design (CVD) program consists of systems and solutions designed, tested, and documented to facilitate faster, more reliable, and more predictable customer deployments. For more information, go to: http://www.cisco.com/go/designzone.
 
   [bookmark: Executive_Summary][bookmark: _Toc94534587][bookmark: Introduction]Executive Summary
 
   Application modernization is the foundation for digital transformation, enabling organizations to integrate advanced technologies. The key technologies include AI, IoT, cloud computing, and data analytics. Once integrated, these technologies enable businesses to take advantage of digital innovations and identify growth opportunities. These applications are diverse, distributed across geographies and deployed across data centers ,edge and remote sites. For instance, new AI workloads, demand modern infrastructure to make inferences in branch offices, retail locations, or the network edge. The key challenge for IT Administrators is how to quickly deploy and manage infrastructure at scale, whether with many servers at a core data center or with many dispersed locations.
 
   Hyperconverged Infrastructure (HCI) solves many of today’s challenges because it offers built-in data redundancy and a smooth path to scaling up computing and storage resources as your needs grow.
 
   The Cisco Compute Hyperconverged (CCHC) with Nutanix solution helps you overcome the challenge of deploying on a global scale with an integrated workflow. The solution uses Cisco Intersight® to deploy and manage physical infrastructure, and Nutanix Prism Central to manage your hyperconverged environment. Cisco and Nutanix engineers have tightly integrated our tools through APIs, establishing a joint cloud-operating model.
 
   Whether it is at the core, edge or remote site, Cisco HCI with Nutanix provides you with a best in-class solution, enabling zero-touch accelerated deployment through automated workflows, simplified operations with an enhanced solution-support model combined with proactive, automated resiliency, secure cloud-based management and deployment through Cisco Intersight and enhanced flexibility with choice of compute and network infrastructure
 
   This Cisco Validated Design and Deployment Guide provides prescriptive guidance for the design, setup, and configuration to deploy Cisco Compute Hyperconverged with Nutanix in Intersight Standalone mode allowing nodes to be connected to a pair of Top-of-Rack (ToR) switches and servers are centrally managed using Cisco Intersight®.
 
   For more information on Cisco Compute for Hyperconverged with Nutanix, go to: https://www.cisco.com/go/hci
 
   [bookmark: _Toc94534588][bookmark: Solution_Overview][bookmark: Solution_Components]Solution Overview 
 
   This chapter contains the following: 
 
   ●    Audience
 
   ●    Purpose of this Document
 
   ●    Solution Summary
 
   [bookmark: Audience][bookmark: DNAC_Hardware_Appliance]Audience
 
   The intended audience for this document includes sales engineers, field consultants, professional services, IT managers, partner engineering staff, and customers deploying Cisco Compute Hyperconverged Solution with Nutanix. External references are provided wherever applicable, but readers are expected to be familiar with Cisco Compute, Nutanix, plus infrastructure concepts, network switching and connectivity, and the security policies of the customer installation.
 
   [bookmark: PurposeOfThisDocument][bookmark: DNAC_Software]Purpose of this Document
 
   This document describes the design, configuration, and deployment steps for [bookmark: _Hlk179280275]Citrix Virtual Apps and Desktops Virtual Desktop Infrastructure (VDI) on Cisco Compute Hyperconverged with Nutanix in Intersight Standalone Mode (ISM).
 
   [bookmark: Solution_Summary][bookmark: ISE]Solution Summary
 
   The Cisco Compute Hyperconverged with Nutanix family of appliances delivers pre-configured UCS servers ready to be deployed as nodes to form Nutanix clusters in various configurations. Each server appliance contains three software layers: Cisco UCS server firmware, hypervisor (Nutanix AHV), and hyperconverged storage software (Nutanix AOS).
 
   [bookmark: _Hlk181183457]Physically, nodes are deployed into a cluster, with a cluster consisting of four Cisco Compute Hyperconverged All-Flash Servers capable of supporting 600 users. Nutanix clusters can be scaled out to the maximum cluster server limit documented by Nutanix. The environment can be scaled into multiple clusters. The minimum depends on the management mode. These servers can be interconnected and managed in two different ways:
 
   UCS Managed mode: The nodes are connected to a pair of Cisco UCS® 6400 Series or Cisco UCS 6500 Series fabric interconnects and managed as a single system using UCS Manager. The minimum number of nodes in such a cluster is three. These clusters can support both general-purpose deployments and mission-critical high-performance environments.
 
   Intersight Standalone mode: The nodes are connected to a pair of Top-of-Rack (ToR) switches, and servers are centrally managed using Cisco Intersight®, while Nutanix Prism Central manages the hyperconverged environment..
 
   The present solution elaborates on the design and deployment details for deploying Cisco C-Series nodes in DC-no-FI environments for Nutanix configured in Intersight Standalone Mode (ISM).
 
   [bookmark: Technology_Overview][bookmark: _Toc94534589][bookmark: Operational_Planes]Technology Overview
 
   This chapter contains the following:
 
   ●    Cisco Unified Computing System
 
   ●    Cisco Compute Hyperconverged HCIAF240C M7 All-NVMe/All-Flash Servers
 
   The components deployed in this solution are configured using best practices from both Cisco and Nutanix to deliver an enterprise-class VDI solution deployed on Cisco Compute Hyperconverged Rack Servers. The following sections summarize the key features and capabilities available in these components.
 
   [bookmark: Cisco_Unified_Computing_System]Cisco Unified Computing System
 
   Cisco Unified Computing System (Cisco UCS) is a next-generation data center platform that integrates computing, networking, storage access, and virtualization resources into a cohesive system designed to reduce total cost of ownership and increase business agility. The system integrates a low-latency, lossless 10-100 Gigabit Ethernet unified network fabric with enterprise-class, x86-architecture servers. The system is an integrated, scalable, multi-chassis platform with a unified management domain for managing all resources. 
 
   Cisco Unified Computing System consists of the following subsystems:
 
   ●    Compute—The compute piece of the system incorporates servers based on the Second-Generation Intel® Xeon® Scalable processors. Servers are available in blade and rack form factor, managed by Cisco UCS Manager. 
 
   ●    Network—The integrated network fabric in the system provides a low-latency, lossless, 10/25/40/100 Gbps Ether-net fabric. Networks for LAN, SAN and management access are consolidated within the fabric. The unified fabric uses the innovative Single Connect technology to lowers costs by reducing the number of network adapters, switches, and cables. This in turn lowers the power and cooling needs of the system. 
 
   ●    Virtualization—The system unleashes virtualization's full potential by enhancing its scalability, performance, and operational control. Cisco security, policy enforcement, and diagnostic features are now extended into virtual environments to support evolving business needs. 
 
   [bookmark: Cisco_UCS_Differentiators]Cisco UCS Differentiators
 
   Cisco Unified Computing System is revolutionizing how servers are managed in the datacenter. The following are the unique differentiators of Cisco Unified Computing System and Cisco UCS Manager:
 
   ●    Embedded Management—In Cisco UCS, the servers are managed by the embedded firmware in the Fabric Inter-connects, eliminating the need for external physical or virtual devices to manage the servers.
 
   ●    Unified Fabric—In Cisco UCS, from blade server chassis or rack servers to FI, a single Ethernet cable is used for LAN, SAN, and management traffic. This converged I/O results in reduced cables, SFPs, and adapters, reducing the overall solution's capital and operational expenses.
 
   ●    Auto Discovery—By simply inserting the blade server in the chassis or connecting the rack server to the fabric interconnect, discovery and inventory of compute resources occurs automatically without any management intervention. Combining unified fabric and auto-discovery enables the wire-once architecture of Cisco UCS, where the compute capability of Cisco UCS can be extended easily while keeping the existing external connectivity to LAN, SAN, and management networks.
 
   [bookmark: Cisco_UCS_Manager]Cisco UCS Manager
 
   Cisco UCS Manager (UCSM) provides unified, integrated management for all software and hardware components in Cisco UCS. Using Cisco Single Connect technology, it manages, controls, and administers multiple chassis for thousands of virtual machines. Administrators use the software to manage the entire Cisco Unified Computing System as a single logical entity through an intuitive graphical user interface (GUI), a command-line interface (CLI), or a through a robust application programming interface (API).
 
   [bookmark: Cisco_Intersight]Cisco Intersight
 
   Cisco Intersight is a lifecycle management platform for your infrastructure, regardless of location. In your enterprise data center, at the edge, in remote and branch offices, at retail and industrial sites—all these locations present unique management challenges and typically require separate tools. Cisco Intersight Software as a Service (SaaS) unifies and simplifies your experience of the Cisco Unified Computing System and Cisco HyperFlex systems. See Figure 1.
 
    
    [bookmark: Fig1]Figure 1. 
           Cisco Intersight 
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   [bookmark: CCHC_M7_All_NVME_All_Flash_Servers]Cisco Compute Hyperconverged HCIAF240C M7 All-NVMe/All-Flash Servers
 
   The Cisco Compute Hyperconverged HCIAF240C M7 All-NVMe/All-Flash Servers extends the capabilities of Cisco’s Compute Hyperconverged portfolio in a 2U form factor with the addition of the 4th Gen Intel® Xeon® Scalable Processors (codenamed Sapphire Rapids), 16 DIMM slots per CPU for DDR5-4800 DIMMs with DIMM capacity points up to 256GB.
 
   The All-NVMe/all-Flash Server supports 2x 4th Gen Intel® Xeon® Scalable Processors (codenamed Sapphire Rapids) with up to 60 cores per processor. It has memory up to 8TB with 32 x 256GB DDR5-4800 DIMMs in a 2-socket configuration. There are two servers to choose from:
 
   ●    HCIAF240C-M7SN with up to 24 front facing SFF NVMe SSDs (drives are direct-attach to PCIe Gen4 x2)
 
   ●    HCIAF240C-M7SX with up to 24 front facing SFF SAS/SATA SSDs
 
   For more details, go to: HCIAF240C M7 All-NVMe/All-Flash Server specification sheet.
 
    
    [bookmark: Fig2]Figure 2. 
           Front View: HCIAF240C M7 All-NVMe/All-Flash Servers 
   
 
   
 
   [bookmark: _Toc94534590][bookmark: Solution_Design]Solution Design
 
   This chapter contains the following:
 
   ●    Requirements
 
   ●    Considerations
 
   [bookmark: Requirements]Requirements
 
   [bookmark: Physical_Components][bookmark: MgmtPlane]Physical Components
 
   Table 1 lists the required physical components and hardware. 
 
   [bookmark: Table1]Table 1.     Cisco Compute Hyperconverged (CCHC) with Nutanix in Intersight standalone mode (ISM) Components
 
    
     
      
       
       	 Component
  
       	 Hardware
  
      
 
      
      
       
       	 Network Switches
  
       	 Two (2) Cisco UCS 6454 Nexus switches
  
      
 
       
       	 Servers
  
       	 Four (4) Cisco C240 M7 All NVMe servers
  
      
 
      
    
 
   
 
   [bookmark: Software_Components]Software Components
 
   Table 2 lists the software components and the versions required for a single cluster of the Citrix Virtual Apps and Desktops (CVAD) Virtual Desktop Infrastructure (VDI) on Cisco Compute Hyperconverged with Nutanix in Intersight Standalone Mode (ISM), as tested, and validated in this document. 
 
   [bookmark: Table2]Table 2.     Software Components and Hardware
 
    
     
      
       
       	 Component
  
       	 Hardware
  
      
 
      
      
       
       	 Foundation Central 
  
       	 1.6 
  
      
 
       
       	 [bookmark: _Hlk179367059]Prism Central deployed on ESXi cluster 
  
       	 pc.2024.1.0.1 
  
      
 
       
       	 AOS and AHV bundled 
  
       	 nutanix_installer_package-release-fraser-6.8.0.1 
  
      
 
       
       	 Nutanix VirtIO
  
       	 1.2.3
  
      
 
       
       	 Cisco UCS Firmware
  
       	 Cisco UCS C-Series bundles, revision 4.3(3.240043)
  
      
 
       
       	 Nutanix AHV Citrix Plug-in
  
       	 2.7.7
  
      
 
       
       	 Citrix Virtual Apps and Desktops 
  
       	 2203 LTSR
  
      
 
       
       	 Citrix Provisioning Services
  
       	 2203 LTSR
  
      
 
      
    
 
   
 
   [bookmark: Physical_Topology]Physical Topology
 
   Cisco Compute Hyperconverged (CCHC) with Nutanix cluster built using Cisco HCIAF240C M7 Series rack-mount servers. The two Cisco Nexus switches connect to every Cisco Compute Hyperconverged server. Upstream network connections, referred to as “northbound” network connections are made from the Nexus switches to the customer datacenter network at the time of installation.
 
   The Day0 deployment is managed through Cisco Intersight and Nutanix Foundation Central and is enabled through Prism Central.
 
    
    [bookmark: Fig3]Figure 3. 
           Cisco Compute Hyperconverged (CCHC) with Nutanix in Intersight standalone mode (ISM) Physical Topology 
   
 
   [image: A diagram of a computerDescription automatically generated] 
 
   [bookmark: Logical_Topology]Logical Topology
 
   Figure 4 illustrates the logical architecture of the validated solution, which is designed to run desktop and RDS server VMs supporting up to 600 users on a single Cisco Compute Hyperconverged (CCHC) 4-node cluster with Nutanix, with physical redundancy for the rack servers and a separate cluster to host core services and management components. 
 
   Note:     Separating management components and desktops is a best practice for the large environments. 
 
    
    [bookmark: Fig4]Figure 4. 
           Logical Architecture Overview 
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   [bookmark: Considerations]Considerations
 
   [bookmark: Design_Considerations_Desktop_Virtual][bookmark: _Toc457324604][bookmark: _Toc63250677][bookmark: _Toc61614506][bookmark: _Toc497750162][bookmark: _Toc468291327]Design Considerations for Desktop Virtualization 
 
   There are many reasons to consider a virtual desktop solution, such as an ever-growing and diverse base of user devices, complexity in managing of traditional desktops, security, and even Bring Your Own Device (BYOD) to work programs. The first step in designing a virtual desktop solution is understanding the user community and the tasks required to execute their role successfully. The Citrix VDI Handbook offers detailed information on user classification and the types of virtual desktops.
 
   The following user classifications by the workload impact overall density and the VDI model:
 
   ●    Knowledge Workers - 2-10 office productivity apps with light multimedia use.
 
   ●    Task Workers - 1-2 office productivity apps or kiosks.
 
   ●    Power Users – Advanced applications, data processing, or application development.
 
   ●    Graphic-Intensive Users – High-end graphics capabilities, 3D rendering, CAD, and other GPU-intensive tasks.
 
   After the user classifications have been identified and the business requirements for each user classification have been defined, it becomes essential to evaluate the types of virtual desktops that are needed based on user requirements. Below is the Citrix set of VDI models for each user: 
 
   ●    Hosted Apps: Delivers application interfaces to users, simplifying the management of key applications.
 
   ●    Shared Desktop: Hosts multiple users on a single server-based OS, offering a cost-effective solution, but users have limited system control.
 
   ●    Pooled Desktop: Provides temporary desktop OS instances to users, reducing the need for multi-user compatible applications.
 
   ●    Persistent Desktop: Offers a customizable, dedicated desktop OS for each user, ideal for those needing persistent settings.
 
   ●    GPU Desktop: Provides dedicated GPU resources for enhanced graphical performance.
 
   ●    vGPU: Allows multiple VMs to share a single physical GPU for better graphics processing.
 
   ●    Remote PC Access: Secure remote access to a user’s physical office PC.
 
   ●    Web and SaaS Application Access: Offers secure, flexible access to web/SaaS apps with enhanced security and governance.
 
   [bookmark: _Toc457324605]Note:     Windows 11 Pooled and Persistent Desktops (Single-session OS) and Windows Server 2022 Shared Desktops (Multi-session OS) VDAs were validated using Knowledge Worker workload for the purposes of the validation represented in this document.
 
   [bookmark: Understanding_Applications_Data][bookmark: _Toc61614507][bookmark: _Toc497750163][bookmark: _Toc468291328]Understanding Applications and Data
 
   When the desktop user groups and sub-groups have been identified, the next task is to catalog group application and data requirements. This can be one of the most time-consuming processes in the VDI planning exercise, but it is essential for the VDI project’s success. Performance will be negatively affected if the applications and data are not identified and co-located.
 
   The inclusion of cloud applications, such as SalesForce.com, will likely complicate the process of analyzing an organization's variety of applications and data pairs. This application and data analysis is beyond the scope of this Cisco Validated Design but should not be omitted from the planning process. Various third-party tools are available to assist organizations with this crucial exercise.
 
   Sizing
 
   The following key project and solution sizing questions should be considered:
 
   ●    Has a VDI pilot plan been created based on the business analysis of the desktop groups, applications, and data? 
 
   ●    Is there infrastructure and budget in place to run the pilot program?
 
   ●    Are the required skill sets to execute the VDI project available? Can we hire or contract for them?
 
   ●    Do we have end-user experience performance metrics identified for each desktop sub-group?
 
   ●    How will we measure success or failure?
 
   ●    What is the future implication of success or failure?
 
   Below is a short, non-exhaustive list of sizing questions that should be addressed for each user sub-group:
 
   ●    What is the Single-session OS version?
 
   ●    How many virtual desktops will be deployed in the pilot? In production?
 
   ●    How much memory per target desktop group desktop? 
 
   ●    Are there any rich media, Flash, or graphics-intensive workloads? 
 
   ●    Are there any applications installed? What application delivery methods will be used, Installed, Streamed, Layered, Hosted, or Local?
 
   ●    What is the Multi-session OS version?
 
   ●    What is the virtual desktop deployment method? 
 
   ●    What is the hypervisor for the solution? 
 
   ●    What is the storage configuration in the existing environment? 
 
   ●    Are there sufficient IOPS available for the write-intensive VDI workload? 
 
   ●    Will there be storage dedicated and tuned for VDI service?
 
   ●    Is there a voice component to the desktop? 
 
   ●    Is there a 3rd party graphics component?
 
   ●    Is anti-virus a part of the image?
 
   ●    Is user profile management (for example, non-roaming profile-based) part of the solution? 
 
   ●    What are the fault tolerance, failover, and disaster recovery plans?
 
   ●    Are there additional desktop sub-group-specific questions?
 
   [bookmark: Install_Configure][bookmark: _Toc94534591]Install and Configure Nutanix cluster on Cisco Compute Hyperconverged Servers in Standalone Mode
 
   This chapter contains the following:
 
   ●    Prerequisites
 
   ●    Install Nutanix on Cisco Compute Hyperconverged Servers in Intersight Standalone Mode
 
   ●    Configure Cisco Nexus Switches
 
   This chapter provides an introduction to the solution deployment for Nutanix on Cisco Compute Hyperconverged Servers in Intersight Standalone Mode (ISM). The Intersight Standalone Mode requires the Cisco Compute Hyperconverged Servers to be directly connected to an ethernet switches and the servers are claimed through Cisco Intersight.
 
   For the complete step-by-step procedures for implementing and managing the deployment of the Nutanix cluster in the ISM mode, refer to the Cisco Deployment guide: Cisco Compute Hyperconverged with Nutanix in Intersight Standalone Mode Design and Deployment Guide.
 
   [bookmark: Prerequisites]Prerequisites
 
   Before beginning the installation of Nutanix Cluster on Cisco Compute Hyperconverged servers in Intersight Standalone Mode, you should ensure they have deployed Nutanix Prism Central and enabled Nutanix Foundation Central through the Nutanix marketplace available through Prism Central. Foundation Central can create clusters from factory-imaged nodes and reimage existing nodes registered with Foundation Central from Prism Central. This provides benefits such as creating and deploying several clusters on remote sites, such as ROBO, without requiring onsite visits
 
   At a high level, to continue with the deployment of Nutanix on Cisco Compute Hyperconverged servers in Intersight standalone mode (ISM), ensure the following:
 
   ●    Prism Central is deployed on a Nutanix Cluster
 
   ●    Foundation Central 1.6 or later is enabled on Prism Central
 
   ●    A local webserver is available hosting Nutanix AOS image
 
   Note:     Prism Central 2022.9 or later to support Windows 11 on AHV.
 
   Note:     In this solution, using the Cisco Intersight Advantage License Tier enables the following:
 Configuration of Server Profiles for Nutanix on Cisco Compute Hyperconverged Rack Servers
 Integration of Cisco Intersight with Foundation Central for Day 0 to Day N operations.
 
   [bookmark: Install_Nutanix_CCHC_ISM]Install Nutanix on Cisco Compute Hyperconverged Servers in Intersight Standalone Mode
 
   Figure 5 shows the high-level configuration of Cisco Compute Hyperconverged Servers in Intersight Standalone Mode (ISM) for Nutanix.
 
    
    [bookmark: Fig5]Figure 5. 
           High-level configuration of Cisco Compute Hyperconverged servers in Intersight Standalone Mode for Nutanix 
   
 
   
 
   [bookmark: Install_Cisco_UCS]Solution Cabling
 
   The following sections detail the physical connectivity configuration of the Nutanix cluster on Cisco Compute Hyperconverged servers in standalone mode.
 
   Note:     This document is intended to allow the reader to configure the Citrix Virtual Apps and Desktops customer environment as a stand-alone solution
 
   This section provides information on cabling the physical equipment in this Cisco Validated Design environment. 
 
   Note:     This document assumes that out-of-band management ports are plugged into an existing management infrastructure at the deployment site. These interfaces will be used in various configuration steps. 
 
   Note:     Follow the cabling directions in this section. Failure to do so will cause problems with your deployment. 
 
   Figure 6 details the cable connections used in the validation lab for Cisco Compute Hyperconverged with Nutanix ISM topology based on the Cisco Nexus 9000 Series data center switches. 100Gb links connect the Cisco Compute Hyperconverged servers to the Cisco Nexus Switches. Additional 1Gb management connections will be needed for an out-of-band network switch that sits apart from the CCHC infrastructure. Each Cisco Nexus switch is connected to the out-of-band network switch. Layer 3 network connectivity is required between the Out-of-Band (OOB) and In-Band (IB) Management Subnets.
 
    
    [bookmark: Fig6]Figure 6. 
           CCHC ISM Cabling Diagram 
   
 
   
 
   [bookmark: Configure_Cisco_UCS]Configure Cisco Nexus Switches
 
   Before beginning the installation, configure the following ports, settings, and policies in the Cisco Nexus 93180YC-FX interfaces.
 
   The solution described in this document provides details for configuring a fully redundant configuration. Configuration guidelines refer to which redundant component is configured with each step, whether A or B. For example, Cisco Nexus A and Cisco Nexus B identify the pair of configured Cisco Nexus switches. 
 
   The VLAN configuration recommended for the environment includes six VLANs as listed in Table 3. The ports were configured in the trunk mode to support multiple VLANs presented to the servers,
 
   Note:     MTU 9216 is not required but recommended in case jumbo frames are ever used in the future
 
   [bookmark: Table3]Table 3.     vLANs
 
    
     
      
       
       	 VLAN Name
  
       	 VLAN ID
  
       	 VLAN Purpose
  
       	 Subnet Name
  
       	 VLAN ID
  
      
 
      
      
       
       	 Default
  
       	 1
  
       	 Native VLAN
  
       	 Default
  
       	 1
  
      
 
       
       	 InBand-Mgmt_70
  
       	 70
  
       	 In-Band management interfaces
  
       	 VLAN-70
  
       	 70
  
      
 
       
       	 Infra-Mgmt_71
  
       	 71
  
       	 Infrastructure Virtual Machines
  
       	 VLAN-71
  
       	 71
  
      
 
       
       	 VDI_72
  
       	 72
  
       	 RDSH, VDI Persistent and Non-Persistent 1
  
       	 VLAN-72
  
       	 72
  
      
 
       
       	 OOB
  
       	 132
  
       	 Out-Of-Band connectivity
  
       	 VLAN-132
  
       	  
  
      
 
      
    
 
   
 
   1VDA workloads were deployed and tested individually, one at a time.
 
    
     
      
       
       	 Tech tip
  
      
 
       
       	 It is recommended to use VLAN segmentation to accommodate various VDA workloads in a hybrid deployment.
  
      
 
      
    
 
   
 
   Procedure 1.     Configure Cisco Nexus A
 
   Step 1.    Log in as “admin” user into the Cisco Nexus Switch A.
 
   Step 2.    Use the device CLI to configure the hostname to make it easy to identify the device, enable services used in your environment and disable unused services.
 
   Step 3.    Configure the local login and password:
 
   interface Ethernet1/51
 
     description C240M7 Nutanix A
 
     switchport mode trunk
 
     switchport trunk allowed vlan 1-132
 
     spanning-tree port type edge trunk
 
     mtu 9216
 
     no shutdown
 
   interface Ethernet1/52
 
     description C240M7 Nutanix A
 
     switchport mode trunk
 
     switchport trunk allowed vlan 1-132
 
     spanning-tree port type edge trunk
 
     mtu 9216
 
     no shutdown
 
   interface Ethernet1/53
 
     description C240M7 Nutanix A
 
     switchport mode trunk
 
     switchport trunk allowed vlan 1-132
 
     spanning-tree port type edge trunk
 
     mtu 9216
 
     no shutdown
 
    
 
   interface Ethernet1/54
 
     description C240M7 Nutanix A
 
     switchport mode trunk
 
     switchport trunk allowed vlan 1-132
 
     spanning-tree port type edge trunk
 
     mtu 9216
 
     no shutdown
 
   copy running-config startup-config
 
   Procedure 2.     Configure Cisco Nexus B
 
   Step 1.    Log in as “admin” user into the Cisco Nexus Switch B.
 
   Step 2.    Use the device CLI to configure the hostname to make it easy to identify the device, enable services used in your environment and disable unused services.
 
   Step 3.    Configure the local login and password:
 
   interface Ethernet1/51
 
     description C240M7 Nutanix B
 
     switchport mode trunk
 
     switchport trunk allowed vlan 1-132
 
     spanning-tree port type edge trunk
 
     mtu 9216
 
     no shutdown
 
   interface Ethernet1/52
 
     description C240M7 Nutanix B
 
     switchport mode trunk
 
     switchport trunk allowed vlan 1-132
 
     spanning-tree port type edge trunk
 
     mtu 9216
 
     no shutdown
 
   interface Ethernet1/53
 
     description C240M7 Nutanix B
 
     switchport mode trunk
 
     switchport trunk allowed vlan 1-132
 
     spanning-tree port type edge trunk
 
     mtu 9216
 
     no shutdown
 
    
 
   interface Ethernet1/54
 
     description C240M7 Nutanix B
 
     switchport mode trunk
 
     switchport trunk allowed vlan 1-132
 
     spanning-tree port type edge trunk
 
     mtu 9216
 
     no shutdown
 
   copy running-config startup-config
 
   [bookmark: _Hlk178067305][bookmark: Post_Cluster_Creation_Task]Post Cluster Creation Task
 
   This procedure describes the post-cluster creation steps.
 
   Procedure 1.     Create a VM network subnet
 
   Step 1.    Log into the Cluster VIP with admin - Nutanix/4u and change the password.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Step 2.    Go to Cluster details, enter the iSCSI data services IP, and enable Retain Deleted VMs for 1 day. Click Save. 
 
   Configure Subnets
 
   To create additional subnets used by virtual desktops follow the steps below. The subnets from the Table 4 were created for this validated design.
 
   Procedure 1.     Create a VM network subnet
 
   [bookmark: _Hlk179363015][bookmark: _Hlk179362488]Step 1.    Go to the VM tab and click Network Config link.
 
   
 
   Step 2.    Click +Create Subnet.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Step 3.    Enter Subnet Name and VLAN ID for your subnet. Click Save. Repeat for any additional VLANs you are introducing to virtual desktops.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Configure Storage Container
 
   To create a Storage Container to host virtual desktops, follow the steps below. A single container was created for single-session and multi-session desktops.
 
   Procedure 1.     Create Storage container for virtual desktops
 
   Step 1.    Go to the Storage tab and click + Storage Container.
 
   
 
   Step 2.    Enter container name, select Compression, and then click Save.
 
   [image: A screenshot of a computerDescription automatically generated] [image: A screenshot of a computerDescription automatically generated]
 
    
     
      
       
       	 [bookmark: _Hlk16174487]Tech tip
  
      
 
       
       	 Nutanix recommends enabling compression for Virtual Apps or Virtual Desktops as a general best practice; only enable the Elastic Deduplication Engine for full clones. Erasure coding isn't a suitable data reduction technology for desktop virtualization. 
 Note: Full clones in the table above are persistent machines including MCS full clone persistent machines. Citrix MCS are nonpersistent machines.
  
      
 
      
    
 
   
 
   Install and Configure Citrix Virtual Apps and Desktops
 
   This chapter contains the following:
 
   ●    Prerequisites
 
   ●    Build the Virtual Machines and Environment for Workload Testing
 
   ●    Install Citrix Virtual Apps and Desktops Delivery Controller, Citrix Licensing, and StoreFront
 
   ●    Install and Configure Citrix Provisioning Server
 
   [bookmark: Preqs]Prerequisites
 
   Citrix recommends using Secure HTTP (HTTPS) and a digital certificate to protect communications. Citrix recommends using a digital certificate issued by a certificate authority (CA) according to your organization's security policy. In our testing, the implementation of CA was not carried out.
 
   [bookmark: Build_Virtual_Machines_Environment_Test]Build the Virtual Machines and Environment for Workload Testing
 
   [bookmark: _Toc61614578][bookmark: _Toc34226150]Prerequisites
 
   Create the necessary DHCP scopes for the environment and set the Scope Options.
 
    
    [bookmark: Fig7]Figure 7. 
           Example of the DHCP Scopes used in this CVD 
   
 
   [image: Graphical user interface, text, application, WordDescription automatically generated] 
 
   [bookmark: Software_Infrastructure_Configuration][bookmark: _Toc61614579][bookmark: _Toc34226151]Software Infrastructure Configuration
 
   This section explains how to configure this solution's software infrastructure components. 
 
   Install and configure the infrastructure virtual machines by following the process listed in Table 4. 
 
   [bookmark: Table20][bookmark: Table16][bookmark: Table4]Table 4.     Test Infrastructure Virtual Machine Configuration
 
    
     
      
       
       	 Configuration
  
       	 Microsoft Active Directory DCs Virtual Machine
  
       	 Citrix Virtual Apps and Desktops Controllers
 Virtual Machines
  
      
 
      
      
       
       	 Operating system
  
       	 Microsoft Windows Server 2019
  
       	 Microsoft Windows Server 2022
  
      
 
       
       	 Virtual CPU amount
  
       	 4
  
       	 6
  
      
 
       
       	 Memory amount
  
       	 8 GB
  
       	 24 GB
  
      
 
       
       	 Network
  
       	 Infra-Mgmt_71
  
       	 Infra-Mgmt-71
  
      
 
       
       	 Disk-1 (OS) size
  
       	 40 GB 
  
       	 96 GB
  
      
 
       
       	 Disk-2 size
  
       	  
  
       	  
  
      
 
      
    
 
   
 
    
 
    
     
      
       
       	 Configuration
  
       	 Microsoft SQL Server Virtual Machine
  
       	 Citrix Provisioning Servers
 Virtual Machines
  
      
 
      
      
       
       	 Operating system
  
       	 Microsoft Windows Server 2019
  
       	 Microsoft Windows Server 2022
  
      
 
       
       	 Virtual CPU amount
  
       	 6
  
       	 6
  
      
 
       
       	 Memory amount
  
       	 24GB
  
       	 96 GB
  
      
 
       
       	 Network
  
       	 Infra-Mgmt_71
  
       	 VLAN_72
  
      
 
       
       	 Disk-1 (OS) size
  
       	 40 GB
  
       	 40 GB
  
      
 
       
       	 Disk-2 size
  
       	 100 GB
 SQL Databases\Logs
  
       	 200 GB
 Disk Store
  
      
 
      
    
 
   
 
   [bookmark: Prepare_Master_Targets][bookmark: _Toc46408729][bookmark: _Toc517789447][bookmark: _Toc516486739] 
 
    
     
      
       
       	 Configuration
  
       	 Citrix StoreFront Controller
 Virtual Machine
  
      
 
      
      
       
       	 Operating system
  
       	 Microsoft Windows Server 2022
  
      
 
       
       	 Virtual CPU amount
  
       	 4
  
      
 
       
       	 Memory amount
  
       	 8 GB
  
      
 
       
       	 Network
  
       	 Infra-Mgmt-71
  
      
 
       
       	 Disk-1 (OS) size
  
       	 96 GB
  
      
 
       
       	 Disk-2 size
  
       	  
  
      
 
      
    
 
   
 
   Create the Golden Images
 
   This section guides creating the golden images for the environment. 
 
   Major steps involved in preparing the golden images: installing and optimizing the operating system, installing the application software, and installing the Virtual Delivery Agents (VDAs).
 
   Note:     For this CVD, the images contain the basics needed to run the Login VSI workload.
 
   The single-session OS and multi-session OS master target virtual machines were configured as detailed in Table 5.
 
   [bookmark: _Ref127972071][bookmark: Table21][bookmark: Table5]Table 5.     Single-session OS and Multi-session OS Virtual Machines Configurations
 
    
     
      
       
       	 Configuration
  
       	 Single-session OS Virtual Machine
  
       	 Mutli-session OS Virtual Machine
  
      
 
      
      
       
       	 Operating system
  
       	 Microsoft Windows 11 64-bit 21H2 (19044.2006)
  
       	 Microsoft Windows Server 2022 21H2 (20348.2227)
  
      
 
       
       	 Virtual CPU amount
  
       	 2
  
       	 4
  
      
 
       
       	 Memory amount
  
       	 4 GB
  
       	 24 GB
  
      
 
       
       	 Network
  
       	 VDI_72
  
       	 VDI_72
  
      
 
       
       	 vDisk size
  
       	 64 GB
  
       	 96 GB
  
      
 
       
       	 Additional software used for testing
  
       	 Microsoft Office 2021
 Office Update applied
  
       	 Microsoft Office 2021
 Office Update applied
  
      
 
       
       	 Additional Configuration
  
       	 Configure DHCP
 Add to domain
 Activate Office 
 CVAD Agent
 Install FSLogix 2210 hotfix 1
  
       	 Configure DHCP
 Add to domain
 Activate Office 
 CVAD Agent
 Install FSLogix 2210 hotfix 1
  
      
 
      
    
 
   
 
   Procedure 1.     Install Windows 11 Operating System
 
   Using the following procedure, you can create a virtual machine with the vTPM configuration enabled.
 
   Note:     To create a virtual machine with vTPM enabled using Prism Central, the version PC.2022.9 or later is required. The Prism Central PC.2024.1.0.1 was deployed on the cluster. For additional details, refer to the Nutanix Tech note:  Windows 11 on Nutanix AHV.
 
   Step 1.    Log in to Prism Central as an administrator.
 
   Step 2.    Select Infrastructure in the Application Switcher.
 
   Step 3.    Go to Compute & Storage > VMs and click Create VM.
 
   Step 4.    The Create VM wizard appears. Continue with wizard making appropriate selections for vCPU(s), Memory, Disks, Networks.
 
   Note:     Create two CD-ROMs to support VirtIO installation alongside Windows 11 OS.
 
   Step 5.    At the Shield VM Security Settings, click the Attach vTPM checkbox.
 
   
 
   Step 6.    Click Next at the subsequent VM setting tabs and then click Save
 
   Step 7.    Mount ISOs with VirtIO drivers and Windows 11 to CDROMs.
 
   Step 8.    Power on VM and follow the installation wizard.
 
   Step 9.    Provide VirtIO drivers from CDROM.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Step 10.                       Select drivers to be installed and click Next.
 
   [image: A screenshot of a computer errorDescription automatically generated]
 
   Step 11.                       Continue with OS installation until completed
 
   Step 12.                       Remove the second CD-ROM after installation.
 
   Procedure 2.     Install Windows Server 2022 Operating System
 
   Step 1.    Log in to Prism Central as an administrator.
 
   Step 2.    Select Infrastructure in the Application Switcher.
 
   Step 3.    Go to Compute & Storage > VMs and click Create VM.
 
   Step 4.    The Create VM wizard appears. Continue with wizard making appropriate selections for vCPU(s), Memory, Disks, Networks.
 
   Note:     Create two CD-ROMs to support VirtIO installation alongside Windows Server 2022 OS.
 
   Step 5.    Click Next at the subsequent VM setting tabs and then click Save
 
   Step 6.    Mount ISOs with VirtIO drivers and Windows Server 2022 to CDROMs.
 
   Step 7.    Power on VM and follow the installation wizard.
 
   Step 8.    Provide VirtIO drivers from CDROM.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Step 9.    Select drivers to be installed and click Next.
 
   [image: A screenshot of a computer errorDescription automatically generated]
 
   Step 10.                       Continue with OS installation until completed
 
   Step 11.                       Remove the second CD-ROM after installation.
 
   After OS installation is completed, install Microsoft Office and apply security updates.
 
   The final step is to optimize the Windows OS. The Citrix Optimizer Tool includes customizable templates to enable or disable Windows system services and features using Citrix recommendations and best practices across multiple systems. Since most Windows system services are enabled by default, the optimization tool can easily disable unnecessary services and features to improve performance.
 
   Note:     In this CVD, the Citrix Optimizer Tool - v3.1.0.3 was used. Base images were optimized with the Default template for Windows 11 version 21H2, 22H2 (2009), or Windows Server 2022 version 21H2 (2009) from Citrix. Additionally, Windows Defender was disabled on the Windows 11 PVS golden image. 
 
   Install Virtual Delivery Agents (VDAs)
 
   Virtual Delivery Agents (VDAs) are installed on the server and workstation operating systems, enabling connections for desktops and apps. This procedure was used to install VDAs for both Single-session and Multi-session OS. 
 
   [bookmark: _Hlk179365328][bookmark: _Toc46408744][bookmark: _Toc517789462][bookmark: _Toc516486754]Procedure 1.     Install Citrix Virtual Apps and Desktops Virtual Desktop Agents
 
   Virtual Delivery Agents (VDAs) are installed on the server and workstation operating systems, enabling connections for desktops and apps. This procedure was used to install VDAs for both Single-session and Multi-session OS. 
 
   When you install the Virtual Delivery Agent, Citrix User Profile Management is silently installed on master images by default.
 
   Note:     Using profile management as a profile solution is optional but Microsoft FSLogix was used for this CVD and is described later.
 
   Step 1.    Launch the Citrix Virtual Apps and Desktops installer from the Citrix_Virtual_Apps_and_Desktops_7_2203_4000 ISO.
 
   Step 2.    Click Start in the Welcome Screen.
 
   [image: Graphical user interface, websiteDescription automatically generated]
 
   Step 3.    To install the VDA for the Hosted Virtual Desktops (VDI), select [bookmark: _Hlk183534348]Virtual Delivery Agent for Windows Single-session OS.
 
   [image: Graphical user interfaceDescription automatically generated]
 
   Note:     Select Virtual Delivery Agent for Windows Multi-session OS when building an image for Microsoft Windows Server 2022.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Step 4.    Select Create a master MCS Image.
 
   Step 5.    Click Next.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Note:     Select Create a master image using Citrix Provisioning or third-party provisioning tools when building an image to be delivered with Citrix Provisioning tools.
 
   [image: Graphical user interface, text, applicationDescription automatically generated]
 
   Step 6.    Optional: do not select Citrix Workspace App.
 
   Step 7.    Click Next.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Step 8.    Select the additional components required for your image. In this design, only default components were installed on the image.
 
   Step 9.    Click Next.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Step 10.                       Configure Delivery Controllers at this time by letting MCS do it automatically.
 
   Step 11.                       Click Next.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Note:     Manually configure Delivery Controllers at this time when building an image to be delivered with Citrix Provisioning tools.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Step 12.                       Optional: select additional features.
 
   Step 13.                       Click Next.
 
    [image: A screenshot of a computerDescription automatically generated]
 
   Step 14.                       Select the firewall rules to be configured Automatically.
 
   Step 15.                       Click Next.
 
    [image: A screenshot of a computerDescription automatically generated]
 
   Step 16.                       Verify the Summary and click Install.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Step 17.                       Optional: configure Citrix Call Home participation.
 
   Step 18.                       Click Next.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Step 19.                       Select Restart Machine.
 
   Step 20.                       Click Finish and the machine will reboot automatically.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   [bookmark: _Toc46408745][bookmark: _Toc517789463][bookmark: _Toc516486755]Procedure 2.     Install the Citrix Provisioning Server Target Device Software
 
   The Master Target Device refers to the target device from which a hard disk image is built and stored on a vDisk. Provisioning Services then streams the contents of the vDisk created to other target devices. This procedure installs the PVS Target Device software used to build the VDI golden images.
 
   Step 1.    Launch the PVS installer from the Citrix_Provisioning_2203_CU4 ISO.
 
   Step 2.    Click Target Device Installation.
 
   [image: Graphical user interface, applicationDescription automatically generated]
 
   The installation wizard will check to resolve dependencies and then begin the PVS target device installation process.
 
   Step 3.    Click Next.
 
    [image: A screenshot of a computerDescription automatically generated]
 
   Step 4.    Indicate your acceptance of the license by selecting the I have read, understand, and accept the terms of the license agreement.
 
   Step 5.    Click Next.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Step 6.    Optionally: provide the Customer information.
 
   Step 7.    Click Next.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Step 8.    Accept the default installation path.
 
   Step 9.    Click Next.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Step 10.                       Click Install.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Step 11.                       Deselect the checkbox to launch the Imaging Wizard and click Finish.
 
   [image: Graphical user interface, text, applicationDescription automatically generated]
 
   Step 12.                       Click Yes to reboot the machine.
 
   [bookmark: _Toc46408746][bookmark: _Toc517789464][bookmark: _Toc516486756]Procedure 3.     Create Citrix Provisioning Server vDisks
 
   The Citrix Provisioning Server must be installed and configured before a base vDisk can be created. The PVS Imaging Wizard automatically creates the base vDisk image from the master target device.
 
   Step 1.    Log in to PVS target virtual machine and start [bookmark: _Hlk179536801]PVS Imaging Wizard.
 
   Step 2.    PVS Imaging Wizard's Welcome page appears. Click Next.
 
   [image: Graphical user interface, text, application, WordDescription automatically generated]
 
   Step 3.    The Connect to Farm page appears. Enter the name or IP address of a Provisioning Server within the farm to connect to and the port to use to make that connection.  
 
   Step 4.    Use the Windows credentials (default) or enter different credentials. 
 
   Step 5.    Click Next.
 
   [image: Graphical user interface, text, applicationDescription automatically generated]
 
   Step 6.    Select Create a vDisk.
 
   Step 7.    Click Next.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   The Add Target Device page appears.
 
   Step 8.    Select the Target Device Name, the MAC address associated with one of the NICs that was selected when the target device software was installed on the master target device, and the Collection to which you are adding the device.
 
   Step 9.    Click Next.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Step 10.                       The New vDisk dialog displays. Enter the name of the vDisk.
 
   Step 11.                       Select the Store where the vDisk will reside. Select the vDisk type, either Fixed or Dynamic, from the drop-down list.  
 
   Note:     This CVD used Dynamic rather than Fixed vDisks.
 
   Step 12.                       Click Next.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Step 13.                       In the Microsoft Volume Licensing page, select the volume license option to use for target devices. For this CVD, volume licensing is not used, so the None button is selected.
 
   Step 14.                       Click Next.
 
    
 
   Step 15.                       Select Image entire boot disk on the Configure Image Volumes page.
 
   Step 16.                       Click Next.
 
    [image: A screenshot of a computerDescription automatically generated]
 
   Step 17.                       Select Optimize for hard disk again for Provisioning Services before imaging on the Optimize Hard Disk for Provisioning Services.
 
   Step 18.                       Click Next.
 
    
 
   Step 19.                       Click Create on the Summary page.
 
     [image: A screenshot of a computer programDescription automatically generated]
 
   Step 20.                       Review the configuration and click Continue.
 
     [image: A screenshot of a computerDescription automatically generated]
 
   Step 21.                       When prompted, click No to shut down the machine.
 
   [image: A screenshot of a computer error messageDescription automatically generated]
 
   Step 22.                       To enable a VM to boot over the network using Acropolis CLI (aCLI). Log in as nutanix user to any CVM in the cluster using SSH.
 
   Step 23.                       Obtain the MAC address of the virtual interface of PVS master virtual machine:
 
   nutanix@cvm$ acli vm.nic_list pvs-master-vm
 
   Step 24.                       Update the boot device setting so that the VM boots over the network:
 
   nutanix@cvm$ acli vm.update_boot_device pvs-master-vm mac_addr=mac_addr
 
   Step 25.                       After restarting the virtual machine, log in to the master target. The PVS imaging process begins, copying the contents of the C: drive to the PVS vDisk located on the server. 
 
   Step 26.                       If prompted to format the disk, disregard the message, and allow the Provisioning Imaging Wizard to finish.
 
   [image: Graphical user interface, applicationDescription automatically generated]
 
   Step 27.                       A message is displayed when the conversion is complete, click Done.
 
   [image: Graphical user interface, text, applicationDescription automatically generated]
 
   Step 28.                       Shutdown the virtual machine used as the master target. 
 
   Step 29.                       Connect to the PVS server and validate that the vDisk image is available in the Store.
 
   Step 30.                       Right-click the newly created vDisk and select Properties.
 
   Step 31.                       On the vDisk Properties dialog, Microsoft Volume Licensing tab select the appropriate mode for your deployment.
 
   
 
   Step 32.                       On the vDisk Properties dialog, change Access mode to Standard Image (multi-device, read-only access).
 
   Step 33.                       Set the Cache Type to Cache in device RAM with overflow on hard disk.
 
   Step 34.                       Set Maximum RAM size (MBs): 256.
 
   Step 35.                       Click OK.
 
   [image: A screenshot of a computerDescription automatically generated]
 
    
     
      
       
       	 Tech tip
  
      
 
       
       	 Citrix recommends at least 256 MB of RAM for a Desktop OS and 1 GB for Server OS if RAM cache is being used.
 Nutanix prefers not to use the RAM cache. Set this value to 0, and only the local hard disk will be used to cache.
  
      
 
      
    
 
   
 
   Install and Configure FSLogix
 
   In this CVD, FSLogix, a Microsoft tool, was used to manage user profiles.
 
   A Windows user profile is a collection of folders, files, registry settings, and configuration settings that define the environment for a user who logs on with a particular user account. Depending on the administrative configuration, the user may customize these settings. Profile management in VDI environments is an integral part of the user experience. 
 
   FSLogix allows you to: 
 
   ●    Roam user data between remote computing session hosts
 
   ●    Minimize sign-in times for virtual desktop environments
 
   ●    Optimize file IO between host/client and remote profile store
 
   ●    Provide a local profile experience, eliminating the need for roaming profiles
 
   ●    Simplify the management of applications and 'Gold Images'
 
   Additional documentation about the tool can be found here.
 
   Procedure 1.     FSLogix Apps Installation
 
   Step 1.    Download the FSLogix file here.
 
   Step 2.    Run FSLogixAppSetup.exe on the VDI master image (32-bit or 64-bit depending on your environment).
 
   Step 3.    Click OK to proceed with the default installation folder.
 
   [image: Screenshot of installation option screen]
 
   Step 4.    Review and accept the license agreement.
 
   Step 5.    Click Install.
 
   [image: Screenshot of click through license]
 
   Step 6.    Reboot.
 
   Procedure 2.     Configure Profile Container Group Policy
 
   Step 1.    Copy fslogix.admx to C:\Windows\PolicyDefinitions, and fslogix.adml to C:\Windows\PolicyDefinitions\en-US on Active Directory Domain Controllers.
 
   Step 2.    Create FSLogix GPO and apply to the desktops OU:
 
   ●    Go to Computer Configuration > Administrative Templates > FSLogix > Profile Containers.
 
   ●    Configure the following settings:
 
   ◦    Enabled – Enabled
 
   ◦    VHD location – Enabled, with the path set to \\<FileServer>\<Profiles Directory>
 
   Note:     Consider enabling and configuring FSLogix logging, limiting the size of the profiles, and excluding additional directories.
 
   [bookmark: Install_Citrix_Virtual_Apps_Desktops_Cit]Install Citrix Virtual Apps and Desktops Delivery Controller, Citrix Licensing, and StoreFront
 
   The process of installing the Citrix Virtual Apps and Desktops Delivery Controller also installs other key Citrix Virtual Apps and Desktops software components, including Studio, which creates and manages infrastructure components, and Director, which monitors performance and troubleshoots problems.
 
   Note:     Dedicated StoreFront and License servers should be implemented for large-scale deployments.
 
   Procedure 1.     Install Citrix License Server
 
   Step 1.    To begin the installation, connect to the first Citrix License server and launch the installer from the Citrix_Virtual_Apps_and_Desktops_7_2203_4000 ISO.
 
   Step 2.    Click Start.
 
   [image: Graphical user interface, websiteDescription automatically generated]
 
   Step 3.    Click Extend Deployment – Citrix License Server.
 
   [image: Graphical user interfaceDescription automatically generated]
 
   Step 4.    Read the Citrix License Agreement. If acceptable, indicate your acceptance of the license by selecting I have read, understand, and accept the terms of the license agreement. 
 
   Step 5.    Click Next.
 
   [image: Graphical user interface, text, applicationDescription automatically generated]
 
   Step 6.    Click Next.
 
   [image: Graphical user interface, text, applicationDescription automatically generated]
 
   Step 7.    Select the default ports and automatically configured firewall rules.
 
   Step 8.    Click Next.
 
    [image: Graphical user interface, text, applicationDescription automatically generated]
 
   Step 9.    Click Install.
 
   [image: Graphical user interface, text, applicationDescription automatically generated]
 
   Step 10.                       Click Finish to complete the installation.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   [bookmark: _Toc46408734][bookmark: _Toc517789452][bookmark: _Toc516486744][bookmark: _Toc489200400][bookmark: _Toc470270151]Procedure 2.     Install Citrix Licenses
 
   Step 1.    Copy the license files to the default location (C:\Program Files (x86)\Citrix\Licensing\ MyFiles) on the license server.
 
   [image: TableDescription automatically generated with medium confidence]
 
   Step 2.    Restart the server or Citrix licensing services so that the licenses are activated.
 
   Step 3.    Run the application Citrix License Administration Console.
 
    [image: Graphical user interface, applicationDescription automatically generated]
 
   Step 4.    Confirm that the license files have been read and enabled correctly.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Procedure 3.     Install the Citrix Virtual Apps and Desktops
 
   Step 1.    To begin the installation, connect to the first Delivery Controller server and launch the installer from the Citrix_Virtual_Apps_and_Desktops_7_2203_4000 ISO.
 
   Step 2.    Click Start.
 
   [image: Graphical user interface, websiteDescription automatically generated]
 
   Step 3.    The installation wizard presents a menu with three subsections. Click Get Started - Delivery Controller.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Step 4.    Read the Citrix License Agreement. If acceptable, indicate your acceptance of the license by selecting I have read, understand, and accept the terms of the license agreement. 
 
   Step 5.    Click Next.
 
   [image: A screenshot of a computerDescription automatically generated] 
 
   Step 6.    Select the components to be installed on the first Delivery Controller Server:
 
   ●    Delivery Controller
 
   ●    Studio
 
   ●    Director
 
   Step 7.    Click Next.
 
    [image: A screenshot of a computerDescription automatically generated]
 
   Step 8.    Since a dedicated SQL Server will be used to Store the Database, leave “Install Microsoft SQL Server 2014 SP2 Express” unchecked.
 
   Step 9.    Click Next.
 
     [image: A screenshot of a computerDescription automatically generated]
 
   Step 10.                       Select the default ports and automatically configured firewall rules.
 
   Step 11.                       Click Next.
 
     [image: A screenshot of a computerDescription automatically generated]
 
   Step 12.                       Click Install to begin the installation.
 
   [image: A screenshot of a computerDescription automatically generated] 
 
   Note:     Multiple reboots may be required to finish installation.
 
   Step 13.                       Optional: Check Collect diagnostic information/Call Home participation.
 
   Step 14.                       Click Next.
 
    [image: A screenshot of a computerDescription automatically generated]
 
   Step 15.                       Click Finish to complete the installation.
 
   Step 16.                       Optional: Check Launch Studio to launch the Citrix Studio Console.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   [bookmark: _Hlk179458202]Procedure 4.     Nutanix AHV Plug-in for Citrix Virtual Apps and Desktops
 
   Nutanix AHV Plug-in for Citrix is designed to create and manage VDI VMs in a Nutanix Acropolis infrastructure environment. The plug-in is developed based on the Citrix defined plug-in framework and must be installed on a Delivery Controller or hosted Provisioning Server. Additional details on AHV Plug-in for Citrix can be found here.
 
   Step 1.    Download the latest version of the Nutanix AHV Plug-in for Citrix installer MSI (.msi) file NutanixAHV_Citrix_Plugin.msi from the Nutanix Support Portal.
 
   Step 2.    Double-click the NutanixAHV_Citrix_Plugin.msi installer file to start the installation wizard. In the welcome window, click Next.
 
   [image: A screenshot of a softwareDescription automatically generated]
 
   Step 3.    The End-User License Agreement details the software license agreement. To proceed with the installation, read the entire agreement, select I accept the terms in the license agreement and click Next.
 
   [image: A screenshot of a software agreementDescription automatically generated]
 
   Step 4.    Select the XD MCS AHV Plugin in the Setup Type dialog box and click Next.
 
   [image: A screenshot of a softwareDescription automatically generated]
 
   Step 5.    Click Next to confirm installation folder location.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Step 6.    Select Yes, I agree at the Data Collection dialog box of the installation wizard to allow collection and transmission. Click Install to start the plug-in installation.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Step 7.    Click Finish to complete Installation.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   [bookmark: _Hlk179383827][bookmark: _Toc46408737][bookmark: _Toc517789455][bookmark: _Toc516486747]Procedure 5.     Create Site
 
   Citrix Studio is a management console that allows you to create and manage infrastructure and resources to deliver desktops and applications. It provides wizards to set up your environment, create workloads to host applications and desktops and assign applications and desktops to users. 
 
   Citrix Studio launches automatically after the Delivery Controller installation, or it can be launched manually if necessary. Studio is used to create a Site, which is the core of the Citrix Virtual Apps and Desktops environment consisting of the Delivery Controller and the Database.
 
   [bookmark: _Hlk179455193]Step 1.    From Citrix Studio, click Deliver applications and desktops to your users.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Step 2.    Select the An empty, unconfigured Site radio button. Enter a site name and click Next.
 
   .
 
   Step 3.    Provide the Database Server Locations for each data type. Click Next.
 
   Note:     For an SQL AlwaysOn Availability Group, use the group’s listener DNS name.
 
   Note:     Additional controllers can be added later.
 
   
 
   Step 4.    Provide the FQDN of the license server.
 
   Step 5.    Click Connect to validate and retrieve any licenses from the server.
 
   Note:     If no licenses are available at this time, you can use the 30-day free trial or activate a license file.
 
   Step 6.    Select the appropriate product edition using the license radio button.
 
   Step 7.    Click Next.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Step 8.    Verify information on the Summary page. Click Finish.
 
   .[image: A screenshot of a computerDescription automatically generated]
 
   [bookmark: _Toc46408738][bookmark: _Toc517789456][bookmark: _Toc516486748]Procedure 6.     Configure the Citrix Virtual Apps and Desktops Site Hosting Connection
 
   Step 1.    Go to Configuration > Hosting in Studio, click Add Connection and Resources.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Step 2.    On the Connection page:
 
   ●    Select the Connection type of Nutanix AHV.
 
   ●    Nutanix cluster virtual IP address (VIP).
 
   ●    Enter the username.
 
   ●    Provide the password for the admin account.
 
   ●    Provide a connection name.
 
   ●    Select the tool to create virtual machines: Machine Creation Services or Citrix Provisioning.
 
   Step 3.    Click Next.
 
   [image: A screenshot of a computerDescription automatically generated]  
 
   Step 4.    Select the Network to be used by this connection and click Next.
 
   . 
 
   Step 5.    Review the Add Connection and Recourses Summary and click Finish.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   [bookmark: _Toc46408739][bookmark: _Toc517789457][bookmark: _Toc516486749]Procedure 7.     Configure the Citrix Virtual Apps and Desktops Site Administrators
 
   Step 1.    Connect to the Citrix Virtual Apps and Desktops server and open the Citrix Studio Management console.
 
   Step 2.    From the Configuration menu, right-click Administrator and select Create Administrator from the drop-down list.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Step 3.    Select or Create the appropriate scope and click Next.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Step 4.    Select an appropriate Role.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Step 5.    Review the Summary, check Enable administrator and click Finish.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Procedure 8.     Install the Citrix Virtual Apps and Desktops on the additional controller
 
   Note:     After the first controller is completely configured and the Site is operational, you can add additional controllers.  In this CVD, we created two Delivery Controllers.
 
   Step 1.    To begin installing the second Delivery Controller, connect to the second server virtual machine and launch the installer from the Citrix_Virtual_Apps_and_Desktops_7_2203_4000 ISO.
 
   Step 2.    Click Start.
 
   Step 3.    Click Delivery Controller.
 
   Step 4.    Repeat the same steps used to install the first Delivery Controller; Install the Citrix Virtual Apps and Desktops, including the AHV Plugin for Citrix. 
 
   Step 5.    Review the Summary configuration and click Finish.
 
   Step 6.    Open Citrix Studio.
 
   Step 7.    From Citrix Studio, click Connect this Delivery Controller to an existing Site. Follow the prompts to complete this procedure.
 
   [bookmark: _Toc46408740][bookmark: _Toc517789458][bookmark: _Toc516486750][bookmark: _Toc489200406][bookmark: _Toc470270158][bookmark: _Toc449563456][bookmark: Procedure9_Install_Configure_Storefront]Procedure 9.     Install and Configure StoreFront
 
   Citrix StoreFront stores aggregate desktops and applications from Citrix Virtual Apps and Desktops sites, making resources readily available to users. In this CVD, we created two StoreFront servers on dedicated virtual machines.
 
   Step 1.    To begin the installation of the StoreFront, connect to the first StoreFront server and launch the installer from the Citrix_Virtual_Apps_and_Desktops_7_2203_4000 ISO.
 
   Step 2.    Click Start.
 
   [image: Graphical user interface, websiteDescription automatically generated]
 
   Step 3.    Click Extend Deployment Citrix StoreFront.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Step 4.    Indicate your acceptance of the license by selecting I have read, understand, and accept the terms of the license agreement. 
 
   Step 5.    Click Next.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Step 6.    On the Prerequisites page click Next.
 
    [image: Graphical user interface, text, applicationDescription automatically generated]
 
   Step 7.    Click Install.
 
    [image: A screenshot of a computerDescription automatically generated]
 
   Step 8.    Click Finish.
 
    [image: A screenshot of a computer screenDescription automatically generated] 
 
   Step 9.    Click Yes to reboot the server.
 
   [image: Graphical user interface, text, applicationDescription automatically generated]
 
   Step 10.                       Open the StoreFront Management Console.
 
   Step 11.                       Click Create a new deployment.
 
   
  
 
[image: A screenshot of a computerDescription automatically generated] 
 
   Step 12.                       Specify a name for your Base URL.
 
   Step 13.                       Click Next.
 
   [image: A screenshot of a computerDescription automatically generated] 
 
   Step 14.                       For a multiple server deployment, use the load balancing environment in the Base URL box.
 
   Step 15.                       Click Next.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Step 16.                       Specify a name for your store.
 
   [image: A screenshot of a computerDescription automatically generated] 
 
   Step 17.                       Click Add to specify Delivery controllers for your new Store.
 
   [image: A screenshot of a computerDescription automatically generated] 
 
   Step 18.                       Add the required Delivery Controllers to the store.
 
   Step 19.                       Click OK.
 
    [image: A screenshot of a computerDescription automatically generated]
 
   Step 20.                       Click Next.
 
    
 
   Step 21.                       Specify how connecting users can access the resources, in this environment only local users on the internal network are able to access the store.
 
   Step 22.                       Click Next.
 
   [image: A screenshot of a computerDescription automatically generated] 
 
   Step 23.                       From the Authentication Methods page, select the methods your users will use to authenticate to the store. The following methods were configured in this deployment:
 
   ●    Username and password: Users enter their credentials and are authenticated when they access their stores.
 
   ●    Domain passthrough: Users authenticate to their domain-joined Windows computers and their credentials are used to log them on automatically when they access their stores.
 
   Step 24.                       Click Next.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Step 25.                       Configure the XenApp Service URL for users who use PNAgent to access the applications and desktops.
 
   Step 26.                       Click Create.
 
   [image: A screenshot of a computerDescription automatically generated] 
 
   Step 27.                       After creating the store click Finish.
 
    
 
   [bookmark: _Toc46408741][bookmark: _Toc517789459][bookmark: _Toc516486751][bookmark: _Toc489200407]Procedure 10.  Configure Additional StoreFront Servers
 
   After the first StoreFront server is completely configured and the Store is operational, you can add additional servers.
 
   Step 1.    Install the second StoreFront using the same installation steps in Procedure 9 Install and Configure Storefront.
 
   Step 2.    Connect to the first StoreFront server. 
 
   Step 3.    To add the second server and generate the authorization information that allows the additional StoreFront server to join the server group, select Add Server the Actions pane in the Server Group.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Step 4.    Copy the authorization code.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Step 5.    From the StoreFront Console on the second server select Join existing server group.
 
   [image: Graphical user interface, text, applicationDescription automatically generated]
 
   Step 6.    In the Join Server Group dialog, enter the name of the first Storefront server and paste the Authorization code into the Join Server Group dialog.
 
   Step 7.    Click Join.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   A message appears when the second server has joined successfully.
 
   Step 8.    Click OK.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   The second StoreFront is now in the Server Group.
 
   [image: A screenshot of a computer programDescription automatically generated]
 
   [bookmark: _Toc167439731][bookmark: _Toc46408747][bookmark: _Toc517789465][bookmark: _Toc516486757][bookmark: Install_Config_Citrix_Provisioning_Serve]Install and Configure Citrix Provisioning Server
 
   In most implementations, there is a single vDisk providing the standard image for multiple target devices. Thousands of target devices can use a single vDisk shared across multiple Provisioning Services (PVS) servers in the same farm, simplifying virtual desktop management. This section describes the installation and configuration tasks required to create a PVS implementation.
 
   The PVS server can have many stored vDisks, and each vDisk can be several gigabytes in size. Your streaming performance and manageability can be improved using high-performance storage solutions. PVS software and hardware requirements are available in the Provisioning Services 2203 LTSR document.
 
   Procedure 1.     Configure Prerequisites
 
   Step 1.    Set the following Scope Options on the DHCP server hosting the PVS target machines:
 
   [image: Graphical user interface, applicationDescription automatically generated]
 
   Step 2.    Create a DNS host records with multiple PVS Servers IP for TFTP Load Balancing:
 
   [image: Graphical user interfaceDescription automatically generated] 
 
   Note:     Only one MS SQL database is associated with a farm. You can choose to install the Provisioning Services database software on an existing SQL database server, if that machine can communicate with all Provisioning Servers within the farm or create new.
 
   Note:     Microsoft SQL 2019 was installed separately for this CVD.
 
   Procedure 2.     Install and Configure Citrix Provisioning Service
 
   Step 1.    Connect to Citrix Provisioning server and launch Citrix Provisioning Services 2203 LTSR ISO and let AutoRun launch the installer.
 
   Step 2.    Click Console Installation.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Step 3.    Click Install to start the console installation.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Step 4.    Click Next.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Step 5.    Read the Citrix License Agreement. If acceptable, select I accept the terms in the license agreement.
 
   Step 6.    Click Next.
 
   [image: A screenshot of a computer screenDescription automatically generated]
 
   Step 7.    Optional: provide User Name and Organization.
 
   Step 8.    Click Next.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Step 9.    Accept the default path.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Step 10.                       Click Install.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Step 11.                       Click Finish after successful installation.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Step 12.                       From the main installation screen, select Server Installation.
 
   [image: Graphical user interface, application, chat or text messageDescription automatically generated]
 
   Step 13.                       Click Install on the prerequisites dialog.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Step 14.                       When the installation wizard starts, click Next.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Step 15.                       Review the license agreement terms. If acceptable, select I accept the terms in the license agreement.
 
   Step 16.                       Click Next.
 
   [image: A screenshot of a computer screenDescription automatically generated]
 
   Step 17.                       Select Automatically open Citrix PVS Firewall Ports.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Step 18.                       Provide User Name and Organization information. Select who will see the application.
 
   Step 19.                       Click Next.
 
   [image: A screenshot of a computerDescription automatically generated] 
 
   Step 20.                       Accept the default installation location.
 
   Step 21.                       Click Next.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Step 22.                       Click Install to begin the installation.
 
   [image: A screenshot of a computer programDescription automatically generated]
 
   Step 23.                       Click Finish when the install is complete.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Procedure 3.     Configure Citrix Provisioning
 
   Note:     If Citrix Provisioning services configuration wizard doesn’t start automatically, follow these steps: 
 
   Step 1.    Start the PVS Configuration Wizard.
 
   [image: Graphical user interface, applicationDescription automatically generated]
 
   Step 2.    Click Next.
 
   [image: A screenshot of a computerDescription automatically generated] 
 
   Step 3.    Since the PVS server is not the DHCP server for the environment, select The service that runs on another computer.
 
   Step 4.    Click Next.
 
   [image: A screenshot of a computerDescription automatically generated] 
 
   Step 5.    Since DHCP boot options are used for TFTP services, select The service that runs on another computer.
 
   Step 6.    Click Next.
 
   [image: A screenshot of a computerDescription automatically generated] 
 
   Step 7.    Since this is the first server in the farm, select Create farm.
 
   Step 8.    Click Next.
 
   [image: A screenshot of a computerDescription automatically generated] 
 
   Step 9.    Enter the FQDN of the SQL server.
 
   Step 10.                       Click Next.
 
   [image: A screenshot of a computerDescription automatically generated] 
 
   Step 11.                       Provide the Database, Farm, Site, and Collection name.
 
   Step 12.                       Click Next.
 
   [image: A screenshot of a computerDescription automatically generated] 
 
   Step 13.                       Provide the vDisk Store details.
 
   Step 14.                       Click Next.
 
   [image: A screenshot of a computerDescription automatically generated]  
 
   Note:     For large-scale PVS environment, it is recommended to create the share using support for CIFS/SMB3 on an enterprise-ready File Server, such as Nutanix Files SMB shares.
 
   Step 15.                       Provide the FQDN of the license server.
 
   Step 16.                       Optional: provide a port number if changed on the license server. 
 
   Step 17.                       Click Next. 
 
   [image: A screenshot of a computerDescription automatically generated] 
 
   Step 18.                       If an Active Directory service account is not already setup for the PVS servers, create that account before clicking Next on this dialog.
 
   Step 19.                       Select Specified user account.
 
   Step 20.                       Complete the User name, Domain, Password, and Confirm password fields, using the PVS account information created earlier.
 
   Step 21.                       Click Next. 
 
   [image: A screenshot of a computerDescription automatically generated] 
 
   Step 22.                       Set the Days between password updates to 7.
 
   Note:     This will vary per environment. “7 days” for the configuration was appropriate for testing purposes. 
 
   Step 23.                       Click Next.
 
   [image: A screenshot of a computer password updateDescription automatically generated] 
 
    
     
      
       
       	 Tech tip
  
      
 
       
       	 This setting requires the Group Policy Object (GPO) where the target device is located for the policy Disable machine account password changes to be enabled. Refer to the Citrix documentation for more details.
  
      
 
      
    
 
   
 
   Step 24.                       Keep the defaults for the network cards.
 
   Step 25.                       Click Next.
 
   [image: A screenshot of a computerDescription automatically generated] 
 
   Step 26.                       Select Use the Provisioning Services TFTP service.
 
   Step 27.                       Click Next.
 
   [image: A screenshot of a computerDescription automatically generated]  
 
   Step 28.                       If Soap Server is used, provide the details. 
 
   Step 29.                       Click Next.
 
   [image: A screenshot of a computerDescription automatically generated] 
 
   Step 30.                       If desired, fill in Problem Report Configuration.
 
   Step 31.                       Click Next.
 
    [image: A screenshot of a computer screenDescription automatically generated]
 
   Step 32.                       Click Finish to start the installation.
 
   
 
   Step 33.                       When the installation is completed, click Done.
 
   [image: A screenshot of a computer programDescription automatically generated] 
 
   Procedure 4.     Install Additional PVS Servers
 
   Complete the installation steps on the additional PVS servers up to the configuration step, where it asks to Create or Join a farm. In this CVD, we repeated the procedure to add a total of two PVS servers. 
 
   Step 1.    On the Farm Configuration dialog, select Join existing farm.
 
   Step 2.    Click Next.
 
   [image: Graphical user interface, text, applicationDescription automatically generated] 
 
   Step 3.    Provide the FQDN of the SQL Server and select appropriate authentication method
 
   Step 4.    Click Next.
 
   [image: A screenshot of a computerDescription automatically generated] 
 
   Step 5.    Accept the Farm Name.
 
   Step 6.    Click Next.
 
    
 
   Step 7.    Accept the Existing Site.
 
   Step 8.    Click Next.
 
    [image: A screenshot of a computerDescription automatically generated]
 
   Step 9.    Accept the existing vDisk store.
 
   Step 10.                       Click Next.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Step 11.                       Provide the FQDN of the license server.
 
   Step 12.                       Optional: provide a port number if changed on the license server. 
 
   Step 13.                       Click Next. 
 
   [image: Graphical user interface, text, application, emailDescription automatically generated]
 
   Step 14.                       Provide the PVS service account information.
 
   Step 15.                       Click Next.
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   Step 16.                       Set the Days between password updates to 7.
 
   Step 17.                       Click Next.
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   Step 18.                       Accept the network card settings.
 
   Step 19.                       Click Next.
 
   [image: A screenshot of a computerDescription automatically generated] 
 
   Step 20.                       Check the box for Use the Provisioning Services TFTP service.
 
   Step 21.                       Click Next.
 
   [image: A screenshot of a computerDescription automatically generated] 
 
   Step 22.                       Click Next.
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   Step 23.                       If Soap Server is used, provide details. 
 
   Step 24.                       Click Next.
 
    [image: Graphical user interfaceDescription automatically generated]
 
   Step 25.                       If desired, fill in Problem Report Configuration.
 
   Step 26.                       Click Next.
 
   [image: Graphical user interface, applicationDescription automatically generated]
 
   Step 27.                       Click Finish to start the installation process.
 
   [image: A screenshot of a computer programDescription automatically generated]
 
   Step 28.                       Click Done when the installation finishes.
 
   [image: Graphical user interface, text, applicationDescription automatically generated]
 
   Note:     Optionally, you can install the Provisioning Services console on the second PVS server following the procedure in the section Installing Provisioning Services.
 
   Step 29.                       After installing the one additional PVS server, launch the Provisioning Services Console to verify that the PVS Servers and Stores are configured and that DHCP boot options are defined.
 
   Step 30.                       Launch the Provisioning Services Console and select Connect to Farm.
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   Step 31.                       Enter localhost for the PVS1 server.
 
   Step 32.                       Click Connect.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Step 33.                       Select Store Properties from the drop-down list.
 
    [image: A screenshot of a computerDescription automatically generated]
 
   Step 34.                       In the Store Properties dialog, add the Default store path to the list of Default write cache paths. Click OK.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Step 35.                       Synchronize vDisk between the Local Stores of the Provisioning Service Servers using robocopy:
 
   robocopy <sourcepath> <destinationpath> /xo vdiskname.*
 
   Note:     Using a central storage solution for vDisks in a Citrix PVS environments can offer several compelling advantages in ease of management, scalability, and performance compared to the Local PVS store. Using Nutanix Files for PVS vDisk storage can significantly enhance the efficiency and reliability of your provisioning services. 
 
   Step 36.                       Select Load Balancing from the vDisk drop-down list
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   Step 37.                       Verify the vDisk is load balanced.
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   Procedure 5.     Nutanix AHV Plug-in for Citrix Provisioning Services
 
   Nutanix AHV Plug-in for Citrix is designed to create and manage VDI VMs in a Nutanix Acropolis infrastructure environment. The plug-in is developed based on the Citrix defined plug-in framework and must be installed on a Delivery Controller or Provisioning Server is hosted. Additional details on AHV Plug-in for Citrix can be found here.
 
   Step 1.    Download the latest version of the Nutanix AHV Plug-in for Citrix installer MSI (.msi) file NutanixAHV_Citrix_Plugin.msi from the Nutanix Support Portal.
 
   Step 2.    Double-click the NutanixAHV_Citrix_Plugin.msi installer file to start the installation wizard. At the welcome window, click Next.
 
   [image: A screenshot of a softwareDescription automatically generated]
 
   Step 3.    The End-User License Agreement screen details the software license agreement. To proceed with the installation, read the entire agreement, select I accept the terms in the license agreement and click Next.
 
   [image: A screenshot of a software agreementDescription automatically generated]
 
   Step 4.    Select the PVS AHV Plugin in the Setup Type dialog box and click Next.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Step 5.    Click Next to confirm installation folder location.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Step 6.    Select Yes, I agree at the Data Collection dialog box of the installation wizard to allow collection and transmission. Click Install.
 
    [image: A screenshot of a computer errorDescription automatically generated]
 
   Step 7.    Click Finish to complete the installation.
 
   
 
   Provision Virtual Desktop Machines
 
   This chapter contains the following:
 
   ●    Citrix Provisioning Services
 
   ●    Citrix Machine Creation Services
 
   ●    Create Delivery Groups
 
   ●    Citrix Virtual Apps and Desktops Policies and Profile Management
 
   [bookmark: _Toc46408748][bookmark: _Toc517789466][bookmark: _Toc516486758][bookmark: _Toc167439732][bookmark: Citrix_Provisioning_Services]Citrix Provisioning Services
 
   This section provides the procedures for Citrix Provisioning Service.
 
   Procedure 1.     Citrix Provisioning Services Citrix Virtual Desktop Setup Wizard - Create PVS Streamed Virtual Desktop Machines  
 
   Step 1.    Create Virtual Machine without disks or NICs (Nutanix does support a single CD-ROM if attached inside the snapshot template). Make sure to select only one core per CPU.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Step 2.    After [bookmark: _Hlk179459294]creating the VM (without disks or NICs), take a snapshot of the VM in the Prism Element web console.
 
   Step 3.    Start the Citrix Virtual Apps and Desktops Setup Wizard from the Provisioning Services Console.
 
   Step 4.    Right-click the Site.
 
   Step 5.    Select Citrix Virtual Desktop Setup Wizard… from the context menu.
 
   [image: A screenshot of a computerDescription automatically generated] 
 
   Step 6.    Click Next.
 
   [image: A screenshot of a computerDescription automatically generated] 
 
   Step 7.    Enter the address of the Citrix Virtual Desktop Controller that will be used for the wizard operations.
 
   Step 8.    Click Next.
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   Step 9.    Select the Host Resources that will be used for the wizard operations.
 
   Step 10.                       Click Next.
 
   [image: A screenshot of a computerDescription automatically generated] 
 
   Step 11.                       Provide the Citrix Virtual Desktop Controller credentials.
 
   Step 12.                       Click OK.
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   Step 13.                       Select the template created earlier.
 
   Step 14.                       Click Next.
 
    [image: A screenshot of a computerDescription automatically generated] 
 
   Step 15.                       Select the virtual disk (vDisk) that will be used to stream the provisioned virtual machines.
 
   Step 16.                       Click Next.
 
   [image: A screenshot of a computerDescription automatically generated]   
 
   Step 17.                       Select Create new catalog.
 
   Step 18.                       Provide a catalog name.
 
   Step 19.                       Click Next.
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   Step 20.                       Select Single-session OS for Machine catalog Operating System.
 
   Step 21.                       Click Next.
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   Step 22.                       Select random for the User Experience.
 
   Step 23.                       Click Next.
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   Step 24.                       On the Virtual machines dialog, specify the following:
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   Step 25.                       On the Virtual machines dialog, specify the following:
 
   ●    The number of virtual machines to create 
 
   Note:     Create a single virtual machine at first to verify the procedure. 
 
   ●    2 as Number of vCPUs for the virtual machine
 
   ●    4096 MB as the amount of memory for the virtual machine 
 
   ●    10 GB as the Local write cache disk
 
   Step 26.                       Click Next.
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   Step 27.                       Select AHV Container for desktop provisioning.
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   Step 28.                       Select Create new accounts.
 
   Step 29.                       Click Next.
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   Step 30.                       Specify the Active Directory Accounts and Location. This is where the wizard should create computer accounts.
 
   Step 31.                       Provide the Account naming scheme. An example name is shown below the naming scheme selection location in the text box.
 
   Step 32.                       Click Next.
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   Step 33.                       Verify the information on the Summary screen.
 
   Step 34.                       Click Finish to begin the virtual machine creation.
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   Step 35.                       When the wizard is done provisioning the virtual machines, click Done.
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   Step 36.                       When the wizard is done provisioning the virtual machines, verify the Machine Catalog on the Citrix Virtual Apps and Desktops Controller.
 
   [bookmark: _Toc167439733][bookmark: Citrix_Machine_Creation_Services][bookmark: _Toc46408749][bookmark: _Toc517789467][bookmark: _Toc516486759]Citrix Machine Creation Services
 
   This section provides the procedures to set up and configure Citrix Machine creation services.
 
   Procedure 1.     Machine Catalog Setup (Single-Session OS)
 
   Step 1.    Connect to a Citrix Virtual Apps and Desktops server and launch Citrix Studio.  
 
   Step 2.    Select Create Machine Catalog from the Actions pane.
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   Step 3.    Click Next.
 
   [image: A screenshot of a computerDescription automatically generated] 
 
   Step 4.    Select Single-session OS.
 
   Step 5.    Click Next.
 
    
 
   Step 6.    Select the appropriate machine management.
 
   Step 7.    Click Next.
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   Step 8.    Select (static and dedicated) for Desktop Experience.
 
   Step 9.    Click Next.
 
   
 
   Step 10.                       Select the container for vDisk placement and click Next.
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   Step 11.                       Select a Virtual Machine to be used for Catalog Master Image. 
 
   Step 12.                       Click Next.
 
    
 
   Step 13.                       Specify the number of desktops to create and machine configuration.
 
   Step 14.                       Set amount of memory (MB) to be used by virtual desktops.
 
   Step 15.                       Set vCPU and cores to be used by virtual desktops.
 
   Step 16.                       Click Next.
 
   
 
   Step 17.                       Specify the AD account naming scheme and OU where accounts will be created.
 
   Step 18.                       Click Next.
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   Step 19.                       On the Summary page specify Catalog name and click Finish to start the deployment.
 
    
 
   Procedure 2.     Machine Catalog Setup Machine (Multi-Session OS)
 
   Step 1.    Connect to a Citrix Virtual Apps and Desktops server and launch Citrix Studio.  
 
   Step 2.    Select Create Machine Catalog from the Actions pane.
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   Step 3.    Click Next.
 
   [image: A screenshot of a computerDescription automatically generated] 
 
   Step 4.    Select Multi-session OS.
 
   Step 5.    Click Next.
 
    
 
   Step 6.    Select the appropriate machine management.
 
   Step 7.    Click Next.
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   Step 8.    Select Container for disk placement. 
 
   Step 9.    Click Next.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Step 10.                       Select a Virtual Machine to be used for Catalog Master Image. 
 
   Step 11.                       Click Next.
 
   [image: A screenshot of a computerDescription automatically generated] 
 
   Step 12.                       Specify the number of desktops to create and machine configuration.
 
   Step 13.                       Set the amount of memory (MB) to be used by virtual desktops.
 
   Step 14.                       Select the number of vCPUs and cores.
 
   Step 15.                       Click Next.
 
   
 
   Step 16.                       Specify the AD account naming scheme and OU where accounts will be created.
 
   Step 17.                       Click Next.
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   Step 18.                       On the Summary page specify Catalog name and click Finish to start the deployment.
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   [bookmark: _Toc167439734][bookmark: Create_Delivery_Groups][bookmark: _Toc46408750][bookmark: _Toc517789468][bookmark: _Toc516486760]Create Delivery Groups
 
   Delivery Groups are collections of machines that control access to desktops and applications. With Delivery Groups, you can specify which users and groups can access which desktops and applications.
 
   Procedure 1.     Create Delivery Groups 
 
   This procedure details how to create a Delivery Group for persistent VDI desktops. When you have completed these steps, repeat the procedure for a Delivery Group for RDS desktops.
 
   Step 1.    Connect to a Citrix Virtual Apps and Desktops server and launch Citrix Studio.  
 
   Step 2.    Select Create Delivery Group from the drop-down list.
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   Step 3.    Click Next.
 
   
 
   Step 4.    Specify the Machine Catalog and increment the number of machines to add.
 
   Step 5.    Click Next.
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   Step 6.    Specify what the machines in the catalog will deliver: Desktops, Desktops and Applications, or Applications.
 
   Step 7.    Select Desktops.
 
   Step 8.    Click Next.
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   Step 9.    You must add users to make the Delivery Group accessible. Select Allow any authenticated users to use this Delivery Group.
 
   Note:     User assignment can be updated any time after Delivery group creation by accessing Delivery group properties in Desktop Studio.
 
   Step 10.                       Click Next.
 
   
 
   Step 11.                       Click Next (no applications are used in this design).
 
   
 
   Step 12.                       Enable Users to access the desktops.
 
   Step 13.                       Click Next.
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   Step 14.                       On the Summary dialog, review the configuration. Enter a Delivery Group name and a Description (Optional).
 
   Step 15.                       Click Finish.
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   Citrix Studio lists the created Delivery Groups as well as the type, number of machines created, sessions, and applications for each group in the Delivery Groups tab.
 
   Step 16.                       From the drop-down list, select Turn on Maintenance Mode.
 
   [bookmark: _Toc167439735][bookmark: Citrix_Virtual_Apps_Desktops_Policies][bookmark: _Toc46408751][bookmark: _Toc517789469][bookmark: _Toc516486761]Citrix Virtual Apps and Desktops Policies and Profile Management
 
   Policies and profiles allow the Citrix Virtual Apps and Desktops environment to be easily and efficiently customized. 
 
   [bookmark: _Toc46408752][bookmark: _Toc517789470][bookmark: _Toc516486762]Configure Citrix Virtual Apps and Desktops Policies
 
   Citrix Virtual Apps and Desktops policies control user access and session environments, and are the most efficient method of controlling connection, security, and bandwidth settings. You can create policies for specific groups of users, devices, or connection types with each policy. Policies can contain multiple settings and are typically defined through Citrix Studio. The policy used in testing was generated from the Higher Server Scalability Template with the additional setting shown in Table7.
 
   The Windows Group Policy Management Console can also be used if the network environment includes Microsoft Active Directory and permissions are set for managing Group Policy Objects. 
 
   Figure 8 shows the policies for Login VSI testing in this CVD.
 
    
    [bookmark: _Ref8564159] 
    [bookmark: Fig8]Figure 8. 
           Citrix Virtual Apps and Desktops Policy 
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    [bookmark: Fig9]Figure 9. 
           Delivery Controllers Policy 
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   [bookmark: Table7][bookmark: Table6]Table 6.     Additional testing policy settings
 
    
     
      
       
       	 Setting 
  
       	 Value
  
      
 
      
      
       
       	 HX Adaptive Transport
  
       	 Off
  
      
 
       
       	 Client Fixed Drives
  
       	 Prohibited
  
      
 
       
       	 Client Optical Drives
  
       	 Prohibited
  
      
 
       
       	 Client Network Drives
  
       	 Prohibited
  
      
 
       
       	 Client Removable Drives
  
       	 Prohibited
  
      
 
       
       	 Use Video Codec for compression
  
       	 Do not use video codec
  
      
 
       
       	 View window contents while dragging
  
       	 Prohibited
  
      
 
       
       	 Windows Media fallback prevention
  
       	 Play all content
  
      
 
      
    
 
   
 
   [bookmark: Validate][bookmark: Validation][bookmark: _Toc94534592]Validate
 
   This chapter contains the following:
 
   ●    Test Methodology and Success Criteria
 
   ●    Test Procedure
 
   [bookmark: Test_Methodology_Success_Criteria]Test Methodology and Success Criteria
 
   All validation testing was conducted on-site within the Cisco labs in San Jose, California.
 
   The testing results focused on the entire virtual desktop lifecycle by capturing metrics during desktop boot-up, user logon and virtual desktop acquisition (also referred to as ramp-up), user workload execution (also referred to as steady state), and user logoff for the RDSH/VDI Session under test.
 
   Test metrics were gathered from the virtual desktop, storage, and load generation software to assess the overall success of an individual test cycle. Each test cycle was not considered passing unless all the planned test users completed the ramp-up and steady-state phases (described below) and unless all metrics were within the permissible thresholds as noted as success criteria.
 
   Three successfully completed test cycles were conducted for each hardware configuration, and results were relatively consistent from one test to the next.
 
   You can obtain additional information and a free test license from http://www.loginvsi.com
 
   [bookmark: Test_Procedure][bookmark: _Toc167439740]Test Procedure
 
   [bookmark: _Toc167439741][bookmark: Pre_Test_Setup_Single_Multi_Blade]Pre-Test Setup for Single and Multi-Blade Testing
 
   All virtual machines were shut down utilizing the Citrix Studio.
 
   All Launchers for the test were shut down. They were then restarted in groups of 10 each minute until the required number of launchers were running with the Login Enterprise UI started and registered with Login Enterprise Virtual Appliance.
 
   [bookmark: _Toc167439742][bookmark: Test_Run_Protocol]Test Run Protocol
 
   To simulate real-world environments, Cisco requires the log-on and start-work sequence, known as Ramp Up, to be completed in 48 minutes. For testing, we deem the test run successful with up to 1% session failure rate.
 
   In addition, Cisco performs three consecutive load tests with knowledge worker workload for all single server and scale testing. This assures that our tests represent real-world scenarios. For each of the three consecutive runs on single server tests, the same process was followed. 
 
   To do so, follow these steps: 
 
   1.     Time 0:00:00 Start Performance Logging on the following system:
 
   a.     Prism Element used in the test run.
 
   2.     All Infrastructure virtual machines used in test run (AD, SQL, brokers, image mgmt., and so on)
 
   3.     Time 0:00:10 Start Storage Partner Performance Logging on Storage System if used in the test.
 
   4.     Time 0:05: Boot Virtual Desktops/RDS Virtual Machines using Citrix Studio. 
 
   5.     The boot rate should be around 10-12 virtual machines per minute per server.
 
   6.     Time 0:06 First machines boot.
 
   7.     Time 0:30 Single Server or Scale target number of desktop virtual machines booted on 1 or more blades.
 
   8.     No more than 30 minutes for boot up of all virtual desktops is allowed.
 
   9.     Time 0:35 Single Server or Scale target number of desktop virtual machines desktops registered in Citrix Studio.
 
   10.  Virtual machine settling time.
 
   11.  No more than 60 Minutes of rest time is allowed after the last desktop is registered on the Citrix Studio. Typically, a 30-45-minute rest period is sufficient. 
 
   12.  Time 1:35 Start Login Enterprise Load Test, with Single Server or Scale target number of desktop virtual machines utilizing a sufficient number of Launchers (at 20-25 sessions/Launcher).
 
   13.  Time 2:23 Single Server or Scale target number of desktop virtual machines desktops launched (48 minute benchmark launch rate).
 
   14.  Time 2:25 All launched sessions must become active. 
 
   15.  Time 2:40 Login Enterprise Load Test Ends (based on Auto Logoff 15 minutes period designated above).
 
   16.  Time 2:55 All active sessions logged off.
 
   17.  Time 2:57 All logging terminated; Test complete.
 
   18.  Time 3:15 Copy all log files off to archive; Set virtual desktops to maintenance mode through broker; Shutdown all Windows machines.
 
   19.  Time 3:30 Reboot all hypervisor hosts.
 
   20.  Time 3:45 Ready for the new test sequence.
 
   [bookmark: _Toc167439743][bookmark: Success_Criteria]Success Criteria
 
   Our pass criteria for this testing is as follows:
 
   ●    Cisco will run tests at a session count level that effectively utilizes the blade capacity measured by CPU utilization, memory utilization, storage utilization, and network utilization. We will use Login Enterprise to launch Knowledge Worker workloads. The number of launched sessions must equal active sessions within two minutes of the last session launched in a test as observed on the Login Enterprise Web Management console.
 
   The Citrix Studio will be monitored throughout the steady state to make sure of the following:
 
   ●    All running sessions report In Use throughout the steady state
 
   ●    No sessions move to unregistered, unavailable, or available state at any time during steady state
 
   ●    Within 20 minutes of the end of the test, all sessions on all launchers must have logged out automatically.
 
   ●    Cisco requires three consecutive runs with results within +/-1% variability to pass the Cisco Validated Design performance criteria. 
 
   We will publish Cisco Validated Designs with our recommended workload following the process above and will note that we did not reach a VSImax dynamic in our testing. Cisco Compute Hyperconverged with Nutanix in Intersight Standalone Mode and Citrix Virtual Apps and Desktops 2203 LTSR Test Results.
 
   The purpose of this testing is to provide the data needed to validate CVAD Remote Desktop Sessions (RDS) and CVAD Virtual Desktop (VDI) PVS streamed and CVAD (VDI) MCS provisioned full-clones using CCH with Nutanix in ISM to virtualize Microsoft Windows 11 desktops and Microsoft Windows Server 2022 sessions on Cisco UCS HCIAF240C M7 Servers.
 
   The information contained in this section provides data points that a customer may reference in designing their own implementations. These validation results are an example of what is possible under the specific environment conditions outlined here, and do not represent the full characterization of Cisco and Citrix products.
 
   Four test sequences, each containing three consecutive test runs generating the same result, were performed to establish single blade performance and multi-blade, linear scalability.
 
   [bookmark: _Toc167439744][bookmark: About_Login_VSI]About Login VSI
 
   Login VSI helps organizations proactively manage the performance, cost, and capacity of their virtual desktops and applications wherever they reside – traditional, hybrid, or in the cloud. The Login Enterprise platform is 100% agentless and can be used in all major VDI and DaaS environments, including Citrix, VMware, and Microsoft. With 360° proactive visibility, IT teams can plan and maintain successful digital workplaces with less cost, fewer disruptions, and lower risk. Founded in 2012, Login VSI is headquartered in Boston, Massachusetts, and Amsterdam, Netherlands. Visit www.loginvsi.com. 
 
   [bookmark: _Toc167439745][bookmark: Login_Enterprise]Login Enterprise
 
   Login Enterprise, by Login VSI, is the industry-standard software used to simulate a human-centric workload used for the purpose of benchmarking the capacity and performance of a VDI solutions. The performance testing documented in this Reference Architecture utilized the Login Enterprise benchmarking tool (https://www.loginvsi.com/platform/). The virtual user technology of Login Enterprise simulates real-world users performing real-world tasks while measuring the time required for each interaction. Login Enterprise assesses desktop performance, application performance, and user experience to determine the overall responsiveness of the VDI solution. Using Login Enterprise for VDI capacity planning helps to determine the optimal hardware configuration to support the desired number of users and applications.
 
   About the EUX Score
 
   The Login Enterprise End-User Experience (EUX) Score is a unique measurement that provides an accurate and realistic evaluation of user experience in virtualized or physical desktop environments. The score is based on metrics that represent system resource utilization and application responsiveness. The results are then combined to produce an overall score between 1 and 10 that closely correlates with the real user experience. See the table below for general performance guidelines with respect to the EUX Score.
 
    
     
      
       
       	 Score 
  
       	 Assessment
  
      
 
      
      
       
       	 Greater than 8.5
  
       	 Excellent
  
      
 
       
       	 7.5-8.5
  
       	 Very Good
  
      
 
       
       	 6.5 – 7.5
  
       	 Good
  
      
 
       
       	 5.5 – 6.5
  
       	 Fair
  
      
 
       
       	 Less than 5.5
  
       	 Poor
  
      
 
      
    
 
   
 
   See the following article for more information: https://support.loginvsi.com/hc/en-us/articles/4408717958162-Login-Enterprise-EUX-Score- 
 
   About VSImax
 
   The Login Enterprise VSImax is a performance metric used to measure the maximum user capacity or scalability of a virtualized desktop infrastructure (VDI) environment. The EUX Score is used to determine the VSImax, and it represents the maximum number of virtual users that can be supported by the infrastructure while still maintaining acceptable performance levels.
 
   Login Enterprise Workloads
 
   Login Enterprise Workloads are human-centric workloads designed to simulate a user interacting with predetermined applications in a human-paced way. The industry-standard workloads that come with Login Enterprise are Knowledge Worker and Task Worker. These workloads are based on the Microsoft Office suite and popular browsers used in the enterprise. Other workloads are available from Login VSI. 
 
   Knowledge worker
 
   An enterprise knowledge worker is a medium to heavy duty productivity user that regularly uses a web browser, an email client, and specializes in a wide range of software to create spreadsheets, documents, and presentations. It is common for knowledge workers to have multiple applications and browsers open at once, regularly switching between these applications. The knowledge worker expects a responsive user experience and has little tolerance for variation in performance.  
 
   Task worker 
 
   An enterprise task worker is a light duty productivity user that regularly uses a static web browser to access internal sites, an email client and an application that is the basis for their task. Task workers stay focused on the task at hand and switch between apps on occasion. The task worker is tolerant of some workspace lag. Task workers often take the form of data processing workers, call center agents, tellers, and receptionists. 
 
   [bookmark: _Toc167439737]Test Setup, Configuration, and Load Recommendation
 
   This chapter contains the following:
 
   ●    Cisco UCS Test Configuration for Single Blade Scalability
 
   ●    Cisco UCS Test Configuration for Full Scale Testing
 
   We tested a single Cisco UCS HCIAF240C M7 server and four Cisco UCS HCIAF240C M7 servers in a four-node cluster to illustrate linear scalability for each workload use case studied.
 
   [bookmark: _Toc167439738][bookmark: Cisco_UCS_Test_Config_Single_Blade]Cisco UCS Test Configuration for Single Blade Scalability
 
   This test case validates the Recommended Maximum Workload per host server using Citrix Virtual Apps and Desktops 2203 LTSR with 224 Multi-session and 200 Single-session OS sessions.
 
    
    [bookmark: Fig10]Figure 10. 
        Test Configuration for Single Server Scalability Citrix Virtual Apps and Desktops 2203 LTSR MCS Single-session OS machine VDAs 
   
 
   
 
    
    [bookmark: Fig11]Figure 11. 
        Test configuration for Single Server Scalability Citrix Virtual Apps and Desktops 2203 LTSR PVS Single-session OS machine VDAs 
   
 
   
 
    
    [bookmark: Fig12]Figure 12. 
        Test configuration for Single Server Scalability Citrix Virtual Apps and Desktops 2203 LTSR MCS Multi-session OS machine VDAs 
   
 
   
 
   [bookmark: _Hlk178246560]Hardware components
 
   ●    1 Cisco UCS [bookmark: _Hlk178578495]HCIAF240C M7 All-NVMe/All-Flash Server with Intel(R) Xeon(R) Gold I6454S CPU 2.2GHz 32-core processors, 1TB 4800MHz RAM, 6 3.8TB 2.5 NVMe High Perf Medium Endurance for all cluster servers
 
   ●    2 Cisco Nexus 93180YC-FX Access Switches
 
   Software component:
 
   ●    Cisco UCS C-Series 4.3(3.240043)
 
   ●    AOS 6.8.0.1
 
   ●    AHV 20230302.100187 for host blades
 
   ●    Prism Central 2024.1.0.1
 
   ●    Nutanix AHV Plugin 2.7.7
 
   ●    Citrix Virtual Apps and Desktops 2203 LTSR
 
   ●    Microsoft SQL Server 2019 
 
   ●    Microsoft Windows 11 64 bit (22H2), 2vCPU, 4 GB RAM, 64 GB HDD (master)
 
   ●    Microsoft Windows Server 2022 (21H2), 4vCPU, 24GB RAM, 90 GB vDisk (master)
 
   ●    Microsoft Office 2021 64-bit
 
   ●    FSLogix 2210 hotfix 3
 
   ●    Login Enterprise 5.11.12 Knowledge Worker Workload
 
   [bookmark: _Toc167439739][bookmark: Cisco_UCS_Test_Configuration_Full_Scale]Cisco UCS Test Configuration for Full Scale Testing
 
   These test cases validate eight blades in a cluster hosting three distinct workloads using Citrix Virtual Apps and Desktops 2203 LTSR with:
 
   ●    600 MCS Single-session OS sessions
 
   ●    600 PVS Single-session OS sessions
 
   ●    672 MSC Multi-session OS sessions
 
   Note:     Server N+1 fault tolerance is factored into this solution for the cluster/workload. 
 
    
    [bookmark: Fig13]Figure 13. 
        Test Configuration for Full Scale Citrix Virtual Apps and Desktops 2203 LTSR MCS Single-session OS machine VDAs 
   
 
   
 
    
    [bookmark: Fig14]Figure 14. 
        Test Configuration for Full Scale Citrix Virtual Apps and Desktops 2203 LTSR PVS Single-session OS machine VDAs 
   
 
   
 
    
    [bookmark: Fig15]Figure 15. 
        Test Configuration for Full Scale Citrix Virtual Apps and Desktops 2203 LTSR MCS Multi-session OS machine VDAs 
   
 
   
 
   [bookmark: _Toc167439746]Hardware components
 
   ●    4 Cisco UCS HCIAF240C M7 All-NVMe/All-Flash Server with Intel(R) Xeon(R) Gold I6454S CPU 2.2GHz 32-core processors, 1TB 4800MHz RAM, 6 3.8TB 2.5 NVMe High Perf Medium Endurance for all cluster servers
 
   ●    2 Cisco Nexus9000 C93180YC-FX Access Switches
 
   Software components
 
   ●    Cisco UCS C-Series 4.3(3.240043)
 
   ●    AOS 6.8.0.1
 
   ●    AHV 20230302.100187 for host blades
 
   ●    Prism Central 2024.1.0.1
 
   ●    Nutanix AHV Plugin 2.7.7
 
   ●    Citrix Virtual Apps and Desktops 2203 LTSR
 
   ●    Microsoft SQL Server 2019 
 
   ●    Microsoft Windows 11 64 bit (22H2), 2vCPU, 4 GB RAM, 64 GB HDD (master)
 
   ●    Microsoft Windows Server 2022 (21H2), 4vCPU, 24GB RAM, 90 GB vDisk (master)
 
   ●    Microsoft Office 2021 64-bit
 
   ●    FSLogix 2210 hotfix 3
 
   ●    Login Enterprise 5.11.12 Knowledge Worker Workload
 
   Test Results
 
   This chapter contains the following:
 
   ●    Single-Server Recommended Maximum Workload Testing
 
   ●    Full Scale Workload Testing
 
   [bookmark: _Toc167439747][bookmark: Single_Server_Recommended_Maximum_Test]Single-Server Recommended Maximum Workload Testing
 
   This section shows the key performance metrics that were captured on the Cisco UCS host blades during the single server testing to determine the Recommended Maximum Workload per host server. The single server testing comprised of following tests: 
 
   ●    200 MCS Single-session OS sessions (Static)
 
   ●    200 PVS Single-session OS sessions (Random)
 
   ●    224 MCS Multi-session OS sessions (Random)
 
   Single-Server Recommended Maximum Workload for MCS Single-session OS Static Sessions with 200 Users
 
   The recommended maximum workload for a Cisco UCS HCIAF240C M7 server with dual Intel(R) Xeon(R) Gold I6454S CPU 2.2GHz 32-core processors, 1TB 4800MHz RAM is 200 Windows 11 64-bit persistent MCS virtual machines with 2 vCPU and 4 GB RAM.
 
   Login VSI performance data is shown below.
 
    
    [bookmark: Fig16]Figure 16. 
        Single Server | Citrix Virtual Apps and Desktops 2203 LTSR MCS Single-session OS machine VDAs | EUX Score 
   
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Performance data for the server running the workload is shown below.
 
    
    [bookmark: Fig17]Figure 17. 
        Single Server | Citrix Virtual Apps and Desktops 2203 LTSR MCS Single-session OS machine VDAs | Host CPU Utilization 
   
 
   
 
    
    [bookmark: Fig18]Figure 18. 
        Single Server | Citrix Virtual Apps and Desktops 2203 LTSR MCS Single-session OS machine VDAs | Host Memory Utilization 
   
 
   
 
    
    [bookmark: Fig19]Figure 19. 
        Single Server | Citrix Virtual Apps and Desktops 2203 LTSR MCS Single-session OS machine VDAs | Host Network Utilization 
   
 
   
 
   Single-Server Recommended Maximum Workload for PVS Single-session OS Random Sessions with 200 Users
 
   The recommended maximum workload for a Cisco UCS HCIAF240C M7 server with dual Intel(R) Xeon(R) Gold I6454S CPU 2.2GHz 32-core processors, 1TB 4800MHz RAM is 200 Windows 11 64-bit VDI non-persistent PVS virtual machines with 2 vCPU and 4GB RAM.
 
   Login VSI performance data is as shown below.
 
    
    [bookmark: Fig20]Figure 20. 
        Single Server | Citrix Virtual Apps and Desktops 2203 LTSR PVS Single-session OS machine VDAs | EUX Score 
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   Performance data for the server running the workload is shown below.
 
    
    [bookmark: Fig21]Figure 21. 
        Single Server Recommended Maximum Workload | Citrix Virtual Apps and Desktops 2203 LTSR PVS Single-session OS machine VDAs | Host CPU Utilization 
   
 
   
 
    
    [bookmark: Fig22]Figure 22. 
        Single Server Recommended Maximum Workload | Citrix Virtual Apps and Desktops 2203 LTSR PVS Single-session OS machine VDAs | Host Memory Utilization 
   
 
   
 
    
    [bookmark: Fig23]Figure 23. 
        Single Server | Citrix Virtual Apps and Desktops 2203 LTSR PVS Single-session OS machine VDAs | Host Network Utilization 
   
 
   
 
   Single-Server Recommended Maximum Workload for MCS Multiple-session OS Random Sessions with 224 Users
 
   The recommended maximum workload for a Cisco UCS HCIAF240C M7 server with dual Intel(R) Xeon(R) Gold I6454S CPU 2.2GHz 32-core processors, 1TB 4800MHz RAM is 224 Windows Server 2022 sessions. The blade server ran 32 Windows Server 2022 Virtual Machines. Each virtual server was configured with 4 vCPUs and 24GB RAM.
 
   LoginVSI data is shown below.
 
    
    [bookmark: Fig24]Figure 24. 
        Single Server Recommended Maximum Workload | Citrix Virtual Apps and Desktops 2203 LTSR MCS Multi-session OS machine VDAs | EUX Score 
   
 
   [image: A screenshot of a computerDescription automatically generated]
 
   Performance data for the server running the workload is shown below.
 
    
    [bookmark: Fig25]Figure 25. 
        Single Server Recommended Maximum Workload Citrix Virtual Apps and Desktops 2203 LTSR MCS Multi-session OS machine VDAs | Host CPU Utilization 
   
 
   
 
    
    [bookmark: Fig26]Figure 26. 
        Single Server Recommended Maximum Workload | Citrix Virtual Apps and Desktops 2203 LTSR MCS Multi-session OS machine VDAs | Host Memory Utilization 
   
 
   
 
    
    [bookmark: Fig27]Figure 27. 
        Single Server | Citrix Virtual Apps and Desktops 2203 LTSR MCS Multi-session OS machine VDAs | Host Network Utilization 
   
 
   
 
   Performance data for the RDS Virtual Machine running the workload is shown below.
 
    
    [bookmark: Fig28]Figure 28. 
        Single Server Recommended Maximum Workload | Citrix Virtual Apps and Desktops 2203 LTSR MCS Multi-session OS machine VDAs | Virtual Machine CPU Utilization 
   
 
   
 
    
    [bookmark: Fig29]Figure 29. 
        Single Server Recommended Maximum Workload | Citrix Virtual Apps and Desktops 2203 LTSR MCS Multi-session OS machine VDAs | Virtual Machine Memory Utilization 
   
 
   
 
    
    [bookmark: Fig30]Figure 30. 
        Single Server Recommended Maximum Workload | Citrix Virtual Apps and Desktops 2203 LTSR MCS Multi-session OS machine VDAs | Network Utilization 
   
 
   
 
   [bookmark: Full_Scale_Workload_Testing][bookmark: _Toc167439748]Full Scale Workload Testing 
 
   This section describes the key performance metrics that were captured on the Cisco UCS, during the full-scale testing. Full Scale testing was done with following Workloads using four Cisco UCS HCIAF240C M7 Servers configured in a single four-server cluster, and designed to support single Host failure (N+1 Fault tolerance):
 
   ●    600 MCS Single-session OS sessions (Static)
 
   ●    600 PVS Single-session OS sessions (Random)
 
   ●    672 MCS Multi-session OS sessions (Random
 
   To achieve the target, sessions were launched against each workload set. As per the Cisco Test Protocol for VDI solutions, all sessions were launched within 48 minutes (using the official Knowledge Worker Workload), and all launched sessions became active within two minutes after the last logged-in session.
 
   Full Scale Recommended Maximum Workload Testing for MCS Single-session OS Machine VDAs with 600 Users
 
   This section describes the key performance metrics captured on the Cisco UCS during the full-scale testing with 600 MCS Single-session OS machines using four servers in a single cluster.
 
   The workload for the test is 600 Persistent VDI users. To achieve the target, sessions were launched concurrently against all workload hosts. As per the Cisco Test Protocol for VDI solutions, all sessions were launched within 48 minutes (using the official Knowledge Worker Workload) and all launched sessions became active within two minutes subsequent to the last logged-in session.
 
   The configured system efficiently and effectively delivered the following results:
 
    
    [bookmark: Fig31]Figure 31. 
        Full Scale | 600 Users | Citrix Virtual Apps and Desktops 2203 LTSR MCS Single-session OS machine VDAs| EUX Score 
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    [bookmark: Fig32]Figure 32. 
        Full Scale | 600 Users | Citrix Virtual Apps and Desktops 2203 LTSR MCS Single-session OS machine VDAs | Host CPU Utilization 
   
 
   
 
    
    [bookmark: Fig33]Figure 33. 
        Full Scale | 600 Users | Citrix Virtual Apps and Desktops 2203 LTSR MCS Single-session OS machine VDAs | Host Memory Utilization 
   
 
   
 
    
    [bookmark: Fig34]Figure 34. 
        Full Scale | 600 Users | Citrix Virtual Apps and Desktops 2203 LTSR MCS Single-session OS machine VDAs | Host Network Utilization RX 
   
 
   
 
    
    [bookmark: Fig35]Figure 35. 
        Full Scale | 600 Users | Citrix Virtual Apps and Desktops 2203 LTSR MCS Single-session OS machine VDAs | Host Network Utilization TX 
   
 
   
 
    
    [bookmark: Fig36]Figure 36. 
        Full Scale | 600 Users | Citrix Virtual Apps and Desktops 2203 LTSR MCS Single-session OS machine VDAs | Avg Read Latency Chart msec 
   
 
   
 
    
    [bookmark: Fig37]Figure 37. 
        Full Scale | 600 Users | Citrix Virtual Apps and Desktops 2203 LTSR MCS Single-session OS machine VDAs | Avg Write Latency Chart msec 
   
 
   
 
    
    [bookmark: Fig38]Figure 38. 
        Full Scale | 600 Users | Citrix Virtual Apps and Desktops 2203 LTSR MCS Single-session OS machine VDAs | Read IOPS Chart 
   
 
   
 
    
    [bookmark: Fig58] 
    [bookmark: Fig39]Figure 39. 
        Full Scale | 600 Users | Citrix Virtual Apps and Desktops 2203 LTSR MCS Single-session OS machine VDAs | Write IOPS Chart 
   
 
   
 
   [bookmark: Fig59]Full Scale Recommended Maximum Workload Testing for PVS Single-session OS Machine VDAs with 600 Users
 
   This section describes the key performance metrics that were captured on the Cisco UCS using the persistent desktop full-scale testing with 600 PVS Single-session OS machines using four servers in a single cluster.
 
   The workload for the test is 600 Non-Persistent VDI users. To achieve the target, sessions were launched concurrently against all workload clusters. As per the Cisco Test Protocol for VDI solutions, all sessions were launched within 48 minutes (using the official Knowledge Worker Workload in VSI Benchmark Mode), and all launched sessions became active within two minutes after the last logged-in session.
 
   The configured system efficiently and effectively delivered the following results: 
 
    
    [bookmark: Fig60] 
    [bookmark: Fig40]Figure 40. 
        Full Scale | 600 Users | Citrix Virtual Apps and Desktops 2203 LTSR PVS Single-session OS machine VDAs | EUX Score 
   
 
   [image: A screenshot of a computerDescription automatically generated]
 
    
    [bookmark: Fig61] 
    [bookmark: Fig41]Figure 41. 
        Full Scale | 600 Users | Citrix Virtual Apps and Desktops 2203 LTSR PVS Single-session OS machine VDAs | Host CPU Utilization 
   
 
   
 
    
    [bookmark: Fig62] 
    [bookmark: Fig42]Figure 42. 
        Full Scale | 600 Users | Citrix Virtual Apps and Desktops 2203 LTSR PVS Single-session OS machine VDAs | Host Memory Utilization 
   
 
   
 
    
    [bookmark: Fig63] 
    [bookmark: Fig43]Figure 43. 
        Full Scale | 600 Users | Citrix Virtual Apps and Desktops 2203 LTSR PVS Single-session OS machine VDAs | Host Network Utilization RX 
   
 
   
 
    
    [bookmark: Fig44]Figure 44. 
        Full Scale | 600 Users | Citrix Virtual Apps and Desktops 2203 LTSR PVS Single-session OS machine VDAs | Host Network Utilization TX 
   
 
   
 
    
    [bookmark: Fig64] 
    [bookmark: Fig45]Figure 45. 
        Full Scale | 600 Users | Citrix Virtual Apps and Desktops 2203 LTSR PVS Single-session OS machine VDAs | Read Latency Chart msec 
   
 
   
 
    
    [bookmark: Fig46]Figure 46. 
        Full Scale | 600 Users | Citrix Virtual Apps and Desktops 2203 LTSR PVS Single-session OS machine VDAs | Write Latency Chart msec 
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    [bookmark: Fig47]Figure 47. 
        Full Scale | 600 Users | Citrix Virtual Apps and Desktops 2203 LTSR PVS Single-session OS machine VDAs | Read IOPS Chart 
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    [bookmark: Fig48]Figure 48. 
        Full Scale | 600 Users | Citrix Virtual Apps and Desktops 2203 LTSR PVS Single-session OS machine VDAs | Read IOPS Chart 
   
 
   
 
   [bookmark: Fig67]Full Scale Recommended Maximum Workload for MCS Multi-session OS Random Sessions with 672 Users
 
   This section describes the key performance metrics captured on the Cisco UCS during the MCS multi-session OS full-scale testing with 672 desktop sessions using four servers in a single cluster.
 
   The solution’s multi-session OS workload is 672 users. To achieve the target, sessions were launched against all workload clusters concurrently. As per the Cisco Test Protocol for VDI solutions, all sessions were launched within 48 minutes (using the official Knowledge Worker Workload), and all launched sessions became active within two minutes after the last logged-in session.
 
   The configured system efficiently and effectively delivered the following results:
 
    
    [bookmark: Fig68] 
    [bookmark: Fig49]Figure 49. 
        Full Scale | 672 Users | Citrix Virtual Apps and Desktops 2203 LTSR MCS Multi-session OS machine VDAs | EUX Score 
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    [bookmark: Fig69] 
    [bookmark: Fig50]Figure 50. 
        Full Scale | 672 Users | Citrix Virtual Apps and Desktops 2203 LTSR MCS Multi-session OS machine VDAs | Host CPU Utilization 
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    [bookmark: Fig51]Figure 51. 
        Full Scale | 672 Users | Citrix Virtual Apps and Desktops 2203 LTSR MCS Multi-session OS machine VDAs | Host Memory Utilization 
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    [bookmark: Fig52]Figure 52. 
        Full Scale | 672 Users | Citrix Virtual Apps and Desktops 2203 LTSR MCS Multi-session OS machine VDAs | Read Latency Chart 
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        Full Scale | 672 Users | Citrix Virtual Apps and Desktops 2203 LTSR MCS Multi-session OS machine VDAs | Write Latency Chart 
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    [bookmark: Fig54]Figure 54. 
        Full Scale | 672 Users | Citrix Virtual Apps and Desktops 2203 LTSR MCS Multi-session OS machine VDAs | Read IOPS Chart 
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    [bookmark: Fig55]Figure 55. 
        Full Scale | 672 Users | Citrix Virtual Apps and Desktops 2203 LTSR PVS Multi-session OS machine VDAs | Write IOPS Chart 
   
 
   
 
   [bookmark: Conclusion][bookmark: Fig74][bookmark: Fig75]Conclusion
 
   Compute Hyperconverged with Nutanix in Intersight Standalone Mode, offers a reliable and robust solution for enterprise end-user computing deployments. This hyper-converged infrastructure provides compute density, storage capacity, and expandability in a single system to support a wide range of workloads in your data center.
 
   Cisco Intersight makes it easy to deploy the Cisco Compute Hyperconverged with Nutanix in Intersight Standalone Mode. It simplifies the deployment process, reduces project risk and IT costs, as well as enhances visibility and orchestration across the entire data center, allowing you to modernize your infrastructure and operations.
 
   Compute Hyperconverged with Nutanix in Intersight Standalone Mode on Cisco Compute Hyperconverged HCIAF240C M7 Servers with 4th Gen Xeon processors has undergone validation using industry-standard benchmarks, ensuring it meets the highest performance, management, scalability, and resilience standards. It makes an ideal choice for customers seeking enterprise-class hyper-converged infrastructure for virtual desktop infrastructure (VDI) deployments and allows you to focus on your core business objectives.
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   [bookmark: Appendices][bookmark: _Toc94534595]Appendix
 
   This appendix contains the following:
 
   ●    Appendix A - References used in this guide
 
   ●    Appendix B – Bill of Materials
 
   Appendix A – [bookmark: Appendix_A]References used in this guide
 
   Windows 11 on Nutanix AHV: https://portal.nutanix.com/page/documents/solutions/details?targetId=TN-2164-Windows-11-on-AHV:TN-2164-Windows-11-on-AHV
 
   AHV Plug-in for Citrix: https://portal.nutanix.com/page/documents/details?targetId=NTNX-AHV-Plugin-Citrix:NTNX-AHV-Plugin-Citrix
 
   Citrix Virtual Apps and Desktops on G8: Windows 11 Desktops: https://portal.nutanix.com/page/documents/solutions/details?targetId=RA-2111-Citrix-Virtual-Apps-and-Desktops-G8-Windows-11:RA-2111-Citrix-Virtual-Apps-and-Desktops-G8-Windows-11
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       	 Part Number
  
       	 Description
  
       	 Qty
  
      
 
      
      
       
       	 HCIAF240C-M7SN
  
       	 Cisco Compute Hyperconverged HCIAF240cM7 All Flash NVMe Node
  
       	 4
  
      
 
       
       	 HCI-IS-MANAGED
  
       	 Deployment mode for Standalone Server Managed by Intersight
  
       	 4
  
      
 
       
       	 HCI-NVME4-3840
  
       	 3.8TB 2.5in U.2 15mm P5520 Hg Perf Med End NVMe
  
       	 24
  
      
 
       
       	 HCI-M2-240G
  
       	 240GB M.2 SATA Micron G2 SSD
  
       	 8
  
      
 
       
       	 HCI-M2-HWRAID
  
       	 Cisco Boot optimized M.2 Raid controller
  
       	 4
  
      
 
       
       	 HCI-RAIL-M7
  
       	 Ball Bearing Rail Kit for C220 & C240 M7 rack servers
  
       	 4
  
      
 
       
       	 HCI-TPM-002C
  
       	 TPM 2.0, TCG, FIPS140-2, CC EAL4+ Certified, for servers
  
       	 4
  
      
 
       
       	 HCI-AOSAHV-68-SWK9
  
       	 HCI AOS AHV 6.8 SW
  
       	 4
  
      
 
       
       	 UCSC-HSHP-C240M7
  
       	 UCS C240 M7 Heatsink
  
       	 8
  
      
 
       
       	 UCSC-BBLKD-M7
  
       	 UCS C-Series M7 SFF drive blanking panel
  
       	 72
  
      
 
       
       	 UCS-DDR5-BLK
  
       	 UCS DDR5 DIMM Blanks
  
       	 64
  
      
 
       
       	 UCSC-M2EXT-240-D
  
       	 C240M7 2U M.2 Extender board
  
       	 4
  
      
 
       
       	 UCSC-FBRS2-C240-D
  
       	 C240 M7/M8 2U Riser2 Filler Blank
  
       	 4
  
      
 
       
       	 UCSC-FBRS3-C240-D
  
       	 C240 M7/M8 2U Riser3 Filler Blank
  
       	 4
  
      
 
       
       	 HCI-CPU-I6454S
  
       	 Intel I6454S 2.2GHz/270W 32C/60MB DDR5 4800MT/s
  
       	 8
  
      
 
       
       	 HCI-MRX64G2RE1
  
       	 64GB DDR5-4800 RDIMM 2Rx4 (16Gb)
  
       	 64
  
      
 
       
       	 HCI-MLOM
  
       	 Cisco VIC Connectivity
  
       	 4
  
      
 
       
       	 HCI-M-V5D200GV2
  
       	 Cisco VIC 15237 2x 40/100/200G mLOM C-Series w/Secure Boot
  
       	 4
  
      
 
       
       	 HCI-RIS1A-24XM7
  
       	 C240 M7 Riser1A; (x8;x16x, x8); StBkt; (CPU1)
  
       	 4
  
      
 
       
       	 HCI-PSU1-1200W
  
       	 1200W Titanium power supply for C-Series Servers
  
       	 8
  
      
 
       
       	 NO-POWER-CORD
  
       	 ECO friendly green option, no power cable will be shipped
  
       	 4
  
      
 
       
       	 N9K-C93180YC-FX3
  
       	 Nexus 9300 48p 1/10/25G, 6p 40/100G, MACsec,SyncE
  
       	 2
  
      
 
       
       	 MODE-NXOS
  
       	 Mode selection between ACI and NXOS
  
       	 2
  
      
 
       
       	 NXK-AF-PE
  
       	 Dummy PID for Airflow Selection Port-side Exhaust
  
       	 2
  
      
 
       
       	 NXK-ACC-KIT-1RU
  
       	 Nexus 3K/9K Fixed Accessory Kit,  1RU front and rear removal
  
       	 2
  
      
 
       
       	 NXA-FAN-35CFM-PE
  
       	 Nexus Fan, 35CFM, port side exhaust airflow
  
       	 8
  
      
 
       
       	 NXK-MEM-16GB
  
       	 Additional memory of 16GB for Nexus Switches
  
       	 2
  
      
 
       
       	 NXA-PAC-650W-PE
  
       	 Nexus NEBs AC 650W PSU -  Port Side Exhaust
  
       	 4
  
      
 
       
       	 CAB-9K12A-NA
  
       	 Power Cord, 125VAC 13A NEMA 5-15 Plug, North America
  
       	 4
  
      
 
       
       	 SVS-L1N9KA-XF-3Y
  
       	 CX L1 Support:DCN Advantage Term N9300 XF, 3Y
  
       	 2
  
      
 
       
       	 C1A1TN9300XF-3Y
  
       	 DCN Advantage Term N9300 XF, 3Y
  
       	 2
  
      
 
       
       	 NXOS-CS-10.3.2F
  
       	 Nexus 9300, 9500, 9800 NX-OS SW 10.3.2 (64bit) Cisco Silicon
  
       	 2
  
      
 
       
       	 NXOS-SLP-INFO-9K
  
       	 Info PID for Smart Licensing using Policy for N9K
  
       	 2
  
      
 
       
       	 C1-N9K-SYNCE-XF-3Y
  
       	 DCN SyncE Term N9300 XF, 3Y
  
       	 2
  
      
 
       
       	 SVS-L1N9K-SYNCE-3Y
  
       	 CX L1 Support: DCN SyncE Term N9300 XF, 3Y
  
       	 2
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Select an operating system for this Machine Catalog.

© Multi-session OS
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deployment of standardized Windows multi-session OS or Linux OS machines.

(@ single-session 05
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Software License Agreement

Printable version

Last Revised: August 19, 2020
CITRIX LICENSE AGREEMENT

This is 2 legal agreement (' AGREEMENT") between the end-user customer ("you"), and
the providing Citrix eatity (the applicable providing eatity is hereinaftes referred to as
"CITRIX"). This AGREEMENT includes the Data Processing Agreement, the Citrix
Services Security Exhibit and any other documents incorporated herein by reference. Your
focation of receipt of the Citrix product (hereinafter "PRODUCT") and maintenance
(hereinater "MAINTENANCE") determines the providing eatity as identified at https:/
wwwcitrix.com/buylicensing citrix-providing-entities html. BY INSTALLING AND/OR
USING THE PRODUCT, YOU AGREE TO BE BOUND BY THE TERMS OF THIS
AGREEMENT. IF YOU DO NOT AGREE TO THE TERMS OF THIS AGREEMENT,
DO NOT INSTALL AND/OR USE THE PRODUCT. Nothing contained in any putchase
order or any other document submitted by you shall in any way modify or add to the
terms and conditions contained in this AGREEMENT. This AGREEMENT does ot apply
to third party products sold by Citrix, which shall be subject to the terms of the third party
provider

&

1. PRODUCT LICENSES.

a. End User Licenses. Citrix hereby grants Customer a non-exclusive worldwide
license to use the software in a software PRODUCT and the software installed i~

(© 1 have read, understand, and accept the terms of the license agreement

1 do not accept the terms of the license agreement

Back N [ Cancel |
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Select this option if you are not using Windows Firewall or if you want to create the rules
yourself.
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Licensing Agreement
Core Components
Features

Firewall

Summary

Install

Diagnostics

License Server Data

Finish

Software License Agreement

Printable version

Last Revised: August 19, 2020
CITRIX LICENSE AGREEMENT

This is a legal agreement ("AGREEMENT") between the end-user customer ("you"), and
the providing Citrix entity (the applicable providing entity is hereinafter referred to as
"CITRIX"). This AGREEMENT includes the Data Processing Agreement, the Citrix
Services Secusity Exhibit and any other documents incorporated herein by reference. Your
focation of receipt of the Citrix product (hereinafter "PRODUCT") and maintenance
(hereinafter "MAINTENANCE") determines the providing entity as identified at https:
www.citrix com/buy licensing/citrix-providing-entities html. BY INSTALLING AND/OR
USING THE PRODUCT, YOU AGREE TO BE BOUND BY THE TERMS OF THIS
AGREEMENT. IF YOU DO NOT AGREE TO THE TERMS OF THIS AGREEMENT,
DO NOT INSTALL AND/OR USE THE PRODUCT. Nothing contained in any purchase
order or any other document submitted by you shall in any way modify or add to the
terms and conditions contained in this AGREEMENT. This AGREEMENT does not apply
to third party products sold by Citrix, which shall be subject to the terms of the third party
provider.

1. PRODUCT LICENSES.

2. End User Licenses. Citrix hereby grants Customer a non-exclusive worldwide
license to use the software in 2 software PRODUCT and the software installed in +

(@ 1 have read, understand, and accept the terms of the license agreement

1 do not accept the terms of the license agreement
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sent. Please note that the data will be sent only when Pulse is enabled on
MNutanix Prism.

DATA COLLECTION DETAILS ~

Provisioning Type
i. Reading from the Registry of the System where Plugin is installed.
Path:- HKEY_LOCAL_MACHINE\SOFTWARE\Nutanix Inc\Citrix MCS
Plugin
Key:-“Installer Type".
ii. This Registry Key will be added atthe time of installation of Plugin.
1. ForMCS : sending "MCS" v
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Nutanix License and Services Agreement ~

[This Nutanix License and Services Agreement (“Agreement’) governs Your
receipt and use of any Products (as defined below) and becomes effective
iwhen you (a) issue a purchase order for the Products; (b) click the "ACCEPT"
button when downloading or installing the Software; and/or (c) access or

juse the Software or Cloud Services. This Agreement is entered into between
Nutanix Inc., located at 1740 Technology Dr. Ste. 150, San Jose, CA 95110,
United States, if You are contracting in the Americas, or Nutanix Netherlands
B.V., located at Mercuriusplein 1, 2132 HA Hoofddorp, The Netherlands, if

[You are contracting anywhere else in the world. or both if you are contracting ¥

@ accept the ferms in the License Agreement

Ol do not accept the terms in the License Agreement

S e e
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Citix Vitual Desktops s instaling the following settings and components.

Catalog name a3l

Catalog type VDI PVS Random

VDA version 2106 (or newer)

(it Vitual Desktops Host Resources  AHV2-VDI

Virtual machine template: 4pvsDeploy

Existing vDisk NTNXDsk.

¥CPUs 2

Memory per VM 409 MB

Local wte cache disk 1068

Boot mode PXE

Active Drectory accounts Create 200

Account naming scheme a1 (09)

Stating Index 1
Progress

‘Setup complete
200 device created, 0 device faied.






image016.png
Boot Comeneaton
© UERIBOS Hode

© Legacy BOS Mode
Shokd VM Sty Seciegs ©

) Secure ot

[Elscnvieon &






image015.jpg
‘% DHCP
File Action View Help

e 2@ XE 6B

@ DHCP Contents of Scope
v § f-ad-1fsl15Tklocal T Address Pool

v B _ T3 Address Leases
Server Options Bl Reservations

> [] Scope [10.10.71.0] VLANT1
> (] Scope [10.54.0.0] VLANS4
> [ Scope [10.72.0.0] VLANT2
[l Policies
> [# Filters
> BIVE

Scope Options
1] Policies





image018.jpg
& oy Vindows setp

Select the driver to install

18 Hide drvers that sren't compatibe with this computer s hardware.

[ Bescan






image017.jpg
@ oy Windows Setup.

Select the driver to install

Browse for Folder

Bromse o the dver, and then Ak K.

v = CDOrve E:) utanix ti0 1.2.3
> T Widows 10
~ 5 vindows 11

T
Windows 8 Qegacy)
25 Windows 8.1 Qegacy)
Windons Server 2008 R2 (Legacy)
> T Wndows Server 2012
25 Windows Server 201282
> 5 Windows Server 2016

8 Hide drivers that|






image019.png
& o Microsof Server Operting System Setup.

Select the driver to install

Windows 8.1 Qegacy)
Windows Server 2008 R2 egacy)

[ Hide drivers that]

Net






image030.png
+ Environment
+ Core Components
+ Additonal Components
+ Delvery Contrller
Features
Firewall
Summary
Install
Disgrostcs

Finish

Features

Virtual Apps and Desktops 7 2203 LTSR CU4

Feature (Select al)

Use Windows Remote Assistance
Enable Windows Remote Assistance. Learn more

Use Real-Time Audio Transport for audio
Uses UDP ports 16500 - 16509, Learn more

Use Screen Sharing
Use TCP ports 52525 - 52625. Learn more.

Is this VDA installed on a VM in the Cloud (i Azure, AWS, Google)?
Communicates to Citrix that the VDA is installed in a cloud VM. Learn more.






image032.png
+ Environment
+ Core Components
+ Additonal Components
+ Delvery Contrller
+ Features
© Firewall

Summary

Install

Disgrostcs

Finish

Virtual Apps and Desktops 7 2203 LTSR CU4

Summary

Review the prerequisites and confirm the components you want to install.

Installation directory
CProgram Files\Citrix
Prerequisites

Microsoft Remote Desktop Session Host
Windows Remote Assistance Feature

Core Components
Virtua! Delivery Agent
Aditional Components: (4)
Citrix Supportabilty Tools
Citrix Profile Management
Gitrix Profile Management WMI plug-in
Machine Creation Services (MCS) storage optimization
Not specified

Firewall

Enable restore on failure:

© Restat required






image031.png
Virtual Apps and Desktops 7 2203 LTSR CU4

Firewall

+ Environment

The default ports are listed below. Printable versiort

¥ Core Components

 Additional Components Gl
+ Delvery Contrller 0Tcp
 Features 14947CP

LN 2598 TP

. 8008 TCP

ammary 1494 UDP

Install 2598 UDP

Diagnostcs

Finish

Configure firewall ules:

© Automatically

Select this option to automatically create the rules in the Windows Firewall. The rules will be
created even if the Windows Firewall is turned off

Manually

Select this option if you are ot using Windows Firewall or i you want to create the rules
yourself

=






image023.png
Prepare Machines and Images
Virtual Delivery Agent for Windows Multi-session OS.

Instal this agent to deliver applications and deskiops from Windows.
‘multi-session OS virtual machines or physical machines.





image022.png
Citrix Virtual Apps and Desktops 7

Get Started Prepare Machines and Images
; Delivery Controller Virtual Delivery Agent for Windows Single-session OS
] Cannot be installed on this aperating system. Install this agent to deliver applications and desktops from Windows

single-session OS virtual machines or physical machines.

Extend Deployment
Citrix Director i Citrix Studio i Session Recording @

Incompatible 05

Citrix License Server @ Universal Print Server
Incompatible OS Incompatible OS
Citrix Storefront @ | Federated Authentication Service )
Incompatible OS Incompatible OS
‘Product documentation

Knowledge Center






image025.png
(® Create a master image using Citrix Provisioning or third-party provisioning tools
Select this option if you plan to use Citrx Provisioning or a third-party provisioning
tool (such as Microsoft SCCM) to provision virtual machines from this master image.





image024.png
Environment
Core Components
Additonal Companents
Delivery Controller
Features

Firewall

Summary

Install

Disgrostcs

Finish

Virtual Apps and Desktops 7 2203 LTSR CU4

Environment

Configuration

Iwant to

© Creste » master MCS image
Selct this opton i you plan o use Gitrx Machine Creation Senvices (MCS)to provision
irtual servers fom this master image.

Create a master image using Citrix Provisioning or third-party provisioning tools
Select this option if you plan to use Citrix Provisioning or a third-party provisioning
tool such a5 Microsoft SCCM) to provision virtual servrs from this master image.

Enable Brokered Connections to a Server
Select this option to instal the VDA on a physical or virtual server that will NOT be used
by any provisioning tools.

Nex






image027.png
‘Additional Components for Master MCS Image

+ Environment

a
¥ Core Components
Additional Components
Delivery Controller o
Features
Firewall
Summary
Install
Diagnostics =
Finish
[w]
vl
vl

Virtual Apps and Desktops 7 2203 LTSR CU4

Component (Select all)

Workspace Environment Management

This component willsignificantly improve server scalability and application
responsiveness while reducing logon times with:

+ Resource Management

« Configuration Management

« User Profile Management

Rendezvous Proxy Configuration

Ifyou plan to use the Rendezvous protocol with the Gateway Service in your
environment, and have a non-transparent proxy in your netwark for outbound
connections, specify the proxy here. Only HTTP proxies are supported.

Learn more

Citrix Personalization for App-V - VDA
Enables this machine to launch App-V packages. Learn more.

Citrix Supportabilty Tools
Instals the Citrix Health Assistant and VDA Cleanup Utilty. Learm more

Citrix Profile Management

Manages user personalization settings in user profiles. Ormitting this component
affects monitoring and troubleshooting VDA with Citrx Director.

Learn more

=






image026.png
Virtual Apps and Desktops 7 2203 LTSR CU4

Core Components

+ Environment
Core Components
Additonal Companents
Delivery Controller
Features
Firewall
Summary o
Install
Disgrostcs

Finish

Location: C:\Program Files\Citrix

Virtual Delivery Agent (Required)
The software agent that is installed on the virtual or physical machine that provides the,
virtual desktop or application to the user.

Citrix Workspace App.

Client software that enables users to access their documents, applications, and
desktops from any device, including smartphones, tablets, and PCs.

=






image029.png
Ctrx Virtual Apps and Desktops 7 2203 LTSR CU&

Delivery Controler
 Enonment —
 Core Components

e [ ———————
ol | P

[ — © 0ot sty

e | Choos s om ctve Desctoy

oot

i  GsoocassusIKIOnL st e
- + Gsoncassusiioon PN
Ougposics Comotr e (e e PG i o pported)

v I






image028.png
+ Environment
+ Core Components
+ Additonal Components
Delivery Controller
Features
Firewall
Summary
Install
Disgrostcs

Finish

Virtual Apps and Desktops 7 2203 LTSR CU4

Delivery Controller

Configuration

How do you want to enter the locations of your Delvery Controlers?
Do it later (Advanced)
Doit manually
Choose locations from Actve Directory

® Lt Machine Crestion Senvices do it automatically

© Ifyou are using Machine Creation Services, you do not need to enter a Delivery
Controler ocation here. MCS willdo it automatically when you register your
machines.

=






image041.jpg
Citrix Provisioning Target Device x64 2109.0.0
iy S

cifrix

Installation Wizard Completed

The Installation Wizard has successfuly installed Gitrix
Provisioning Target Device x64 2109.0.0 . Click Finish to exit
the wizard.

O Launch maging Wizard

e el






image040.jpg
"8 Citrix 2203 LTSR CU4 - Provisioning Target Device x64
Ready to Install the Program
The wizard is ready to begin installation.

X

citrix

Click Install to begin the installation.
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User account

The Stream and SOAP Services will run under an user account. Please select what

user account you will use.

Note: The database wil be configured for access from this account. If a Group
Managed Service Account (gMSA) is used, use the ‘UserName' format for the
username.

(O Network service account
@ Specified user account

User name:
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Password:

Confirm password:

pvs_srvc
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boot process.
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First communications port:
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Problem Report Configuration
Optionally enter your My Citrix credentials in order to submit problem reports.

These credentials can also be configured from the console or when you submit a problem report.

My Civix Usermame: ] |

Password: ‘ |

Confirm password: l |

Note: The password wil not be saved as a token will be acquired.

The Wizard enables the collection of Always on Tracing (AOT) logs. They are stored in the AOT
folder at ProgramData\Citrix Provisioning Services\Log. For more information, refer to
the Troubleshooting section in the Citrix Provisioning documentation.
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Soap SSL Configuration

For Linux target imaging using the PVS Soap Server, the Linux target requires a SSL connection
using an X.509 certificate. You must add a certificate to the local machine certificate store on the
PVS server and then select it from the list below.

You should also extract the public certificate from the local certificate store using the Certificates
snap-in and install it on the Linux Imaging Machine.

Spedify SSL Settings

SSL port:

SSLcertficate: | qupect Issuer Expiration Date
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Problem Report Configuration
Optionally enter your My Citrix credentials in order to submit problem reports.

These credentials can also be configured from the console or when you submit a problem report.

My Ciix Username: [ ]

Password: [ \

Confirm password: l ‘

Note: The password will not be saved as a token will be acquired.

The Wizard enables the collection of Always on Tracing (AOT) logs. They are stored in the AOT
folder at ProgramDatal(Citrix\Provisioning Services\Log. For more information, refer to the
Troubleshooting section in the Citrix Provisioning documentation.
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Soap SSL Configuration

For Linux target imaging using the PVS Soap Server, the Linux target requires a SSL connection
using an X.509 certificate. You must add a certificate to the local machine certificate store on the

PVS server and then select t from the it below.

You should also extract the public certficate from the local certificate store using the Certificates

snap-in and instal it on the Linux Imaging Machine.
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Site
Select a Site or enter a new Site and Collection.

(@ Existing site.

Site name: NTXSite v
ONew site
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<Bak |[ Next> | | cancel
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<Back |[_mext> | | cancel
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License server port:
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Select Citrix Provisioning license type:

(® On-premises
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QO cloud

o ] [ e
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Nutanix AHV PVS plugin Setup
Wizard
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Citrix Virtual Desktops Host Resources
Select the Crix Virtual Desktops Host Resources you want to use:

8

Citrix Virtual Desktops Host Resources Credentials

Enter your credentials for the Cirix Vitual Desktops Host Resources.

Usemame: |[admin
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Welcome to Citrix Virtual Desktops
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virtual desktops to a Ctix Virtual Desktops Catalog.
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* Carix Vitual Desktops Controller wth pemmissions forthe
cuent user.

* Configured Gt Virtual Desktops Host Resources
* A standard-mode vDisk forthe selected VM template.

e ] [ e |
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Nutanix AHV plugin for Citrix
XenDesktop Setup Wizard

‘The Wizard allows you to install Nutanix AHV MCS/PVS plugin
for Citrix XenDesktop on your computer. Cick Next to
continue or Cancel to exit the Wizard.

~

NUTANI>L

Version: 2.7.7.0 <Back Cancel
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X<
Ready to install Nutanix AHV PVS plugin -
NUTANIX.

This plugin can collect and send data described below to Nutanix. By
selecting 'Yes, I agree’, you are permitting such data to be collected and
sent. Please note that the data will be sent only when Pulse is enabled on
Nutanix Prism.

DATA COLLECTION DETAILS ~

Provisioning Type
i Reading from the Registry of the System where Plugin is installed
Path- HKEY_LOCAL_MACHINE\SOFTWARE\Nutanix Inc.\Citrix MCS
Plugin
Key:-“Installer Type"
ii. This Registry Key will be added atthe time of installation of Plugin
1. ForMCS : sending “MCS" o

@©es, Tagree
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Installation Folder )’

NUTANDS

The installer wil install Nutanix AHV PVS plugin in the following folder.

Location:  C:\Program Files\Common
Files\Citrix\HCLPlugins \CitrixMachineCreation\v 1.0.0.0WutanixAHV\
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(OXDMCS AHV Plugin

ﬁ MCS Plugin for Citrix XenDesktop will be installed
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(@PVS AHV Plugn

ﬁ PVS Plugin for Citrix Provisioning Console wil be installed
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End-User License Agreement )’

Please read the folowing icense agreement carefuly. a
NUTANDS
Nutanix License and Services Agreement ~

[This Nutanix License and Services Agreement (“Agreement’) governs Your
receipt and use of any Products (as defined below) and becomes effective
iwhen you (a) issue a purchase order for the Products; (b) click the "ACCEPT"
button when downloading or installing the Software; and/or (c) access or

juse the Software or Cloud Services. This Agreement is entered into between
Nutanix Inc., located at 1740 Technology Dr. Ste. 150, San Jose, CA 95110,
United States, if You are contracting in the Americas, or Nutanix Netherlands
B.V., located at Mercuriusplein 1, 2132 HA Hoofddorp, The Netherlands, if

[You are contracting anywhere else in the world. or both if you are contracting ¥

@ accept the ferms in the License Agreement

Ol do not accept the terms in the License Agreement

S e e
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Studio

Administrator and Scope
Role

Administrator and Scope

Select an administrator:

[FcstDomar amis]| [

Select a Scope:

Scopes are objects that represent something meaningful in an organization and that an
administrator is alowed to manage (for example, 3 set of Delivery Groups used by the Finance
team). Click a scope to see the objects in it

Scope name.
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(g App-V Publishing Scopes [ CreateReport
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‘example Connections, Machine Catalogs and Delivery Groups. You can group objects:
into scopes that are relevant to your organizational structure, for example Delivery
Groups in the Head Offce.

Administrators

An administrator represents an individual person or group of people identified by an
Active Directory account.

Roles

A role i 3 set of permissions granted to an administrator; for example, the built-in
Help Desk Administrator role cannot create and modify objects in Studio but can see
Delivery Groups.

[STom— ==
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 Administrator and Scope
 Role
Summary

Summary
Administrator: FSLISTK\Domain Admins
Scope: Al
Role: Full Administrator

¥ Enable administrator
Clear check box to disable the administrator, No settings will be lost

Save full permissions report
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©  Host Administrator
©
(@)

Can view Delivery Groups, and manage the sessions and machines ass.. ot
Can manage host connections and their associated resource settings. 01 "
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Read Only Administrator Builtln

Can see all objects i specified scopes as well as global information, b...
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&8 Citrix StoreFront

StoreFront

License agreement

You must accept the terms of the license agreement to continue.

CITRIX LICENSE AGREEMENT

Use of this component is subject to the Citrix license or terms of service covering the Citrix product
(5) and/or service(s) with which you will be using this component. This component is licensed for
use only with such Citrix product(s) and/or service(s)

CTX_code EP_R_A10352779

| accept the terms of this license agreement

<Back || Next>






image120.png
Citrix Provisioning

Console Installation

Server Installation

‘Target Device Installation

Help and support

Tnstall the Console and its dependencies. 32-bit Consoles are no longer
supported.
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Citrix Virtual Apps and Desktops 7

Get Started

Delivery Controller

Start here. Select and install the Delivery Controller and other
‘essential services like License Server.

Prepare Machines and mages

Virtual Delivery Agent for Windows Multi-session OS

Install this agent to eliver applications and desktops from Windows
‘muti-session OS virtual machines or physical machines.

Extend Deployment
Citrix Director i Citrix Studio i Session Recording [ ]
Citrix License Server i Universal Print Server ®

Citrix StoreFront § Federated Authentication Service ¥

Product documentation
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StoreFront

Ready to install

Setup is ready to install. Please review the notes and summary information below.

Install now: Prerequisites
Internet Information Services (1IS)

Install now: Roles and subcomponents
StoreFront
Citrix StoreFront 2203.0.4000.13
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StoreFront

Review prerequisites

StoreFront requires the following software before it can operate correctly. Refresh

@ Internet Information Services (1IS)
The required roles will be deployed automatically. @
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Studio

Network
Summary

Connection

Connection type: [ Nutanix AtV

Connection address: [10107090
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Password:

Connection name: CCHN-ISM]

Create virtual machines using:

(@citrx provisioning tools (Machine Creation Services or Citrx Provisioning)

© Other tools
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License Agreement = 5
e e cikrix

\Last Revised: November 1, 2018 L
ICITRIX LICENSE AGREEMENT

This is a legal agreement (" AGREEMENT") between the end-user customer ("you"),
and the providing Citrix entity (the applicable providing entity is hereinafter referred
to as "CITRIX"). This AGREEMENT includes the Data Processing Agreement, the
(Citrix Services Security Exhibit and any other documents incorporated herein by
reference. Your location of receipt of the Citrix product (hereinafter "PRODUCT") and
imaintenance (hereinafter "MAINTENANCE") determines the providing entity as
lidentified at https://www.citrix com/buy licensing citrix-providing-entities html. BY

v

(@1 accept the terms in the license agreement Print
(O1do not accept the terms i the license agreement

<Back Next > Cancel
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9 Citrix 2203 LTSR CU4 - Provisioning Console x64 - InstallShield Wizard X
Welcome to the InstaliShield Wizard for Citrix

. .
C I rrl x 2203 LTSR CU4 - Provisioning Console x64

The InstaliShield(R) Wizard willinstall Citrix 2203 LTSR CU4 -
Provisioning Console x64 on your computer. To continue, dick
Next.

WARNING: This program is protected by copyright law and
international treaties.

<Back Next > Cancel
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Citrix 2203 LTSR CU4 - Provisioning Console x64 - InstallShield Wizard

PR Ctrix 2203 LTSR CU4 - Provisioning Console X64 requires the following items to be
installed on your computer. Click Installto begin instaling these requirements.

Status  Requirement

Pendng CDF x64
Pending Remote PS SDK
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Citrix Provisioning

Console Installation

Server Installation

Target Device Installation

Help and Support

Install the Server and its dependencies.
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# Citrix 2203 LTSR CU4 - Provisioning Console x64 - InstaliShield Wizard

cifrix

InstaliShield Wizard Completed

‘The InstaliShield Wizard has successfully installed Citrix 2203
LTSR CU4 - Provisioning Console x64, Click Finish to exit the
wizard,
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# Citrix 2203 LTSR CU4 - Provisioning Console x64 - InstaliShield Wizard

Ready to Install the Program
The wizard is ready to begin instaliation.

X

citrix

Click Install to begin the installation.

If you want to review or change any of your installation settings, dick Back. Click Cancel to

exit the wizard,

InstalShield

S |
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# Citrix 2203 LTSR CU4 - Provisioning Console x64 - InstaliShield Wizard
Destination Folder

X

Click Next to install to ths folder, or dick Change to install to a different folder. CI|TIX

Install Citrix 2203 LTSR CU4 - Provisioning Console X64 to:
C:\Program Files\Gitrix\Provisioning Services Console\

InstalShield
<Back Next >
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Citrix 2203 LTSR CU4 - Provisioning Server x64 - InstallShield Wizard

g Citrix 2203 LTSR CU4 - Provisioning Server x64 requires the folowing items to be
installed on your computer. Click Instal to begin instaling these requirements.

Status  Requirement
Pending Microsoft OLE DB Driver for SQL Server
Pending Telemetry Service x64






image230.png
0 MCS Single-session OS5 machine YDAs N
Full Scale Testing with 600 static Users

ol 8 o
g2l |,(8]e
= cfo|2
z|3|2| 8 2
3| o g S1>18
SIE|5|3]2|2
HEHEHEHE
HEINERE
olg& <
Cisco UCS HCIAF240 M7 x 4
[ Access Layer
Single-session OS machines I:' Control Layer
MCS VMs :I Resource Layer
600 USers (recmaxtox) [ Physical Layer

\7, 4






image113.jpg
8
File Action View Help

e am @D

88 Citrix StoreFront

3 stores
5 Server Group

 This will start the server side invite process for

Server Group

Add Server

Authorize New Server

Enter authorization information for the server you want to add.

Authorizing server:  mbx-sf-1
Authorization code: 61190495

.0 Please wait

Cancel

server which wishes to join the server group.

e

Add Server
Change Bas
View »

@ Refresh

Help






image234.png
100%

0%

80%

70%

60%

50%

40%

30%

20%

10%

0%

Wd 00560
Wd 00:05'60
Wd 00:£1:60
Wd 007160
Wd 001260
Wd 00:8:60
Wd 00:6:60
Wd 002860
Wd 0056260
Wd 00:9Z:60
Wd 00:67:60
Wd 00:07:60
Wd 00:£T:60
Wd 007T:60

Wd 006580
Wd 00:9:80
Wd 00:£5:80
Wd 00:05:80
Wd 00:1:80

Wd 0056:80
Wd 00Z€:80
Wd 00%62:80
Wd 00:97:80

80
Wd 00pT:

Wd 00TT:80
Wd 00:80:80
Wd 00:60:80
Wd 00Z0:80
Wd 00%65:£0
Wd 0096:£0
Wd 00520
Wd 00:05:£0
Wd 0020
Wd 00¥:L0
Wd 00TH:L0
Wd 00






image099.jpg
&8 Citrix StoreFront

StoreFront

Successfully installed StoreFront

StoreFront has been successfully installed.

© intemet Information Services (IS) installed successfully.
© StoreFront installed successfully.

@ Citrix StoreFront 2203.0.4000.13 installed successfully.

o Note: StoreFront must be configured before it can be used. The administration console will
start automatically after you click Finish.






image112.png
Actions

Add Server

Change Base URL
View

@ Refresh

Help





image233.png
ww o o sm 8 8 @
0 vermatemson
et erstent e ofcoedoner (20) et ou oy v -
cony osmar 11t
g EN—— e @
Tesamn 15 mesen s s et e —r— o
ER Vot vrsen eaizs 00 o Otk Gy Gy
sesn mete- el o (o i)
cornctr st (0 s e nowsin s, Pasoes COC=
i o R
ek g » R —
commen 2 (oot vt
(0 sl
R ——
[ ————
y—
pu——
CONRATEAWONTAPORT | GENERATE o s
UK scoRenVSIMAK
6 =
. o
. - -y
. - ol
2 - B}
o o
o B o B » = » = B - B B

Tion

- vorsmraos 9 Ao sesion VosSTAT 0005






image111.png
88 Citrix StoreFront

File Action

View Help

«»|m
& Citrx Storef
0 Stores
[ Sever G

Create Store

StoreFront

 Base URL

+ Getting Started

 Store Name

 Delivery Controlers

¥ Remote Access

 Authentication Methods

¥ XenApp Services URL
Summary

° Store created successfully

Store Name: ccHi
Remote Access: Disabled
Authentication Methods: User name and password, Domain pass-through

biresh
Ep






image232.png
(. MSC Multi-session OS machine VDAs )
Full Scale Testing with 672 pooled Users

ol 2
sl gl |e|8|2
= cflo|2
2l 2 g c
3| o g S1>18
MEEREELE
HEHEHEHE
HHEGHE
olg& <
Cisco UCS HCIAF240 M7 x 4

[ Access Layer

96 Multi-session OS machines [ Control Layer

MCS VMs :I Resource Layer

672 USers (recmaxtoa) [ Physical Layer

\7, 4






image110.jpg
88 Citrx StoreFront

File Action View Help

@ |7 crestestore
8 Citrix Storef
I Stores.
[ Server G
StoreFront
 Base URL

 Getting Started

 Store Name

 Delivery Controllers

 Remote Access

v Authentication Methods
XenApp Services URL
Summary

Configure XenApp Services URL
URL for users who use PNAgent to access applications and desktops.

[ Enable XenApp Services URL
URL: http://g5-5f-1/Citrix/FlashStack-GS/PNAgent/configml

@] Make this the default Store for PNAgent

PNAgent will use this store to deliver resources.

[H D
X






image231.png
V7 Single-session OS machine VDAS N
Full Scale Testing with 600 pooled Users

of 0
2 a
21e] [212]2
21 2 o @
Slplele|a] 2
HMEIEHNE
C|18lale
SlElal2|2]|2
AR
HHBHEE
sl& <
Cisco UCS HCIAF240 M7 x 4

Single-session OS machines
PVS VMs

600 Users (RecMaxLoad)

[ Access Layer
[ Control Layer
:I Resource Layer
[ Physical Layer

4






image117.jpg
Add Server

Authorizing server:  ntx-sf-1
Authorization code: 40343805

<% Please wait...

° “NTX-SF-2" added to Server Group

Details
Servers Status
NTX-SF-2  Completed






image238.png
Wd 00:00:ZT
WY 0£:96:TT
WY 00:€G:TT
WY 08567:TT
WY 00:9:TT
WY 0827 TT
WY 00:6€:TT
WY 08
WY 003
WY 0:
WY 00:
WY 01TZTT
WY 00:8T:TT

WY 00:£G:0T
WY 08:€G:0T
WY 00:0:0T
WY 08:97:0T
WY 00:€7:0T
WY 0£:6€£:0T
WY 00:9€:0T

100%
90%
80%
70%
60%
50%
40%
30%
20%
10%





image116.jpg
Join Server Group

Authorizing server: | ntx-sf-1

Authorization code: | 61190495

Joined Successfully
“NTX-SF-2" is now part of a multiple server deployment.






image237.png
e, -2
- — e e— v
o s
- Voot
=
- frosed o oty —
. v
‘Sossion motios. (W) Microsort Edge (rowsing « muftmeds)
j— kb b s i P
e it
= sl
o s pmiomiion
5 ottt
5 et
s
et
oo

CONERATE AWOATADPORT | GENERATE PO REPORT

et

9 At sesions DiRD 008

fa—






image115.png
8

File Acion View Help
«< | @m

B Citrix StoreFront

Welcome to StoreFront

Select an option below to create a new store or extend your existing deployment

Join Server Group.

To authorize this server,first connect to a server in the group and choose “Add
Server" Enter the provided authorization information here

Autrriing enr, [[oai ]

Authorization code: | (61190495






image236.png
14,000

12,000

10,000

8,000

6000

g
E

W

g

°

Wd 00:£5:60
Wd 00:05:60
Wd 0027760
Wd 00:7¥:60
Wd 001760
Wd 00:8€:60
Wd 00:5E:60
Wd 00Z£:60
Wd 00:6Z:60
Wd 00:9Z:60
Wd 00:£Z:60
Wd 00:0Z:60
Wd 002160
Wd 007T:60
Wd 00TT:60
Wd 00:80:60
Wd 005060
Wd 00Z0:60
Wd 006580
Wd 00:95:80
Wd 00:£5:80
Wd 00:05:80
Wd 00:2v:80
Wd 00:7v:80
Wd 001380
Wd 00:8€:80
Wd 00:5€:80
Wd 00Z£:80
Wd 006280
Wd 00:9Z:80
Wd 00:£Z:80
Wd 00:0Z:80
Wd 002180
Wd 007180
Wd 00180
Wd 008080
Wd 00:50:80
Wd 002080
Wd 00:65:0
Wd 00:95:0
Wd 00£5:0
Wd 0006:£0
W 00:£¥:L0
Wd 009¥:L0
Wd 001720
Wd 00:8€:0

VM NTNX-VDI-1-CVM Tx (MiB)

VM NTNX-VDI-1-CVM R (MiB)





image114.jpg
£ Citrix StoreFront

Fle Acion View Hep
«om am

T CoStorFront

Welcome to StoreFront

Select an option below to create a new store or extend your exsting
deployment

Create a new deployment
Setup a deployment to defver sel-sece appiatons,daa,and desktopto your users

Join existing server group
Add  servr to an existing load-bolanced group.

View
@ Refresh

B e






image235.png
100%

20%

80%

70%

0%

0%

a0%

30%

20%

10%

o%

Wd 00:£5:60
Wd 08:05:60
Wd 00:87:60
Wd 08:57:60
Wd 00:£7:60
Wd 08:07:60
Wd 00:8€:60
Wd 08'5£:60
Wd 00:££:60
Wd 08:0£:60
Wd 00:8Z:60
Wd 08:5Z:60
Wd 00:£Z:60

Wd 08:01:60
Wd 00:80:60
Wd 085060
Wd 00:£0:60
Wd 08:00:60
Wd 00:85:80
Wd 08:55:80
Wd 00:£5:80
Wd 08:05:80
Wd 00:87:80
Wd 08:57:80
Wd 00:E7:80
Wd 080780
Wd 00:8€:80
Wd 08:5€:80
Wd 00:£€:80
Wd 08:0£:80
Wd 00:82:80
Wd 08:52:80
Wd 00:£Z:80
Wd 08:02:80
Wd 008180
Wd 08:5T:80
Wd 00ET:80
Wd 08:0T:80
Wd 00:80:80
Wd 08:50:80
Wd 00:£0:
Wd 08:00:80
Wd 00:85:£0
Wd 08:56:£0
Wd 00:£5:£0
Wd 08:06:£0
Wd 00:8¥:£0
Wd 08'5%:£0
Wd 00:£%:£0
Wd 08:0¥:L0
Wd 00:8€:£0






image119.jpg
File Action View Help

o9 @ XE 6 ool W E|
£ DNs Name Type Data Timestamp
vE g"(D"h ook [FIw2019-MC5-Base Host (4) 107292 12/21/202112:00:00 PM
& F“ ed:" ‘:““Z W19-MCSIMG-0105 Host (4) 10.729.18 1/6/2022 9:00:00 AM
& f;"”::s d(‘:is‘::’ﬂr’f{; | [Elevs-ie Host (A) 10.72.0.10 Static
= ;SUS“;LOCAL' [Fpvs-1b Host (A) 10.720.12 static
1 Reverse Lookup Zones pvs-ib Host (4) 1072011 static
B Trust Points [pureile Host (A) 10107150 static
1 Conditional Forwarders || [EIMCS-W2019-128 Host () 1072975 1/10/2022 10:00:00 AM





image118.jpg
@ DHCP
v 3 fs-ad-1fsl151klocal
v B P
(74 Server Options
> [ Scope [10.54.0.0] VLANS4.
v [Z] Scope [10.72.0.0] VLANT2
(& Address Pool
[ Address Leases
5] Reservations
=, Scope Options
[ Policies
> [Z] Scope [10.10.71.0] VLANT1
[ Policies
> @ Fiters
> BIPve

Option Name Vendor Value Policy Name
003 Router Standard 10.720.1 None
006 DNS Servers Standard 10107111 None
011 Resource Location Servers. Standard 10.720.10, 10.72.0.11,10.72012___ None
2 015 DNS Domain Name Standard FSLISTK.LOCAL None
066 Boot Server Host Name. Standard pys-lb. None
2] 067 Bootfile Name Standard pysnbpx6d.efi None






image239.png
100%

20%

80%

70%

60%

50%

a0%

0%

20

10%

Wd 00912
Wd 0SETTT
W 00TT:ZT
Wd 08:80CT
Wd 00:90TT
Wd 08:£0TT
Wd 001021
WY0S8STT
WY 0095
WY0SEGTT
WY00TGTT
WY 0SBy TT
WY 009V TT
WYO0SEVTT
WY00THTT
WY0SBETT
WY009ETT
WY0SEETT
WY00TETT
WY0E8ZTT
WY009ZTT
WYO0SETTT
WY00TZTT
WYO0SBTTT
WY009TTE
WYO0SETTT
WYO0OTETE
WY0E80TT
WY 00:90TT
WYO0SE0TT
WY00TOTT
WY 088507
WY 00:95:0T
WY 0SES0T
WY 00160
WY 0s:8roT
WY 00:9¥:0T
WY 0SEVOT
WY 001707
WY 0S:8E:0T

01
WY 08EE0T
WY00TET
WY 08:8Z:0T
WY00:9Z:0T
WY 0SEZ0T
WY00TZ:0T
WY0SBT:0T
WY009T:0
WY0SET:0
WY 00T
WY 088001
WY 00:90:01






image142.jpg
3 Citrix Provisioning Configuration Wizerd X

Database Server

Enter the server and instance names, and the database credentials for the Stream
and SOAP Services to use.

severone e
| Browse...
e i —

Authentiation: Active Directory Integrated

[ |






image263.png
30

2

20

15

10

W0ZL0L
WA0ZVOL
WA0Z10L
Wd0Z:85'9
Wd0Z:55:9
Wd0ZZ59
Wd0Z6v'9
Wd0Z:9v9.
W0ZEVS.
Wd0Z0v9.
WAOZLED
W0ZVED
WA0ZTED
Wd0Z:8Z9
Wd0Z5Z9
Wd0ZZZ9
Wd0Z6T9
WOT9T:9
WAOTETS
WOTOT:9.
WAOT:L09
WOTH09
WAOTT09
WA0T8SS
W0TSGS
WA0TZSS
WA OT6Y'S
WOT9VS
WAOTEVS
WdOT0VS
WAOTLES
WAOTPES
WAOTTES
WAOT8ZS
WOTSTS
WA01ZZS
W 006T'S
Wd009T:S
WA0DETS
Wd000T'S
W00L0S
W00P0'S
Wd0010S
W 00857
W 0055y
Wd00Z5Y
Wd006v:Y
Wd00:9vY
W 00EVY
Wd 000V
W00:LED
Wd00WEY
WA00TEY
Wd 008z Y
WA0SWTY
WA0STZY
Wd0S8TY
W0SSTY

porter’}

H

“localhost:405",job:

instance:

job="nutanix_ex

localhost:9405",

e (nostname="NTNX-VDI-I", instance:

3
H
H

localhost:9405", job="nutanix_exporter”} mmmm{hostname="NTNX-VDI-4",instance="local host:0405", job="

e {hostname="NTNX-VDI-3", instance:





image141.jpg
83 Citeix Provisioning Configuration Wizard

Farm Configuration

Create a new Farm or join an existing Farm. Can be skipped if aready configured.

N e






image262.png
30

2

20

15

10

Wd02L0L.
WdOLD0L
Wd 000,
Wd 05469
WdOpvE
Wd08TED
Wd 02:8Y9
WdOLSYS
Wd 00Zv'9
W 05:8E9
W Op'SED
Wd08ZED
Wd 02629
Wd0L:9Z:9
Wd 00£Z9
Wd 05619
Wd 08:9T:
Wd0ZETS
Wd OL0T:
Wd 00209
Wd 05£09
Wd 07:00:9
W 0BiLS'S.
Wd 027G
WdOLTES
Wd 00:8¥:S
Wd0G9YS
WdOPTVS.
Wd 0E'8E'S.
W 025ES
WdOLZES
Wd 00625
Wd 05525
WdOVZZS
Wd0Z6TS
WdOL9TS
Wd 00ET:
Wd 05605
Wd 07905
Wd 0B£0
Wd 02005
WdOLLSY
Wd 00:75:
Wd 05057
WdOviLyy
W 0EDYY
Wd0gTYY
WdOT8EY
W 00SEY
Wd0GTEY
WdOv8ZY
Wd 08'SZY
WdOTZZY
Wd 06Ty
W 0GST:Y

'nutanix_exporter’}

“localhost:9405",

porter'}

H
H

localhost:9405", job="nutanix_exporter'}

ocalhost:9405", job="nutanix_exporter'}

NTNX-VDI-4", instanct






image140.jpg
3 Citrix Provisioning Configuration Wizerd X

PXE Services
Specify which service wil deliver this information to target devices.

During the PXE boot process the bootstrap file name and FQDN/IP address of the
TFTP server hosting the bootstrap are delivered via a PXE service or DHCP options.
66/67.

Microsoft DHCP on this computer
Ocitrix Provisioning PXE service on this computer

(® The service that runs on another computer

N e I






image261.png
2500

2000

1500

1000

500

f 1id00ss00

=~
2l

HA0EZS%0
Wa0005%0
Wa0EiL%0
WA 005150
WA0EZY%0
Wa000%0
WAOELE0
WA005E%0
HA0EZE0
WA0008%0
WAOELZ0
WA0057%0
W07z
Wa000Z50
WAOELT0
WA005T%0
WAOEZT0
WA000T:%0
HAOEL0'%0
HA0050:%0
WA08Z0%0
Wa0000:%0
WAOEiLSS0
WA005550
WA0EZSS0
WA000550
WAOEiLYS0
WA005150
HA0ETTS0
Wa000S0
WA0EiLES0
WA005E50
WA0EZES0
WA000850
WAOELZS0
WA005Z50
WA0EZZS0
Wd000Z50
HAOELTS0
WA005T50
WA0EZTS0
Wa000T50
WAOEL0S0
WA0050'50
WA0EZ0'S0
WA0000:50
WAOEiLSTO
Wa005570
WA0EZS O
Wa0005T0
WaoELT0
Wa00S0
WAOEZE0
Wa0007P0
WAOELET0
WA00SE 0
Wa0EzET0
Wa000870
WAOELTT0
Wa005ZT0
WAOEZZY0
WA000Z 10
WAOELTT0

VM NTNX.VDL.2.CVM (Rav) VM NTNX.VDI-3-CVM (Raw) VM NTNX.VDI-4-CVM (Rav)

VM NTNX-VDI-1.CVM (Raw)





image260.png
Wd 08:95:90
Wd 08:£5:90
Wd 08:05:90
Wd 08:2¥:90
Wd 08:7%:90
Wd 081790
Wd 08'8€:90
Wd 08:5€:90
Wd 08:2€:90
Wd 08'62:90
Wd 08:92:90
Wd 086290
Wd 08:0Z:90
Wd 082190
Wd 087190
Wd 081190
Wd 08:80:90
Wd 08:50:90
Wd 0820:90
Wd 086550
Wd 08:95:60
Wd 082550
Wd 08:05:60
Wd 08:2¥'50
Wd 0E:P¥:50
Wd 0811750
Wd 08'8€:60
Wd 08'5€:60
Wd 08Z£:50
Wd 08:6Z:50
Wd 08:92:50
Wd 08:£Z:50
Wd 08:02:50
Wd 08160
Wd 057150
Wd 08:TT:60
Wd 088050
Wd 085050
Wd 082050
Wd 086570
Wd 089570
Wd 08ES70
Wd 0810570
Wd 08:2¥%0
Wd 0EPY:v0
Wd 081700
Wd 08'8E:70
Wd 08'SEDD
Wd 08ZEVD
Wd 08620
Wd 089270
Wd 08EZ:70
Wd 08:0Z:70
Wd 082170

5000
4500
4000
3500
3000
2500
2000
1500
1000
500
0

VM NTNX-VDI-4-CVM (Raw)

VM NTNX-VDI-3-CVM (Raw)

VM NTNX-VDI-2-CVM (Raw)

VM NTNX-VDI-1-CVM (Raw)





image146.jpg
3 Citrix Provisioning Configuration Wizerd

User account

The Stream and SOAP Services wil run under an user account. Please select what

user account you wil use.

Note: The database wil be configured for access from this account. If a Group
Managed Service Account (QMSA) is used, use the ‘UserName$' format for the

username.
O Network service account

@ Specified user account
User name:

Domain:
Password:

Confirm password:

pvs_stve

FsL151K.LoCAL]

(o ot ] [ conad |






image267.png
100

%0

80

70

60

50

a0

30

20

10

Wd 00907
WdSP:Z0T

Wd 016521
W STI98TT
Wd 00:65:ZT
Wd SPer:zT
Wd 0E:97:ZT
Wd STErZT
Wd 00:07:ZT
W SyeeTT
Wd 0E€8:2T
Wd ST0EZT
Wd 00:£2:2T
Wd Sv:ezzt
Wd 010221
W STLTZT
Wd 00:71:ZT
Wd SPOLZT
Wd 0£:£0:2T
Wd STp0ZT
Wd 00:T0:ZT
WYSViLSTT
WY0EpSTT
WYSTISTT
WY 00:8rTT
WYSPPrTT
WYOETPTT
WYST8eTT
WY 00:SETT
WYSTETT
WY 08z TT
WYSTISETT
WY00:2ZTT
WYSyRrTT
WYOEiSETT
WY00:ZETT
WYS80TT
WY0E:S0TT
WYST:Z0TT
WY 00:65:0T
WYSpiSg0T
WY0E:Z5:0T
WY ST67:0T
WY 00:97:0T
WY svizrot
WY 0Ei68:0T
WYSTI980T
WY 00:68:0T
WY V6201
WY 0E:52:0T
WYST:EZ0T
WY 00:02:0T
WY 0E:9T:0T
WYST:EL0T
WY 00:0T:0T

‘autanix_exporter’}
wtanix_exporter’}

“NTNX-VDI-3",instance="localhost:3405", job="nutanix exporter'}

= {hostname="NTNX-VDI-1", instance="localhost:9405",

= {hostname="NTNX-VDI-2", instancs

e {nostname:

‘autanic_exporter’}

e (hostname="NTNX-VDI-4", instance="localhost:9405",





image145.jpg
&3 Citrix Provisioning Configuration Wizard

License Server

Enter the license server hostname and port.

Ueense servernane: ]

License server port:
[ Valdate icense server communication
Select Citrix Provisioning license type:

@© On-premises

[AUse Datacenter licenses for desktops if no Desktop licenses are available

Ocloud

oo [y ] [l |






image266.png
e [e— o s 88 8
e [ .
- I o)
5 - a— :
. [ - oo S
EUX/ VSimax version & 0w croson Outook-
Pl RS —
j— & it et o ey
S i
= -
- Rikimae
S popommimmantns
{ouppasiond
e
Ji—
——
COATERAWONTADBORT || B GONRATE P RPORT
[r—
. -
| | | | ; [ w
-
. I B ! : I w}
. =}
-
i -
. .
. . e s S e s e e B .
e

1 At essions ROSRANO Pl Sl 003






image144.jpg
83 Citeix Provisioning Configuration Wizard X

New Store
Enter a new Store and default path.
Storename: [ Store ]

Defaultpath: | E:\Store | | [Browse.






image265.png
1800

1600

1400

§

1000

800

600

400

200

Wd 0T:L0:L
Wd OT:p0:L
Wd 00:10:L
Wd 05259
Wd 0PipG:9.
Wd 081159
Wd 02879
Wd OT'SY9.
Wd 00:Z59.
Wd 05'8€:9.
Wd OP:SE'S.
Wd 08:Z€'9.
Wd 0Z:62:9
Wd 0T'9Z:9.
Wd 00:£Z:9.
Wd 05'6T:9.
Wd 0E'9T:9.
Wd 0ZET:9
Wd OT0L:9.
Wd 00:£0°9
Wd 0£0:
Wd 07:00°9.
Wd 085
Wd 0295
Wd OTTSS
Wd 00:87'
Wd 05:7¥'S
Wd OP:TY'S
Wd 08:8€°S
Wd 0TSES
Wd 0T:ZE'S
Wd 00626
Wd 05'5Z:
Wd 0V:ZZ:S
Wd 0761
Wd 0T'9T'
Wd 00:ET:S
Wd 05606
Wd 07'90:6
Wd 08'£0S
Wd 02:00G
Wd OT:LS Y
Wd 0075y
Wd 05:06:%
Wd OViLYD
Wd 08:P¥Y
Wd 0ZT7D
Wd OT:8EY
Wd 00'5EY
Wd 0STTED
Wd 0v'8Zy
Wd 08'SZY
Wd0T:ZZY
Wd 00/6T:Y
Wd 0S'ST:Y

futanix_exporter’}

i
i

wtanix_host_controller_num. wiite_iops”, hostname="NTNX-VDI-

i _name_

job="nutanix_exporter'}

H
H
K

wutanix_host_controller_num_wiite_iops”, hostname="NTNX-VDI-

——{_name_

", instance="localhost:9405", job="nutanix_exporter'}

="nutanix_host_controller_num_wiite_iops", hostname="NTNX-DI-

=—{_name.

NTNX-VDL-4", instance="localhost:9405", job="nutanix_exporter'}

 iops", hostname="

‘utanix_host_controller_num write_oj

——{_name.





image143.jpg
&3 Citrix Provisioning Configuration Wizard

New Farm
Enter the new Database and Farm names.

Databasename: || NTXPvs

Farm name: [vrFarm

Site name: [nmxsite

Colectonname: || NTXCollection

(@ Use Active Directory groups for security
Use Windows groups for security

Farm Administrator group:

|FSL151K.LOCAL MUsers/Domain Admins

N e [






image264.png
350

300

250

200

150

100

50

Wd OTp0:L
Wd 00:10:

Wd 05259
Wd 07759
Wd 081169
Wd 0T:87:9.
Wd OT:SY9.
Wd 00,279
Wd 05'8€'9.
Wd O7'SE'9.
Wd 08:Z€'9.
Wd 0T6Z:9.
Wd0T:9Z:9.
Wd 00:£Z:9
Wd 0S'6T:9.
Wd 0E'9L:9.
Wd 0ZET:9
Wd OT:0E:9.
Wd 00:£0°9
Wd 0£0:
Wd 07:00°9.
Wd 081256
Wd 0295
Wd OLTSS
Wd 00:8¥'S
Wd 05:7V'S
Wd OP:T7'S
Wd 08:8€'
Wd 0Z:SE'S
Wd 0LZE'S
Wd 00/6Z:
Wd 0552
Wd 07:ZZ:
Wd 0T6T'S
Wd 0T'9T'
Wd 00:ET'
Wd 05606
Wd 07'90S
Wd 08'€0°S
Wd 02005
W OT:LSY
Wd 00757
Wd 051067
Wd OViLYD
Wd 0E:PYY
Wd 0ZT70
Wd OT'8E Y
Wd 00GE:
Wd 0STEY
Wd 0v'8Zy
Wd 08:SZY
Wd 0122
Wd 00/6T:Y
Wd 0S'ST:Y

hostname="NTNX-VDI-1", instance="localhost:8405", job="nutanix_exporter'}

‘utanix_host_controller_num_read_iop:

localhost:8405", job="nutanix_exporter"}

I3
2z
z
Z
£
g
H
H
)
2
H

——{_name.

="nutanix_host_controller_num_read_iops", hostname="NTNX-VDI-3", instance="localhost:9405", job="nutanix_exporter"}

= {_name.

", hostname="NTNX-VDI-4", instance="localhost:9405", job="nutanix_exporter')

‘utanix_host_controller_num read_io

—{_rame.





image149.png
3 Citrix Provisioning Configuration Wizerd X

TFTP Option and Bootstrap Location

Typically only one TFTP server is deployed as part of Citrix Provisioning.

[Fluse the citrix Provisioning TFTP service.

[ c:\ProgrambataCitrix\Provisioning Services\Tftpboot\ARDEP32.8IN | [Bromse...






image148.jpg
&3 Citrix Provisioning Configuration Wizard X

Network Communications
Spedify network settings.

[% 7] 0.720..5]

Streaming network cards:

Management network card:

Enter the base port that will be used for network communications. A total of 20 ports
are required. You must also select a port for console communications.

Note: All servers must have the same port configurations.

First communications port:

-

| <ea | [ cance |






image269.png
35

30

2

20

15

10

Wd00L0T
Wd00POT

Wd00TOT

WA 00:85:ZT
WA 00:5:ZT
WA 00:Z5:ZE
WA 00'6Y:ZT
WA 00i9p:ZT
WA 00iErZT
Wa 00:0:ZT
WA 00:£:ZT
WA 00:vEZT
WA 00T
WA 00:8Z:ZT
WA 00:53:ZT
WA 00:ZZZE
Wa00:61:2T
WA 00iST:ZE
WA 00iETZY
Wa00:01:ZE
WA 00:£0:ZT
WA 00:%0:CT
WA 00:T0:ZE
WY 00:8ITT
WY 00iSSITT
WY00:ZSITT
WY 06T T
WY 00iSYTT
g
WY 00i0pTE
WY 00iZETTT
WY 00pEITT
WY00ITEITE
WY 00'8Z T
WY 00ISZTE
WY 00:ZZTT
WY 00IGTTE
WY 00:STTT
WYSPIZLTT
WY SPIGOTE
WY SPIS0TT
WY SIEOTE
WY SPI00TT
WY SpiLS0T
WY Spipi0T
WY SISO
WY SygpioT
WY SpiSyoT
WY SizoT
WY SPiGE0T
WY Syi90T
WY Spieei0r
WY SO0
WYLz
WY SPivZOT
WY SPITZOT
WY SPiBTioT
WY 0iSTI0T
WY 08:ZL 0T
WY 08160:0T

ITNX-VDI-T", instance="localhost:9405", job="nutanix_exporter’)

atency._msecs", hostname:

o,

vg rea

]
H
i
H

nutanix_exporter’)

TNX-VD-2", instance="localhost:9405", ob:
(TNX-VDL3", Instance="ocalhost:405", obs

wtanix_host_controller_avg_read.io_latency. msecs", hostname:

nutanix_exporter’)

wtanix_host_controller_avg_read_io_latency._msecs", hostname:

nutanix_exporter’)

ITNX-VDI-4", instance="localhost:9405", ob:

wtanix_host_controller_avg_read.Io_latency. msecs", hostname:






image147.jpg
83 Citrix Provi

iing Configuration Wizard X

Active Directory Computer Account Password
Automate computer account password updates?

[ Automate computer account password updates.
Days between password updates:






image268.png
100

80

70

50

a0

20

10

WASPLOT
WASTYOT

WASPTOT

W Syi8sTE
Pl
WA SyiZSiZT
el
WaSyisviZy
Pl
WaSioviZy
WA SiLeTT
WA SyiveiTy
WaSiTeEy
WaSyi8zTy
WA SiSzZy
WA SyiZZZy
e
WaSyiSTZY
sl
WasviorZy
WA SiL0ZT
P
WA SPIT0ZE
P
WYSISSITT
WYSPIZSITT
WY SIGITT
WY SiSiTT
WY SPiEPTT
WY SiOiTT
WY ST
WY STIPITT
WY ST
WY SyIGETT
WY SPISZTT
WYSPiZZITE
WY SYIGLTT
WYSPISTTE
WY OSiETTT
WY OSI0LTE
WY 0:£0:TT
WY OSIPOITT
WY OBITOITT
WY 081850
WY 081550
WY 0812510
WY 0860
WY 0g9p0T
WY ogieyoT
WY 0i0v0T
WY 080T
WY 070
WY 08I0
WY 0:8Z:0T
WY 08i5Z0T
WY 081220
WY 08:6T:0T
WYSTiSTOT
WYSTiETOT
WY SEOTOT

Tocalhost:9405" ob="nutanix_exporter’}

NTNXVDI-2", Instance:

NTNX-VDI-4",Instance="localhost:9405", job="nutanix_exporter'}

tanix_exporter’) smmm{ostras

wtanix_exporter”) mmmm{hostnay

,instance="localhost:405", job

e {hostname="NTNX-VDI-





image131.jpg
# Citrix 2203 LTSR CU4 - Provisioning Server x64 X
License Agreement.

You must view the entire license agreement in order to continue. CI|T|X
|Last Revised: November 1, 2018 ~
CITRIX LICENSE AGREEMENT

This is a legal agreement (" AGREEMENT") between the end-user customer ("you'),
and the providing Citrix entity (the applicable providing entity is hereinafter referred
to as "CITRIX"). This AGREEMENT includes the Data Processing Agreement, the
(Citrix Services Security Exhibit and any other documents incorporated herein by
reference. Yourlocation of receipt of the Citrix product (hereinafter "PRODUCT") and
maintenance (hereinafter "MAINTENANCE") determines the providing entity as
identified at https://sww.citrix. com buy licensing cirix-providing-entities html. BY

(@1 accept the terms in the license agreement Print
(O1do not accept the terms i the license agreement

InstalShield

<Back Next > Cancel






image252.png
900

800

700

600

500

400

300

200

100

Wd 0€:
Wd O€:

Wd O€:
Wd 0€:LV:20
Wd 0€
Wd 0€:
Wd 0€:6€:20
Wd 0E:T€20
Wd 0€:
Wd 0€:€2:20
Wd 0E:6T:20
Wd 0E:6T:20
Wd 0E:TT:20
Wd 0€:£0:20
Wd 0€:€0:20
Wd 0€:65:10
Wd 0€:6G:T0
Wd 0ETGT0
Wd 0E:LV:TO
Wd 0E:EV:T0
Wd 0E:6€:10
Wd 0E:GET0
Wd 0ETET0
Wd 0€:£ZT0
Wd 0E:€Z10
Wd 0E:6T:10
Wd 0E:GT:T0
Wd 0ETTT0
Wd 0E:L0:T0

VM NTNX-VDI-4-CVM (MiB) VM NTNX-VDI-1-CVM (MiB)

VM NTNX-VDI-3-CVM (MiB)

VM NTNX-VDI-2-CVM (MiB)





image130.jpg
cifrix

8 Citrix 2203 LTSR CU4 - Provisioning Server x64.

Welcome to the Installation Wizard for Citrix
2203 LTSR CU4 - Provisioning Server x64

The Instalishield(R) Wizard will install the Citrix 2203 LTSR CU4

- Provisioning Server x64 on your computer. To continue, dick
Next.

WARNING: This program is protected by copyright law and
international treaties.

=






image251.png
60

Wd 00:Z0:50
Wd 0£:85'80
Wd 00:56:€0
Wd 0ETGE0
Wd 00:8V:€0
Wd 0£:7VE0
Wd 00:Tv€0
Wd 0£:£E°80
Wd 00:7E:€0
Wd 0E:0E°€0
Wd 00:£Z:€0
Wd 0£:£Z:€0
Wd 00:0Z:€0
Wd 0£:9T:£0
Wd 00:ET:€0
Wd 0£:60:€0
Wd 00:90:60
Wd 0£:20:60
Wd 006520
Wd 0£:56:20
Wd 002620
Wd 0£:8Y:20
Wd 00'6¥:20
Wd 01720
Wd 00'8€:20
Wd 0£:7E:20
Wd 00:T€:20
Wd 084220
Wd 007220
Wd 0£:02:20
Wd 00:£T:20
Wd 0£:ET:20
Wd 00:0T:20
Wd 0£:90:20
Wd 00:£0:20
Wd 0£:66:10
Wd 00:96:10
Wd 0£:26'T0
Wd 00:6%10
Wd 05V 10
Wd 00:Z¥10
Wd 0£:8E°T0
Wd 00'SE:T0
- Wd0STET0
Wd 008210
Wd 0E:9Z10
Wd 00:TZT0
Wd 0£:£T:10
Wd 00:7T:10
Wd 0E:0T:10
Wd 00:£0:T0

50
40
30
20
10

0

VM NTNX-VDI-3-CVM (MiB) VM NTNX-VDI-4-CVM (MiB) VM NTNX-VDI-1-CVM (MiB)

VM NTNX-VDI-2-CVM (MiB)





image250.png
100

£

80

70

60

50

40

30

20

10

Wdsr:ose
Wasvese
WdS7i05:E
WdsviLyie
Wd 0EpYiE
Wd 0:TE
Wd 08:88°E
Wd 0E'SEE
Wd 08 ZEE
Wd 08:6Z:€
Wd 08:97:€
Wd 08878

€

Wd 081TT:E
Wd 08:80'E

Wd 08652
Wd 081952
Wd 08852
Wd 0106
Wd 08:LYT
Wd 08DV
Wd 0E:TVZ
Wd 081887
Wd 08:5E:Z
Wd 08267
Wd 085622
Wd 08:92:2
Wd 08622
Wd 08022
Wd 08:£1:Z
W 0EPT:Z
W 0ETTT:Z
Wd 08:80:Z
Wd 08:50:Z
Wd 08:20°C
Wd 0E76S
Wd 08961
WdSTIEST
WdST0GT
WdSTLYT
W STIYT
WdSTTVT
WdSTEET
WdSTISET
WdSTZET
WdSTEZT
WdST9ZT
WdSTEZT

WdSTLTT
WASTYTT

WdSTTET
WdSTE0T
WdSTISOT
WdSTZOT
W ST6SZT

= {hostname="NTNX-VDI-1", instance="localhost:8405", job="nutanix_exporter"} =mmm{hostname="NTNX-VDI-2",instance="localhost:9405", job="nutanix_exporter’)

utanix_exporter'}

localhost:9405", job:

‘nutanix_exporter”} mmmm{hostname="NTNX-VDI-4", instancs

"NTNX-VDI-3" instance:





image135.jpg
48 Citrix 2203 LTSR CU4 - Provisioning Server x64

Ready to Install the Program
The wizard i ready to begin instalation.

X

citrix

Click Install to begin the installation.

If you want to review or change any of your installation settings, dick Back. Click Cancel to

exit the wizard,

InstalShield

N






image256.png
12000

10000

WdSTYEE

Wd 0016
WA SPLYE
WdSTPVE
Wd 00:T¥E.
W SriLee
Wd 08 pEE
WdSTTEE
Wd 00:8Z:€
Wdspvze
Wd 081Z:E
WdSTBTE
Wd 00:ST:E.
WdSPITE
Wd 0880
W STS0:
Wd 00:Z0°€
WdSP'8sT
Wd 0856
WASTZST
Wd 006V
W SPiSYT
Wd 08:Z9T

W SPZET
Wd 0862
WAST9ZT
Wd00£2T
WdSP6TT
Wd 0891
WdSTETT
Wd 00:0

WdSP'90T
Wd 08'£0T
WdST:00T
Wd 0025
Wd O8£S
WdST:0ST
Wd 00:L¥'T
Wd SPEvT
Wd 080V
WdSTLET
Wd 009ET
Wd SP0ET
Wd 08221
WASTPTT
Wd 0072
WA SPLTT
Wd 08PTT

WdSTT
Wd 00:80°T

8000
6000
4000
2000

‘nutanix_exporter’)

job=

=—{_name_="nutanix_host_controller_num_write_iops", hostname="NTNX-VDI-1", instance="localhost:8405",

‘nutanix_exporter’}

localhost:9405", jo

NTNX-VDI-2", instance:

=——{_name_="nutanix_ host_controller_num_write_iops", hostnar

—{_nam:

‘nutanix_exporter’}

localhost:9405", jo

“NTNX-VDI-3",instance

ps, hostna

="nutanix_host_controller_num_wite_o

‘nutanix_exporter’}

NTNX-VDI-4",instance="localhost:3405", jo

ps, hostna

nutanix_host_controller_num write_ioj

—{_rame_="





image134.jpg
48 Citrix 2203 LTSR CU4 - Provisioning Server x64
Destination Folder

X

Click Next to install to this folder, or dick Change to install to a different folder. CI|TIX

Install Citrix 2203 LTSR CU4 - Provisioning Server x64 to:
C:\Program Fies\Citrix\Provisioning Services\

InstalShield

<Back






image255.png
Wd00PSE
Wd00TGE

W00 e
WasvPYE
WaSvIVE
Wasveee
Wasvsee
WasvzEe
WdSvezEe
B 1wasroze
Wdsveze
Wdsvoze
WSvLTE
WaSTPTE
WaSPTTE
WSva0E
W SvSoE
WASHZoE
W Sv65:
WSP9ST
W SvEsT
WSP0ST
WASYLYT
WASPPYZ
WASPIYZ
WaSveET
WSPSET
WASYTET
WASVEZT
WdSv9TT
WaSvETT
WA Sv:02:

WASPLTT
WASPPLZ
WASPTTZ
Wd 5780

WASPSOT
WASYTOT
W SVEST
W Sv9ST
W 0EEST
WdOE0G T
WAOELYT
WAOEPYT
WAOETHT
Wd0EBET
Wd0ESET
WA0EZET
W 0E6ZT
Wd0E9ZT
Wd0EEZT
Wd0E0ZT
WOELTT

WAOEWTT
WA0ETTT
Wd0EB0T

30000
25000
20000
15000
10000

5000

="nutanix_ host_controller_num_read_iops’, hostname="NTNX-VDII", instance="localost:8405",job="nutanix_exporter’}

—{_name

utanix_ host_controller_num.read.iops, hostname="NTNX-VDI-2",instance="localhost:0405", job="nutanix exporter’}

g
H

!

NTNXVDI-3", instance="localhost:9405", job="nutanix exporter’}

nutanix_exporter’}

NTNX-VDI-4", instance="localhost:0405", job:

nutanix_ host_controller_num read_iops”, hostnas

pa—;

read_iops", hostnai

nutanix_ host_controller_num.

—{_name.





image133.jpg
48 Citrix 2203 LTSR CU4 - Provisioning Server x64
Customer Information

R cikrix

User Name:
)

X

Organization:
foscd

Install this appication for:
(® Anyone who uses this computer (allusers)

O nly for me (Windows User)

InstalShield —

<Back Next > Cancel






image254.png
Wdspiese
Wd 08:05:€
Wd 00:£7'€

WASTLEE
Wd00WEE
Wd S7i08:€
Wd 08:£2:€

WASTHTE
Wd00TZE
WdSpiLTE
Wd0EWTE
WdSTTTE
Wd 0080
Wd STp0E
Wd0ETOE
WAST8GT
Wd 00667
WA SPTST
Wd 08:87:Z
WA STSYT

porter’}

utanix_exporter'}
utanix_exporter'}

utanix_ex

Wd0E6ET
WASTZET
Wd 0062
WdSY'SZT
Wd 08222
WA ST6TZ
Wd009TZ
WASPTTT
Wd 08:60T
WdST'90Z
Wd 00:£0
Wd SP6ST
W 0£:96T
Wd 05T
Wd SPi6Y'T
Wd 08:9%'T

(ocalhost:9405", ot

instance="localhost:9405", job="nutanix_exporter'}

NTNX-VDI

]
Z
H
g
g
H

e {hostrame:

W Gp9eT
Wd 0EEET
WA STOET
Wd 00T
WdSPETT
Wd 08102
WdSTLTT
Wd 007 TT
WA SPOTT
Wd 080T

35
25
05





image132.jpg
Citrix 2203 LTSR CU4 - Provisioning Server x64 - InstallShield Wizard X
9

Default Firewall Ports . .
Defauit firewall ports used by Citrix Provisioning Server, target device, and CI|TIX

source Destination Type Port ~
PV server PV Server UDP  6890-6909
PV server MS SQL Server TP 1433
PV server Domain Controller ~ TCP 389
CPV Target Device ~ DHCP Server upp  67/4011* o
tomatically open allCirix Provisioning ports. Refer to support artice =
101810 for more information.

O1 will open the Citix Provisioning ports manually.
InstaliShield
<Back Next > Cancel






image253.png
18

16

14

12

10

WdSPZSE
W Svere
Wd 0E9VE
Wd 0BEVE
Wd 0E0V:E.
Wd0BLEE
Wd0EvEE
Wd0BTEE
Wdoe'8ze
W 085ZE
Wd08ZZE
Wd 0E6TE
Wd 0E9TE
Wd0BETE
Wd 0B0T:E
Wd 0820
Wd 0830
Wd 0810’
Wd 0885
W 08'66Z
Wd08Z5T
Wd 0B 6V
W 0E'9V:Z.
Wd0BEVT
Wd0E0VZ.
Wd 0B LET
Wd0EVET
WdOETET
Wd088ZT
Wd08'SZT
Wd087ZT
Wd 08 61T
Wd 0891
Wd0EETT
Wd0E0TZ
Wd 080T
Wd 08 50T
Wd 080T
Wd 08'8ST
Wd 085G
WdSTZET
WdST6YT
WdST9VT
WdSTEVT
WdSTOVT
WdSTLET
WdSTYET
WdSTIET
WdSTEZT
WdSTSTT
WdSTZZT
WdSTETT
WdSTOTT
WdSTETT
WdSTOTT
WdSTLOT

105", job="nutanix_exporter’}

TNX-VDI-1", instance="localhos

‘nutanix exporter’}

105", job

—— {hostname="NTNX-VDI-2", instance="localho:

“nutanix_ exporter’}

= {hostname="NTNX-VDI-3", instance="localhost:9405", job:

exporter}

——{hostname="NTNX-VDI-4", instance="localhost:9405", job="nutan





image139.jpg
83 Citeix Provisioning Configuration Wizard X

DHCP Services

Specify the service that will provide IP address assignments to Citrix Provisioning.
target devices.
(O The service that runs on this computer

Microsoft DHCP
Citrix Provisioning BOOTP service
Other BOOTP or DHCP service

service that runs on another computer






image138.jpg
&3 Citrix Provisioning Configuration Wizard
Cil-r|>'( Welcome to the Configuration Wizard

The Configuration Wizard provides an easy way to
setup a basic Server configuration.

For advanced configurations, see the Installation and
Configuration Guide.

You can ahways run the Configuration Wizard again
Iater from the Start Menu.

<gack [next>






image259.png
100

70

a0

20

1)

10

WA 0ZP0L

Wd0Z10L
Wd0Z859
Wd0Z559
Wd0ZZ59
W0z 619
W0z 9v9
Wd0ZEWS
Wd0Z0vS
Wd0ZLED
Wd0ZPED
Wd0ZTED
Wd0Z8Z9
Wd0Z5Z9
Wd0Z7Z9
Wd0Z6TS
WdOT9T9
WdOTETS
WdOTOT:9
WdOTL09
WdOTP09
WdOTT09
Wd0T8GS
WOTSES
Wd0TZ5S
W OT6YS
WdOT9VS
WAOTEWS
WdOTOVS
WAOTLES
WdOTPES
WdOTTES
WdOTBZS
WdOTSZS
Wd01ZZS
Wd 006
Wd009T'S
Wd00ETS
Wd000T:S
Wd 0005
Wd0070'S
Wd00T0S
W 005857
Wd 00557
Wd00Z5Y
Wd 0067y
Wd009VY
W 00EVY
W 0007
Wd00LEY
Wd00WEY
Wd00TEY
Wd008ZY

Wd0STZY
Wd0SBTY
Wd 08Ty

stance="localhost:3405",job="nutanix_exporter'}

“localhost:9405", b

= {nostrame="NTNX-VDI-1", instanc

5
:
H
H
:
H
£

“localhosti405",job="nutanix_exporter”} e hostname="NTNX-VDI-4",

= (hostname="NTNX-VDI-3", instanc





image137.jpg
C

Citrix ~
New
! Citrix Provisioning Boot Device Ma...

New

Citrix Provisioning BOOTPTAB Editor
New

Citrix Provisioning Configuration...
New

- Citrix Provisioning Console





image258.png
100

%0

EY

70

60

50

40

30

20

i

°

Wd 0T:L0:L
Wd OTp0:L
Wd 00:T0:L
Wd 0559
Wd 07:pG:9
Wd 081169
Wd 0T:8Y:9
Wd 0T:SYS.
Wd 00279
Wd 05'8€:9
Wd OP'SE:9
Wd 08:Z€'0
Wd 02629
Wd 0T:9Z:9
Wd 00:£Z:9
Wd 05619
Wd 05919
Wd 0ZET'9
Wd OT:0T:9.
Wd 00:£0°9
Wd 05209
Wd 07:00°9
Wd 0825
Wd 0295
Wd OTTSS
Wd 00:8¥:S
Wd 057V
Wd OPiTYS
Wd 08:8E'
Wd 0Z:SE'S
Wd 0LZE'S
Wd 00/6Z:S
Wd 0552
Wd 0722
Wd 02616
Wd 0T'9T:S
Wd 00£T:S
Wd 05606
Wd 07’905
Wd 08'€0'S
Wd 02005
W OTLS Y
Wd 00757
Wd 05067
Wd OviLyy
Wd 0E:P¥Y
Wd 0ZT70
Wd OT'8EY
Wd 00:5EY
Wd 0GTE:
Wd 0v'8Zy
Wd 08:SZY
Wd 0L:ZZY
Wd 00/6T:Y
Wd 0551y

ITNX-VDI-1", instance="localhost:9405", job="nutanix_exporter’}

= {hostname=

'nutanix_exporter’}

="NTNX-VDI-2", instance="localhost:9405", job:

= {nostname-

porter'}

H

(ocalhost:405", job:

e (05t ME="NTNX-VDI-3", instanc

‘nutanix_ exporter’}

(ocalhost:9405", job:

3
z
%
g
z

= {nostname-





image136.jpg
48 Citrix 2203 LTSR CU4 - Provisioning Server x64.

cifrix

Installation Wizard Completed

‘The Installation Wizard has successfully installed Citrix 2203
LTSR CU4 - Provisioning Server x64, Cick Finish to exit the
wizard,






image257.png
DO Fubscee 80 600 2
. — ey F—

- .

s P

e T s s

R, o

S (W) Mcrosoft Edge (rowsing + muttmeda)

j— R ——

S Setorn s

T [

o J—
T
[R—
[
Sy
-

consurerwosrcoonr | g oot os e

o sy

Tmaine

0 Actve e VDLRRND Pl e 008






