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CHAPTER 1

New and Changed Information

This chapter contains the following sections:

» New and Changed Information, page 1

New and Changed Information

Table 1: New and Changed Features

Content Description Changed in Release | Where Documented

vTracker This feature is introduced. 5.2(1)SK3(2.1) Enabling vTracker, on page 129

Local SPAN and ERSPAN | This feature is introduced. 5.2(1)SK31(2.1) Configuring Local SPAN and
ERSPAN, on page 53
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CHAPTER 2

Overview

This chapter contains the following sections:

e Cisco Nexus 1000V for KVM and OpenStack, page 3
e CDP, page 4

* Domains, page 4

» Configuration Management, page 4
» File Management, page 5

¢ User Management, page 5

e NTP, page 5

*« SNMP, page 5

» NetFlow, page 5

« System Messages, page 5

» Troubleshooting, page 6

Cisco Nexus 1000V for KVM and OpenStack

The Cisco Nexus 1000V for KVM consists of two main components:

« Virtual Ethernet Module (VEM)—A software component that is deployed on each kernel-based virtual
machine (VM) host. Each VM on the host is connected to the VEM through virtual Ethernet (vEth)
ports.

* Virtual Supervisor Module (VSM)—The Management component that controls multiple VEMs and
helps in the definition of VM-focused network policies. It is deployed either as a virtual appliance on
any KVM host or on the Cisco Cloud Services Platform appliance.

Each of these components is tightly integrated with the OpenStack environment:
* The VEM is a hypervisor-resident component and is tightly integrated with the KVM architecture.

» The VSM is integrated with OpenStack using the OpenStack Neutron Plug-in.
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*» The OpenStack Neutron API has been extended to include two additional user-defined resources:
> Network profiles are logical groupings of network segments.

° Policy profiles group port policy information, including security.

Using OpenStack, you create VMs, networks, and subnets on the Cisco Nexus 1000V for KVM, by defining
components such as the following:

* Tenants
* Network segments, such as VLANs, VLAN trunks, and VXLANs
« [P address pools (subnets)
Using the Cisco Nexus 1000V for KVM VSM, you create port profiles (called policy profiles in OpenStack),

which define the port policy information, including security settings.

When a VM is deployed, a port profile is dynamically created on the Cisco Nexus 1000V for KVM for each
unique combination of policy port profile and network segment. All other VMs deployed with the same policy
to this network reuse this dynamic port profile.

Note

CDP

Domains

You must consistently use OpenStack for all VM network and subnet configuration. If you use both
OpenStack and the VSM to configure VM networks and subnets, the OpenStack and the VSM configurations
can become out-of-sync and result in faulty or inoperable network deployments.

The Cisco Discovery Protocol (CDP) runs over the data link layer and is used to advertise information to all
attached Cisco devices and to discover and view information about attached Cisco devices. CDP runs on all
Cisco-manufactured equipment.

You must create a domain ID for Cisco Nexus 1000V. This process is part of the initial setup of the Cisco
Nexus 1000V when you are installing the software. If you need to create a domain ID later, use the
saves-domain command.

You can establish Layer 3 Control in your VSM domain, which means that your VSM is Layer 3 accessible
and able to control hosts that reside in a separate Layer 2 network.

Configuration Management

- Cisco Nexus 1000V for KVM System Management Configuration Guide, Release 5.x
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File Management

Using a single interface, you can manage the file system including:
* Flash memory file systems
* Network file systems (TFTP and FTP)

* Any other endpoint for reading or writing data (such as the running configuration)

User Management

You can identify the users who are currently connected to the device and send a message to either a single
user or all users.

NTP

The Network Time Protocol (NTP) synchronizes timekeeping among a set of distributed time servers and
clients. This synchronization allows you to correlate events when you receive system logs and other
time-specific events from multiple network devices.

SNMP

The Simple Network Management Protocol (SNMP) is an application-layer protocol that provides a message
format for communication between SNMP managers and agents. SNMP provides a standardized framework
and a common language that you can use to use to monitor and manage devices in a network.

NetFlow

NetFlow gives visibility into traffic that transits the virtual switch by characterizing IP traffic based on its
source, destination, timing, and application information. You can use this information to assess network
availability and performance, assist in meeting regulatory requirements (compliance), and help with
troubleshooting.

You can also use the Cisco Network Analysis Module (NAM) to monitor NetFlow data sources.

System Messages

You can use system message logging to control the destination and to filter the severity level of messages that
system processes generate. You can configure logging to a terminal session, a log file, and syslog servers on
remote systems. System message logging is based on RFC 3164.

For more information about the system message format and the messages that the device generates, see the
Cisco Nexus 1000V Series NX-OS System Messages Reference.
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Troubleshooting

Ping and trace route are among the available troubleshooting tools. For more information, see the Cisco Nexus
1000V for KVM Troubleshooting Guide.
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CHAPTER

Configuring CDP

This chapter contains the following sections:

 Information About CDP, page 7

¢ Guidelines and Limitations, page &

e Default Settings, page 8

» Configuring CDP, page 9

» Verifying the CDP Configuration, page 12
* Monitoring CDP, page 13

» Configuration Example for CDP, page 13
» Feature History for CDP, page 14

Information About CDP

The Cisco Discovery Protocol (CDP), which runs over the data link layer, is used to advertise information to
all attached Cisco devices and to discover and view information about attached Cisco devices. CDP runs on
all Cisco-manufactured equipment.

Each device that you configure for CDP sends periodic advertisements to a multicast address. Each device
advertises at least one address at which it can receive SNMP messages. The advertisements also contain hold
time information, which indicates the length of time that a receiving device should hold CDP information
before discarding it. You can configure the advertisement or refresh timer and the hold timer.

CDP Version 2 (CDPv2) allows you to track instances where the native VLAN ID or port duplex states do
not match between connecting devices.

CDP advertises the following type-length-value fields (TLVs):
* Device ID
» Address
* Port ID

* Capabilities
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[ | High Availability

* Version

* Platform

* Native VLAN

* Full/half duplex

* Maximum Transmission Unit (MTU)
* Sysname

* SysObjectID

* Management address

* Physical location

All CDP packets include a VLAN ID. The CDP packet is untagged, so it goes over the native/access VLAN,
which is then also added to the packet.

High Availability

Stateless restarts are supported for CDP. After a reboot or a supervisor switchover, the running configuration
is applied.

Guidelines and Limitations

» CDP gathers protocol addresses of neighboring devices and discovers the platform of those devices.
CDP runs over the data link layer only. With CDP, two systems that support different Layer 3 protocols
can learn about each other.

* CDP can discover up to 256 neighbors per port if the port is connected to a hub with 256 connections.

* CDP must be enabled globally before you can configure CDP on an interface. CDP is enabled globally
by default.

* You can configure CDP on physical interfaces and port channels only.

Default Settings

Parameters Default

CDhP Enabled globally and on all interfaces
CDP version Version 2

CDP device ID System name

CDP timer 60 seconds

CDP hold timer 180 seconds

- Cisco Nexus 1000V for KVM System Management Configuration Guide, Release 5.x
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Configuring CDP

This section includes the following topics:
» CDP Global Configuration
* Enabling CDP on an Interface
* Disabling CDP on an Interface

Enabling or Disabling CDP Globally

Be sure you understand that when you globally disable the CDP feature, all CDP configurations are removed.

Before You Begin

Before beginning this procedure, you must be logged in to the CLI in EXEC mode.

Procedure

Command or Action Purpose
Step 1 switch# config t Places you in global configuration mode.
Step 2 switch(config)# [no] cdp enable Enables or disables the CDP feature globally.

switch# config t
switch(config)# no cdp enable

Enabling or Disabling CDP on an Interface

You can enable or disable CDP on an interface.
A\

Note  Although CDP is enabled by default on all interfaces, should it become disabled, you can use this procedure
to enable it again.

Procedure

Command or Action Purpose

Step 1 switch# configure terminal Enters global configuration mode.
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Command or Action Purpose
Step 2 switch(config)# interface interface-type |Places you in interface configuration mode for the
number specific interface.
Step 3 switch(config-if)# [no] cdp enable Disables or enables CDP on this interface.
Step 4 switch(config-if)# show cdp interface |(Optional)
interface-type number Displays CDP information for the specified
interface.
Step 5 switch(config-if)# copy running-config | (Optional)
startup-config Saves the change persistently through reboots and
restarts by copying the running configuration to
the startup configuration.

switch# config terminal
switch (config) # interface ethernet 3/1
switch(config-if)# no cdp enable
switch(config-if)# show cdp interface mgmtO
mgmt0 is up

CDP disabled on interface

Sending CDP packets every 60 seconds

Holdtime is 180 seconds
switch (config)# copy running-config startup-config

Configuring CDP Options

You can configure the following for CDP:

» The device ID format to use

Y

Note  Only the system-name device ID format is supported

 The maximum hold time for neighbor information

* The refresh time for sending advertisements

)

Note  You can view output from the upstream Catalyst 6500 Series switch by using the show cdp neighbor
command.

Before You Begin

Before beginning this procedure, be sure you know the following information:
* How long you want CDP to retain neighbor information if you are setting the holdtime.

* How often you want CDP to advertise if you are setting the CDP timer.

- Cisco Nexus 1000V for KVM System Management Configuration Guide, Release 5.x
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Configuring CDP Options .

Procedure
Command or Action Purpose
Step 1 switch# configure terminal Enters global configuration mode.
Step 2 switch(config)# cdp format (Optional)
device-id system-name Specifies that CDP uses the system name for the device
ID format.
Step 3 switch(config)# show cdp Displays the upstream device from your device.
neighbors
Step 4 switch(config)# cdp holdtime (Optional)
seconds Sets the maximum amount of time that CDP holds onto
neighbor information before discarding it.
* The range for the seconds argument is from 10 to
255 seconds.
* The default is 180 seconds.
Step 5 switch(config)# cdp timer seconds | Sets the refresh time for CDP to send advertisements to
neighbors.
* The range for the seconds argument is from 5 to 254
seconds.
Step 6 switch(config)# show cdp global |(Optional)
Displays the CDP version that is being advertised or sent
to other devices.
Step 7 switch(config)# copy (Optional)
running-config startup-config Saves the change persistently through reboots and restarts
by copying the running configuration to the startup
configuration.

switch# config terminal

switch(config)# cdp format device-id system-name

switch (config)# show cdp neighbors

Capability Codes: R - Router, T - Trans-Bridge, B - Source-Route-Bridge
S - Switch, H - Host, I - IGMP, r - Repeater,
V - VoIP-Phone, D - Remotely-Managed-Device,
s - Supports-STP-Dispute

Device ID Local Intrfce Hldtme Capability Platform Port ID
swordfish-6k-2 Eth2/2 169 RS I WS-C6503-E Gigl/14
swordfish-6k-2 Eth2/3 139 RSI WS-C6503-E Gigl/15
swordfish-6k-2 Eth2/4 135 RSI WS-C6503-E Gigl/1l6
swordfish-6k-2 Eth2/5 177 RSI WS-C6503-E Gigl/17
swordfish-6k-2 Eth2/6 141 RSI WS-C6503-E Gigl/18

switch (config)# cdp holdtime 10
switch(config)# cdp timer 5
switch (config)# show cdp global
Global CDP information:

CDP enabled globally
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Sending
Sending
Sending
Sending

CDP packets every 5 seconds
a holdtime value of 10 seconds
CDPv2 advertisements is disabled

DeviceID TLV in Mac Address Format

Configuring CDP |

switch(config-if)# copy running-config startup-config

Advertising a CDP Version

Before beginning this procedure, be sure you have know the following information:

* The version of CDP currently supported on the device.

* Only one version of CDP (version 1 or version 2) is advertised at a time for all uplinks and port channels
on the switch.

Before You Begin

Before beginning this procedure, you must be logged in to the CLI in EXEC mode.

Procedure

Command or Action

Purpose

Step 1

switch# config t

Places you in global configuration mode.

Step 2

switch(config)# cdp advertise {v1|v2}

Assigns the CDP version to advertise:
* CDP Version 1
* CDP Version 2

Step 3

switch(config)# show cdp global

(Optional)
Displays the CDP version that is being advertised or
sent to other devices.

Step 4

switch(config)# copy running-config
startup-config

(Optional)
Copies the running configuration to the startup
configuration.

switch# config t
switch (config)# cdp advertise vl
switch(config)# show cdp global
Global CDP information:
CDP enabled globally
Sending CDP packets every 60 seconds
Sending a holdtime value of 180 seconds
Sending CDPv2 advertisements is disabled
Sending DeviceID TLV in Default Format
switch (config)# copy running-config startup-config

Verifying the CDP Configuration

Use one of the following commands to verify the configuration:

- Cisco Nexus 1000V for KVM System Management Configuration Guide, Release 5.x
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Monitoring CDP

Command

Purpose

show cdp all

Displays all interfaces that have CDP enabled.

show cdp entry {all | name entry-name}

Displays the CDP database entries.

show cdp global

Displays the CDP global parameters.

show cdp interface interface-type slot/port

Displays the CDP interface status.

show cdp neighbors {detail | interface interface-type
slot/port}

Displays the CDP neighbor status.

Monitoring CDP

Monitoring CDP Statistics

Command

Purpose

show cdp traffic interface interface-type slot/port

Displays the CDP traffic statistics on an interface.

Clearing CDP Statistics

Use one of the following commands to clear CDP statistics:

Command

Purpose

clear cdp counters

Clears CDP statistics on all interfaces.

clear cdp counters interface number

Clears CDP statistics on the specified interface.

clear cdp table

Clears the CDP cache for one or all interfaces.

Configuration Example for CDP

This example shows how to enable the CDP feature and configures the refresh and hold timers:

switch# config t

switch(config)# cdp enable
switch (config)# cdp timer 50
switch (config)# cdp holdtime 100
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Feature History for CDP

Configuring CDP

Feature

Releases

Feature Information

CDP

Release 5.2(1)SK1(2.1)

This feature was introduced.
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CHAPTER I

Configuring the Domain

This chapter contains the following sections:

 Information About Domains, page 15

* Configuring a Domain, page 16

o Verifying the Domain, page 17

 Feature History for the VSM Domain, page 18

Information About Domains

You must create a domain for the Cisco Nexus 1000V. This process is part of the initial setup of the Cisco
Nexus 1000V when you install the software. If you need to create a domain later, you can do so by using the
setup command or the procedures described in this chapter.

Layer 3 Control

The Cisco Nexus 1000V for KVM supports Layer 3 control by default, and this setting cannot be changed.
Layer 3 control, or IP connectivity, is supported between the Virtual Supervisor Module (VSM) and the Virtual
Ethernet Module (VEM) for control and packet traffic. With Layer 3 control, a VSM can be Layer 3 accessible
and can control hosts that reside in a separate Layer 2 network. In the Layer 3 mode, all the VEMs hosts that
are managed by VSM and the VSM can be in different networks.

To implement Layer 3 control, you must configure the VSM in Layer 3 mode.

Cisco Nexus 1000V for KVM System Management Configuration Guide, Release 5.x ||



Configuring the Domain |
. Configuring a Domain

In this figure, VSM 1 controls VEMs in Layer 2 Network A and VSM 2 controls VEMs in Layer 2 Network
B.

Figure 1: Example of Layer 3 Control IP Connectivity
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Configuring a Domain

You can create a domain for the Cisco Nexus 1000V that identifies the VSM and VEMs that reside in the
domain. This process is part of the initial setup of the Cisco Nexus 1000V when installing the software. If
you need to create a domain after initial setup, you can do so by using this procedure.

Before You Begin
Before beginning this procedure, you must be logged in to the CLI in EXEC mode.

You must know the following information:

* A unique domain ID for this Cisco Nexus 1000V instance.

Jl Cisco Nexus 1000V for KVM System Management Configuration Guide, Release 5.x
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Procedure
Command or Action Purpose
Step 1 switch# config terminal Places you in global configuration mode.
Step 2 switch(config)# svs-domain Places you in SVS domain configuration mode.
Step 3 switch(config-svs-domain)# svs mode L3 | Designates which interface to use, mgmoO or
interface {mgmt0 | control0} control0.
Note  The interface must already have an IP
address configured.
Step 4 switch(config-svs-domain)# domain id | Creates the domain ID for this Cisco Nexus
number 1000V instance.
Step 5 switch(config--svs-domain)# show svs | (Optional)
domain Displays the domain configuration.
Step 6 switch(config-svs-domain)# exit Returns you to global configuration mode.
Step 7 switch(config)# copy running-config (Optional)
startup-config Copies the running configuration to the startup
configuration.

switch# configuration terminal

switch(config)# svs-domain

switch (config-svs-domain)# svs mode L3 interface mgmtO
switch (config-svs-domain) # domain id 1

switch (config-vlan)# exit

switch(config)# show svs domain
SVS domain config:

Domain id: 1
Control vlan: NA
Packet vlan: NA

Control mode: L3

Switch guid: 07da7ela-2bff-6833-b416-£5d83204a55c

L3 control interface: mgmtO

Status: Config push to VC successful.

Control type multicast: No
Note: Control VLAN and Packet VLAN are not used in L3 mode
switch (config)# copy running-config startup-config

[ A A A A A A A R A R AR A AH] 1009
switch (config) #

Verifying the Domain
Use this procedure to view and verify the configured domain.

Before You Begin
* You are logged in to the CLI in any command mode.

* You have configured a domain using the Creating a Domain procedure.
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Procedure

show svs domain

Example:

switch# show svs domain
SVS domain config:

Domain id:

Control vlan:
Packet vlan:
Control mode:
Switch guid:

L3 control interface: mgmtO
Status: Config push to VC successful.
Control type multicast: No

Configuring the Domain

07da7ela-2bff-6833-b416-£5d83204a55¢c

Note: Control VLAN and Packet VLAN are not used in L3 mode
Display the domain configured on the Cisco Nexus 1000V.

Feature History for the VSM Domain

This table only includes updates for those releases that have resulted in additions to the feature.

Feature Name

Releases

Feature Information

VSM Domain

Release 5.2(1)SK1(2.1)

This feature was introduced.

- Cisco Nexus 1000V for KVM System Management Configuration Guide, Release 5.x



CHAPTER 5

Managing Host Server Connections

This chapter contains the following sections:
 Information about Host Server Connections, page 19
» Configuring Host Server Connections, page 19
» Verifying the Configuration, page 21

» Feature History for Host Server Connections, page 24

Information about Host Server Connections

When a VSM detects a new Virtual Ethernet Module (VEM), it automatically assigns a free module number
to the VEM and then maintains the mapping between the module number and the universally unique identifier
(UUID) of a host server. This mapping is used to assign the same module number to a given host server.

Configuring Host Server Connections

Mapping a VEM to a New Host

Before You Begin

Before beginning this procedure, be sure you have done the following:
* Logged in to the CLI in EXEC mode
» Removed the host from the Cisco Nexus 1000V DVS on the OpenStack controller

Procedure

Command or Action Purpose

Step 1 switch# configure terminal Places you in global configuration mode.
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Command or Action Purpose
Step 2 switch(config)# no vem module (Optional)
number Removes the existing module-to-host mapping

Note  If you are changing the mapping on a module,
you must remove the existing host mapping first.
If you do not remove the existing host mapping
first, the new host is assigned a different module

number.
Step 3 switch(config)# vem module number | Places you in configuration mode for the specified
module.
Step 4 switch(config-vem-slot)# host id | Assigns a different host server UUID to the specified
server-bios-uuid module. The host ID must match the host UUID in the
/etc/nlkv/nlkv.conf file. The valid range is from 0 to 64
characters.
Step 5 switch(config-vem-slot)# show (Optional)
module vem mapping Displays the mapping of modules to hosts.
Step 6 switch(config-vem-slot)# copy Copies the running configuration to the startup
running-config startup-config configuration.

switch# configure terminal

switch(config)# no vem 3

switch (config)# wvem 3

switch (config-vem-slot)# host id 93312881-309e-11db-afal-0015170£f51a8
switch (config-vem-slot)# show module vem mapping

Mod Status UUID License Status
3 powered-up 93312881-309e-11db-afal-0015170£51a8 licensed
absent 6dd6c3e3-7379-11db-abcd-000bab086eb6 licensed

switch (config-vem-slot)# copy running-config startup-config

Removing Host Mapping from a Virtual Ethernet Module
You can remove the host mapping from a module.

Before You Begin
Before beginning this procedure, be sure you have done the following:
* Logged in to theCisco Nexus 1000V in EXEC mode.
» Removed the host from the Cisco Nexus 1000V DVS on the OpenStack controller.
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Procedure
Command or Action Purpose
Step 1 switch# configure terminal Places you in global configuration mode.
Step 2 switch(config)# no vem module-number | Removes the specified module from the software.
Note  If the module is still present in the slot, the
command is rejected, as shown in the
example.
Step 3 switch(config)# show module vem (Optional)
mapping Displays the mapping of modules to hosts.
Step 4 switch(config)# copy running-config |Copies the running configuration to the startup
startup-config configuration.
switch# configure terminal
switch(config)# no vem 4
switch(config)# no vem 3
cannot modify slot 3: host module is inserted
switch (config)# show module vem mapping
Mod Status UuUID License Status
3 powered-up 93312881-309e-11db-afal-0015170£51a8 licensed

switch (config-vem-slot)# copy running-config startup-config

Viewing Host Mapping

* Use this procedure in EXEC mode to view the mapping of modules to host servers.

Procedure

Display the mapping on modules to host servers by entering the following command: show module vem
mapping

Mod Status UUID License Status

3 powered-up 93312881-309e-11db-afal-0015170£f51a8 licensed
nl000v (config) #

Verifying the Configuration

Use one of the following commands to verify the configuration:

show running-config

Displays the current configuration.
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If the Cisco Nexus 1000V is not connected to a OpenStack controller or KVM server, the output is limited to
connection-related information.

switch(config)# show running-config

!Command: show running-config
!Time: Fri Jul 26 01:59:50 2013

version 5.2 (1)SK1(1.1)
switchname nl1000v-VSM-Primary

no feature telnet

username adminbackup password 5 ! role network-operator
username admin password 5 $1$uaNy2mFT$Sy6f023j8Q/uxc0fWMpBLz]l role network-admi
n

username admin keypair rsa

banner motd #Nexus 1000v Switch
#

ip domain-lookup
ip host nl000v-VSM-Primary 10.106.202.182
errdisable recovery cause failed-port-state
vem 3
host id 10
vem 4
host id 64
snmp-server user admin network-admin auth md5 0xb64ad6879970£0e57600c443287a79f
0 priv 0xb64ad6879970£f0e57600c443287a79f0 localizedkey

vrf context management
ip route 0.0.0.0/0 10.106.202.161
vlan 1,2166-2170

cdp advertise vl
cdp holdtime 10
cdp timer 5
port-channel load-balance ethernet source-mac
port-profile default max-ports 32
port-profile default port-binding static
port-profile type vethernet N1K Cloud Default Trunk
switchport mode trunk
no shutdown
guid 51el095a-6lea-50b5-9f3c-19842dcffoee’
max-ports 64
description Port Profile created for Nexus 1000V internal usage. Do not use.
state enabled
port-profile type ethernet uplink sys
switchport mode trunk
switchport trunk allowed vlan 2167-2170
no shutdown
guid 53502d18-9ffb-411a-b665-d830081136e5
max-ports 512
state enabled
port-profile type ethernet uplink sys pc
switchport mode trunk
switchport trunk allowed vlan 2167
channel-group auto mode active
no shutdown
guid 7aa26801-1e00-2684-97ec-a7cclad6l5af
max-ports 512
state enabled
port-profile type vethernet vm access_sys
switchport mode access
guid 78dc356e-1fe5-7c72-8c2c-6286065720a8
port-profile type vethernet DEFAULT DATA VNIC1
switchport mode access
switchport access vlan 2170
no shutdown
guid 5cb014fe-3d4f-014a-b673-869700£70425
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state enabled

port-

profile type vethernet DEFAULT DATA VNIC2

switchport mode access
switchport access vlan 2167

no

shutdown

guid 42dbcl74-30ec-2ab7-8796-c92elb5eadl6’
state enabled

port-

profile type vethernet DEFAULT DATA VNIC3

switchport mode access
switchport access vlan 2169

no

shutdown

guid 090dc703-caca-102c-869a-86e433531d77
state enabled

port-

profile type vethernet mx-nlb

guid 2505614c-2107-5£97-9£21-45d70b57aa3e

port-

profile type vethernet hsrp-1

switchport mode trunk
disable-loop-detection hsrp

no

shutdown

guid 6d2b8903-94c5-2e9a-923d-182408301feb
state enabled

port-

profile type vethernet vrrp-1

disable-loop-detection vrrp
switchport mode trunk

no

shutdown

guid 3262b6ec-1333-2665-bc78-37a3leaba’le
state enabled

port-

profile type vethernet LynnTest

guid 5a5e3644-8cf9-1f4a-bf63-97912048£20e

port-

profile type vethernet LynnPP

switchport mode access
switchport access vlan 10

no

shutdown

capability 13control
guid 754ab04a-6979-3f5f-alec-aefl1dd83£ff0
state enabled

interface port-channel?2

interface mgmtO

ip

address 10.106.202.182/27

interface control0

no
line
line
boot
boot
boot
boot

snmp trap link-status

console

vty

kickstart bootflash:/nl1000v-dk9-kickstart.5.2.1.SK1.1.0.345.gbin sup-1
system bootflash:/nl1000v-dk9.5.2.1.SK1.1.0.345.gbin sup-1

kickstart bootflash:/nl1000v-dk9-kickstart.5.2.1.8K1.1.0.345.gbin sup-2
system bootflash:/nl1000v-dk9.5.2.1.5K1.1.0.345.gbin sup-2

svs-domain
domain id 1
control vlan 1
packet vlan 1
svs mode L3 interface mgmt0
switch-guid 07da7ela-2bff-6833-b416-£5d83204a55¢c
svs connection svs system
max-ports 8192
vservice global type vsg
tcp state-checks invalid-ack
tcp state-checks seg-past-window

no
no

tcp state-checks window-variation
bypass asa-traffic

vnm-policy-agent
registration-ip 0.0.0.0
shared-secret *****xxkxx
log-level info

show svs connections

Displays the current connections to the Cisco Nexus 1000V.
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A

Managing Host Server Connections

Note

Feature History for Host Server Connections

Network connectivity issues may shut down your connection to theOpenStack controller. When network
connectivity is restored, the Cisco Nexus 1000V will not automatically restore the connection. In this case,
you must restore the connection manually using the following command sequence:

no connect

connect

switch (config) # show svs connections

connection svs_system:
hostname: -
ip address: -
remote port: 80
protocol: -
certificate: default
datacenter name: -
admin:
max-ports: 8192
DVS uuid: -
config status: Disabled
operational status: Disconnected
sync status: -
version: -
vc-uuid: -

switch (config) #

show module

Displays the module information.

swtich# show module

Mod Ports Module-Type Model
1 0 Virtual Supervisor Module

2 0 Virtual Supervisor Module

Mod Sw Hw

1 5.2 (1)SK1(1) 0.0

2 5.2 (1)SK1(1) 0.0

Mod MAC-Address (es)

1 00-19-07-6c-5a-a8 to 00-19-07-6¢c-62-a8 NA
2 00-19-07-6c-5a-a8 to 00-19-07-6c-62-a8 NA

Mod Server-IP Server-UUID

1 10.105.225.180 NA
2 10.105.225.180 NA

* this terminal session

Nexus1l000V
Nexus1l000V

Status

active *
ha-standby

Server—-Name

Feature Name Releases

Feature Information

Host Mapping Release 5.2(1)SK1(2.1)

This feature was introduced.
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CHAPTER

Managing the Configuration

This chapter contains the following sections:

.

Information About Configuration Management, page 25
Changing the Switch Name, page 25

Configuring a Message of the Day, page 26

Saving a Configuration, page 27

Erasing a Configuration, page 27

Verifying the Configuration, page 28

Feature History for Configuration Management, page 28

Information About Configuration Management

The Cisco Nexus 1000V enables you to change the switch name, configure messages of the day, and display,
save, and erase configuration files.

Changing the Switch Name

Use this procedure to change the switch name or prompt from the default (switch#) to another character string.

If the VSM is connected to the OpenStack controller, then this procedure also changes the Dynamic Vectoring
and Streaming (DVS) engine that the VSM is managing. If you make an error when renaming the DVS, a
syslog is generated and the DVS on the OpenStack controller continues to use the old DVS name.

Before You Begin

Before beginning this procedure, you must be logged in to the CLI in configuration mode.
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Procedure

Command or Action Purpose

Step 1 switch(config)# switchname Changes the switch prompt.

switch(config)# switchname metro
metro (config)# exit
metro#

Configuring a Message of the Day

Use this procedure to configure a message of the day (MOTD) to display before the login prompt on the
terminal when a user logs in.

* The banner message can be up to 40 lines with up to 80 characters per line.
* Use the following guidelines when choosing your delimiting character:
> Do not use the delimiting-character in the message string.

°Do not use " and % as delimiters.

* The following tokens can be used in the the message of the day:
o $(hostname) displays the host name for the switch.

> $(line) displays the vty or tty line or name.

Before You Begin

Before beginning this procedure, you must be logged in to the CLI in configuration mode.

Procedure
Command or Action Purpose
Step 1 switch(config)# banner motd Configures a banner message of the day with the
[delimiting-character message following features:
delimiting-character] « Up to 40 lines
* Up to 80 characters per line
* Enclosed in delimiting character, such as #
* Can span multiple lines
* Can use tokens
Step 2 switch(config)# show banner motd Displays the configured banner message.
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switch (config) # banner motd #April 16, 2011 Welcome to the svs#
switch (config) # show banner motd
April 16, 2011 Welcome to the Switch

Saving a Configuration

Use this procedure to save the running configuration to the startup configuration so that your changes are
retained in the configuration file the next time you start the system.

Before You Begin

Before beginning this procedure, you must be logged in to the CLI in any command mode.

Procedure
Command or Action Purpose
Step 1 switch# copy running-config (Optional)
startup-config Saves the change persistently through reboots and restarts
by copying the running configuration to the startup
configuration.

switch# copy run start

[#E## 44 H S HHHE A AHH SR FFH A HH SR HHH4] 1003
switch#

Erasing a Configuration

A

Use this procedure to erase a startup configuration.

Caution

The write erase command erases the entire startup configuration with the exception of loader functions,
the license configuration, and the certificate extension configuration

Before You Begin

Before beginning this procedure, you must be logged in to the CLI in any command mode.

Procedure

Command or Action Purpose

Step1 |switch# write erase [boot | | The existing startup configuration is completely erased and all settings
debug] revert to their factory defaults.

The running configuration is not affected.

The following parameters are used with this command:
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Command or Action

« debug: Erases the debug configuration.

* boot: Erases the boot variables and the mgmt0 IP configuration.

switch# write erase debug

Verifying the Configuration

Use the following commands to verify the configuration of interfaces, system settings, and hardware and
software versions. For detailed information, including sample output, see the Cisco Nexus 1000V for KVM

Command Reference.

Command

Description

show version

Displays the versions of system software and
hardware that are currently running on the switch.

show running-config

Displays the versions of system software and
hardware that are currently running on the switch.

show running-config diff

Displays the difference between the startup
configuration and the running configuration currently
on the switch.

show interface {fype} {name} brief

Displays a brief version of information about the
specified interface configuration.

show interface {type} {name}

Displays details about the specified interface
configuration.

show interface brief

Displays a brief version of all interface configurations
on your system.

show running-config interface

Displays the running configuration for all interfaces
on your system.

Feature History for Configuration Management

Feature Name

Releases

Feature Information

Configuration Management

Release 5.2(1)SK1(2.1)

This feature was introduced.
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CHAPTER 7

Working with Files

This chapter contains the following sections:

 Information About Files, page 29

* Navigating the File System, page 30

» Copying and Backing Up Files, page 33

* Creating a Directory, page 35

» Removing an Existing Directory, page 35

* Moving Files, page 36

» Deleting Files or Directories, page 36

» Compressing Files, page 37

» Uncompressing Files, page 38

» Directing Command Output to a File, page 39

» Verifying a Bootable Image, page 39

» Loading a File into the Running Configuration, page 40
* Rolling Back to a Previous Configuration , page 40
» Displaying Files, page 41

» Feature History for File Management, page 43

Information About Files

The Cisco Nexus 1000V file system provides a single interface to all the file systems that the Cisco Nexus
1000V switch uses, including:

* Flash memory file systems
* Network file systems (TFTP and FTP)

* Any other endpoint for reading or writing data (such as the running configuration)
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Navigating the File System

Specifying File Systems

The syntax for specifying a file system is <file system name>:[//server/]. The following table describes file
system syntax.

File System Name Server Description
bootflash sup-active Internal memory located on the
active supervisor used for storing
sup-local

system images, configuration files,
sup-1 and other miscellaneous files.
Cisco Nexus 1000V CLI defaults

module-1
to the bootflash: file system
sup-standby Internal memory located on the
standby supervisor used for storing
sup-remote . .
system images, configuration files,
sup-2 and other miscellaneous files.
module-2
volatile — Volatile random-access memory

(VRAM) located on a supervisor
module used for temporary or
pending changes.

Identifying the Directory You are Working From

You can display the directory name of your current CLI location.

Before You Begin

Before beginning this procedure, you must be logged in to the CLI in any command mode.

Procedure

Command or Action Purpose

Step 1 switch# pwd Displays the present working directory.

switch# pwd
bootflash:
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Changing Your Directory

You can change your location in the CLI, from one directory or file system to another.

Cisco Nexus 1000V CLI defaults to the bootflash: file system.

~

Note  Any file saved in the volatile: file system is erased when the switch reboots.

Before You Begin

Before beginning this procedure, you must be logged in to the CLI in any command mode.

Procedure
Command or Action Purpose
Step 1 switch# pwd Displays the directory name of
your current CLI location.
Step2  |switch# cd directory name Changes your CLI location to the

root directory on the bootflash:

 switch# cd bootflash: file system.

Changes your CLI location to the root directory on the
bootflash: file system.

* switch# cd bootflash:mydir
Changes your CLI location to the mydir directory that
resides in the bootflash: file system.

* switch# ¢d mystorage
Changes your CLI location to the mystorage directory that
resides within the current directory.

If the current directory is bootflash: mydir, this command
changes the current directory to bootflash:
mydir/mystorage.

switch# pwd
volatile:
switch# cd bootflash:

switch# pwd

volatile:

switch# cd bootflash:mydir
switch# pwd

volatile:

switch# cd mystorage
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Listing the Files in a File System

Procedure

Working with Files

Command or Action

Purpose

Step 1 switch# dir [directory | filename)

Displays the contents of a directory or file.

switch (config)# dir

77824 Jul 26 01:48:13 2013
4096 Jun 24 21:08:18 2013 core/
4096 Jun 24 21:08:18 2013 1log/
16384 Jun 24 21:07:59 2013 lost+found/
875 Jun 28 04:19:00 2013 mts.log
1955033 Jun 24 21:08:11 2013
31329792 Jun 24 21:08:11 2013
98044335 Jun 24 21:08:15 2013
4096 Jun 24 21:08:43 2013 wvdc_2/
4096 Jun 24 21:08:43 2013 wvdc_3/
4096 Jun 24 21:08:43 2013 wvdc_4/
8401501 Jun 24 21:08:17 2013

Usage for bootflash://
498884608 bytes used
5905084416 bytes free
6403969024 bytes total

switch (config) #

Before You Begin

accounting.log

nl000v-dk9-dplug.5.2.1.5SK1.1.0.345.gbin

nl1000v-dk9-kickstart.5.2.1.5K1.1.0.345.gbin
nl000v-dk9.5.2.1.5K1.1.0.345.gbin

vsmcpa.3.0.0.112.bin

Identifying Available File Systems for Copying Files

Before beginning this procedure, you must be logged in to the CLI in EXEC mode.

Procedure
Command or Action Purpose
Step 1 switch# copy ? Displays the source file systems available to the copy
command.
Step 2 switch# copy filename ? Displays the destination file systems available to the copy
command for a specific file.

switch# copy ?

bootflash: Select source filesystem
core: Select source filesystem
debug: Select source filesystem
ftp: Select source filesystem
licenses Backup license files

log: Select source filesystem
nvram: Select source filesystem

running-config Copy running configuration to destination

scp: Select source filesystem
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sftp: Select source filesystem

startup-config Copy startup configuration to destination
system: Select source filesystem

tftp: Select source filesystem

volatile: Select source filesystem

Using Tab Completion

You can have the CLI complete a partial file name in a command.

Procedure
Command or Action Purpose
Step 1 switch# show file filesystem name: | Completes the filename when you type a partial filename and
partial filename <Tab> then press Tab and if the characters you typed are unique to
a single file.
If not, the CLI lists a selection of file names that match the
characters that you typed.
You can then retype enough characters to make the file name
unique; and CLI completes the filename for you.
Step 2 switch# show file Completes the file name for you
bootflash:nexus-1000v- <Tab>

switch# show file bootflash:nexus-1000v-
bootflash:nexus-nl1000v-dk9-dplug.5.2.1.5K1.1.0.345.gbin
bootflash:nexus-1000v-mzg.5.2.1.SK1.1.0.345.gbin
bootflash:nexus-1000v-kickstart-mzg.5.2.1.5K1.1.0.345.gbin
nl000v# show file bootflash:c<Tab>

MIICXgIBAAKBGQDSq93BrlHcg3bX1jXDMY5¢c9+yZSST3VhuQBgogvCPDGeLecA+]

switch#

Copying and Backing Up Files

A

You can copy a file, such as a configuration file, to save it or reuse it at another location. If your internal file
systems are corrupted, you could potentially lose your configuration. Save and back up your configuration
files periodically. Also, before installing or migrating to a new software configuration, back up the existing
configuration files.

Note

Use the dir command to ensure that enough space is available in the destination file system. If enough
space is not available, use the delete command to remove unneeded files.

Before You Begin

Before beginning this procedure, you must be of the following:

* You are logged in to the CLI through a Telnet, or SSH connection.
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* Your device has a route to the destination if you are copying to a remote location. Your device and the
remote destination must be in the same subnetwork if you do not have a router or default gateway to
route traffic between subnets.

* Your device has connectivity to the destination. Use the ping command to be sure.
* The source configuration file is in the correct directory on the remote server.

* The permissions on the source file are set correctly. Permissions on the file should be set to world-read.

Procedure

Command or Action Purpose

Step 1| switch# copy [source filesystem:] filename [destination filesystem:] filename | Copies a file from
the specified source
location to the
specified destination
« switch# copy bootflash: system_image location.
bootflash://sup-standby/system_image
Copies a file from bootflash in the active supervisor module to bootflash
in the standby supervisor module.

* switch# copy system:running-config system run.cfg
Saves a copy of the running configuration to a remote switch.

« switch# copy system:running-config bootflash:config
Copies a running configuration to the bootflash: file system.

* switch# copy scp:[//[username@]server|[/path]/filename
Copies a source or destination URL for a network server that supports Secure
Shell (SSH) and accepts copies of files using the secure copy protocol (scp).

« switch# copy sftp:[//[username@]server]|[/path]/filenamel//
Copies a source or destination URL for an SSH FTP (SFTP) network server.

* switch# copy system:running-config bootflash:my-config
Places a back up copy of the running configuration on the bootflash: file
system (ASCII file).

* switch# copy bootflash: filename bootflash:directoryl/filename
Copies the specified file from the root directory of the bootflash: file system
to the specified directory.

« switch# copy filename directorylfilename
Copies a file within the current file system.

« switch# copy tftp:[//server|:port]][/path]/filenamesystem:/filename
Copies the source file to the running configuration on the switch, and
configures the switch as the file is parsed line by line.
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switch# copy system:running-config tftp://10.10.1.1/home/configs/switch3-run.cfg
switch# copy bootflash:system image bootflash://sup-2/system_ image

switch# copy system:running-config bootflash:my-config

switch# copy scp://user@l1l0.1.7.2/system-image bootflash:system-image

switch# copy sftp://172.16.10.100/myscript.txt volatile:myscript.txt

switch# copy system:running-config bootflash:my-config

switch# copy bootflash:samplefile bootflash:mystorage/samplefile

switch# copy samplefile mystorage/samplefile
switch# copy tftp://10.10.1.1/home/configs/switch3-run.cfg system:running-config

Creating a Directory

Procedure

Command or Action Purpose

Step 1 switch# mkdir directory name Creates a directory at the

. . current directory level.
* mkdir {bootflash: | debug: | volatile:}

Specifies the directory name you choose:

°bootflash:

> debug:

o volatile:

« switch# mkdir bootflash:directory name
Creates a directory that you name in the bootflash: directory.

switch# mkdir test
switch# mkdir bootflash:test

Removing an Existing Directory

This command is valid only on Flash file systems.

Before You Begin
Before beginning this procedure, be sure of the following:
* You are logged in to the CLI.

* The directory you want to remove is empty.
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Procedure

Working with Files

Command or Action

Purpose

Step 1

switch# rmdir [filesystem:[//module/]]directory

« switch# rmdir directory

Removes a directory.

The directory name is case

Removes the specified directory at the current directory | sensitive.

level.

* switch# rmdir {bootflash: | debug: | volatile:} directory

Removes a directory from the file system.

switch# rmdir test
switch# rmdir bootflash:test

Moving Files
A\

Caution  Ifa file with the same name already exists in the destination directory, that file is overwritten by the moved

file.

The move will not complete if there is not enough space in the destination directory.

Before You Begin

Before beginning this procedure, you must be logged in to the CLI.

Procedure

Command or Action

Purpose

Step 1

switch# move {source path and filename} {destination
path and filename}

« switch# move filename path/filename
Moves the file from one directory to another in the
current file system.

Moves the file from one directory to
another in the same file system
(bootflash:).

switch# move bootflash:samplefile bootflash:mystorage/samplefile
switch# move samplefile mystorage/samplefile

Deleting Files or Directories

You can delete files or directories on a Flash Memory device.
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A

Caution = When deleting, if you specify a directory name instead of a file name, the entire directory and its contents
are deleted.

Before You Begin
You must understand the following information:
* When you delete a file, the software erases the file.

« If you attempt to delete the configuration file or image specified by the CONFIG_FILE or BOOTLDR
environment variable, the system prompts you to confirm the deletion.

« If you attempt to delete the last valid system image specified in the BOOT environment variable, the
system prompts you to confirm the deletion.

Procedure
Command or Action Purpose

Step 1 switch# delete [bootflash: | debug: | log: | volatile:] filename or | Deletes a specified file or
directory name directory.

* switch# delete filename
Deletes the named file from the current working directory.

« switch# delete bootflash:directory name
Deletes the named directory and its contents.

switch# delete bootflash:dns_config.cfg
switch# delete dns_config.cfg

Compressing Files

Before You Begin
Before beginning this procedure, you must be logged in to the CLI.

Procedure
Command or Action Purpose
Step 1 switch# gzip [path] filename | Compresses the specified file.
Step 2 switch# dir Displays the contents of the specified directory, including the

newly-compressed file. The compressed filename suffix becomes
.gz indicating that it is a compressed gzip file. Shows the file
size of the newly-compressed file.
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switch# gzip csafile
switch# dir
77824 Aug 21 13:37:25 2013 accounting.log

4096 Jun 24 21:08:18 2013 core/
14278 Aug 21 13:36:54 2013 csafile.gz
4096 Jul 26 02:47:21 2013 1log/
16384 Jun 24 21:07:59 2013 lost+found/
875 Jun 28 04:19:00 2013 mts.log
1955033 Jun 24 21:08:11 2013 nl000v-dk9-dplug.5.2.1.SK1.1.0.345.gbin
31329792 Jun 24 21:08:11 2013 nl000v-dk9-kickstart.5.2.1.SK1.1.0.345.gbi
n
98044335 Jun 24 21:08:15 2013 nl000v-dk9.5.2.1.SK1.1.0.345.gbin
4096 Jun 24 21:08:43 2013 wvdc_2/
4096 Jun 24 21:08:43 2013 wvdc_3/
4096 Jun 24 21:08:43 2013 wvdc_4/
8401501 Jun 24 21:08:17 2013 wvsmcpa.3.0.0.112.bin

Usage for bootflash://
499183616 bytes used
5904785408 bytes free
6403969024 bytes total

Uncompressing Files

You can uncompress (unzip) a specified file that is compressed using LZ77 coding.

Before You Begin

Before beginning this procedure, you must be logged in to the CLI.

Procedure
Command or Action Purpose
Step 1 switch# gunzip [path] filename Uncompresses the specified file.
The filename is case sensitive .
Step 2 switch# dir Displays the contents of a directory, including the newly
uncompressed file.

switch# gunzip bootflash:errorsfile.gz
switch# dir bootflash:

2687 Jul 01 18:17:20 2013 errorsfile
16384 Jun 30 05:17:51 2013 lost+found/
4096 Jun 30 05:18:29 2013 routing-sw/
49 Jul 01 17:09:18 2013 sample test.txt
1322843 Jun 30 05:17:56 2013 nexus-1000v-dplug-mzg.5.2.1.SK1.1.0.345.gbin
21629952 Jun 30 05:18:02 2013 nexus-1000v-kickstart-mzg.5.2.1.SK1.1.0.345.gbin
39289400 Jun 30 05:18:14 2013 nexus-1000v-mzg.5.2.1.SK1.1.0.345.gbin

Usage for bootflash://sup-local
258408448 bytes used
2939531264 bytes free
3197939712 bytes total
DCOS-112-R5#
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Directing Command Qutput to a File

Procedure
Command or Action Purpose
Step 1 | switch# show running-config > [path | filename) Directs the output of the
itch# sh . fio > volatile:fil command, show
switch# show running-config > volatile:filename running-config, to a path

Directs the output of the command, show running-config, to the
specified filename on the volatile file system.

and filename.

* switch# show running-config > bootflash:filename
Directs the output of the command, show running-config, to the
specified file in bootflash.

* switch# show running-config > tftp:// ipaddress/filename
Directs the output of the command, show running-config, to the
specified file on a TFTP server.

« switch# show interface > filename
Directs the output of the command, show interface, to the specified
file at the same directory level, for example, in bootflash.

switch# show running-config > volatile:switchl-run.cfg
switch# show running-config > bootflash:switch2-run.cfg
switch# show running-config > tftp://10.10.1.1/home/configs/switch3-run.cfg

switch# show interface > samplefile

Verifying a Bootable Image

You can verify the integrity of an image before loading it. This command can be used for both the system
and kickstart images.

Procedure

Command or Action Purpose

Step 1 switch# show version image Validates the specified image.
[bootflash: | modflash: |volatile:] bootflash:—specifies bootflash as the directory name.
volatile:—Specifies volatile as the directory name.

modflash:—Specifies modflash as the directory name.
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switch# show version image bootflash:n1000v-dk9-dplug.5.2.1.SK1.1.0.345.gbin
MD5 Verification Passed
image name: nl000v-dk9-dplug.5.2.1.SK1.1.0.345.gbin

plugin: version 5.2 (1)SK1(1.1) [build 5.2(1)SK1(1.0.345)] [gdb]
compiled: 6/17/2013 0:00:00 [06/17/2013 12:16:57]
switch#

Loading a File into the Running Configuration

You can load an image into the running configuration

Procedure
Command or Action Purpose
Step 1 switch# copy source path and file Copies the source file to the running configuration on the
system:running-config switch, and configures the switch as the file is parsed line
by line.
Step 2 switch# copy running-config (Optional)
startup-config Saves the change persistently through reboots and restarts
by copying the running configuration to the startup
configuration.

switch# copy tftp://10.10.1.1/home/configs/switch3-run.cfg system:running-config
switch# copy running-config startup-config

Rolling Back to a Previous Configuration

You can recover your configuration from a previously saved version.

A

Note  Each time you use a copy running-config startup-config command, a binary file is created and the ASCII
file is updated. A valid binary configuration file reduces the overall boot time significantly. A binary file
cannot be uploaded, but its contents can be used to overwrite the existing startup configuration. The write
erase command clears the binary file.

Procedure
Command or Action Purpose
Step 1 switch# copy bootflash: {filename} |Copies the configuration file (ASCII file) that was
startup-config previously saved in the bootflash: file system to the
startup configuration file.
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switch# copy bootflash:Junel3 startup-config

Displaying Files

Displaying File Contents

Before You Begin

Before beginning this procedure, you must be logged in to the CLI.

Procedure
Command or Action Purpose
Step 1 switch# show file [bootflash: | debug: | volatile:] | Displays the contents of the specified file.
filename

switch# show file bootflash:sample_test.txt
config t

Int vethl/1

no shut

end

show int vethl/1

switch#

Displaying Directory Contents

You can display the contents of a directory or file system.

Before You Begin

Before beginning this procedure, you must be logged in