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This Cisco Distribution Automation- Feeder Automation Implementation Guide provides a comprehensive explanation of
the Cisco Smart Grid Field Area Network solution implementation for Distribution Automation use cases such as Fault
Location, Isolation, and Service Restoration (FLISR) and Volt/VAR. This implementation document includes information
about the solution architecture, possible deployment models, and guidelines for deployment. It also recommends best
practices and potential issues when deploying the reference architecture.

Navigator

The document covers the following:

Introduction, page 2

Describes the solution overview and implementation flow.

Solution Network Topology
and Addressing, page 5

Discusses the Cisco DA Feeder Automation solution network topology, along with IP
addressing used at every layer of the topology.

loT Gateway Onboarding
and Management, page 19

Discusses the steps to bootstrap the Cellular DA gateways and Cisco Field Area
Routers, using a couple of PnP discovery methods, followed by Zero Touch
Deployment. Captures the Implementation steps to setup the PnP Infrastructure
required for bootstrapping.

Zero Touch Enrollment of
Cisco Resilient Mesh
Endpoints, page 63

Describes the steps to stage the Cisco WPAN Industrial Router (IR510), as well as Zero
Touch Secure onboarding into CR mesh.

Application Traffic
Communication Enablement,
page 81

Explains the ICT implementation like routing, raw socket, and protocol translation,
which are key for application traffic flow. Captures the steps to enable the SCADA
communication on both Cellular DA gateways as well as CR mesh DA gateways.

End-to-End Application Use
Case Scenarios, page 127

Explains the implementation details of the FLISR (Fault Location Isolation and Service
Restoration), Volt/VAR use cases.

Volt/VAR, page 127

Explains the implementation details of the Volt/VAR use cases.

Distribution Automation Use
Case Scenario - FLISR,
page 144

Explains the implementation details of the FLISR (Fault Location Isolation

and Service Restoration) use cases.

FLISR USE CASE
SIMULATION using SEL
AcSELerator application,
page 152

Explains the simulation details of the FLISR (Fault Location Isolation and Service
Restoration) use cases, using SEL application AcSELerator.

Edge Compute, page 191

Explains the implementation details to enable Edge compute capability on Cisco IR510
devices, as well as life cycle management of Edge compute applications on the IR510
10x platform.

IP Services, page 216

Explains the implementation details of various IP services like Network Address
Translation and Quality of Service.

Appendix A: PnP Profiles,
page 226

Includes configs for the PnP profiles.
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Appendix B: FND Zero Touch | Includes configs for the FNZ Zero Touch Deployment profiles.
Deployment Profiles,
page 235

Appendix C: Device Includes configs for the Device Configuration profiles.
Configuration Profiles,
page 244

Appendix D: SCADA ICT Includes configs for the SCADA ICT Enablement profiles.
Enablement Profiles,
page 246

Appendix E: HER and CGR Includes the HER and CGR configurations.
Configurations, page 250

Audience

The audience for this guide comprises, but is not limited to, system architects, network/compute/systems engineers,
field consultants, Cisco Advanced Services specialists, and customers. Readers should be familiar with networking
protocols, Network Address Translation (NAT), Supervisory Control and Data Acquisition (SCADA) protocols, and be
exposed to Field Area Networks.

New Capabilities in DA2.0 Feeder Automation
B Implementation details of the FLISR (Fault Location Isolation and Service Restoration) use cases.

B Simulation details of the FLISR (Fault Location Isolation and Service Restoration) use cases, using SEL application
AcSELerator.

Introduction

The Cisco Field Area Network solution is a multi-service, secured, and scalable architecture, which addresses multiple
utility use cases like Distribution Automation (DA), Advance Metering Infrastructure (AMI), Distributed Energy Resource
(DER), and Demand Response (DR). This document details the implementation of FAN Distribution Automation, FLISR,
and Volt/VAR use cases targeting deployment in the America region.

The implementation in this guide focuses on Distributed Network Protocol 3 (DNP3) and DNP3/IP SCADA protocols. For
implementing Distribution Automation use cases using T101 or T104 SCADA protocols, please refer to the Distribution
Automation - Feeder Automation Implementation Guide at the following URL:

B https://salesconnect.cisco.com/open.html?c=06d2f8be-8¢c59-4d3d-9659-0d780c3da744

The Cisco FAN solution is a centralized two-tier architecture, as shown in Figure 1. Distribution Automation applications
like Distribution Management System and Outage Management System reside in the Distribution System Operator (DSO)
control center.

Cisco’s Distribution Automation Gateways interface with Distribution Automation control devices like Capacitor Bank
Controllers (CBCs) and recloser controllers that reside on the distribution feeder (in some cases, inside distribution
substations like the Load Tap Controller). This interfacing could be either the Ethernet or Serial type.

Cisco’s Distribution Automation Gateways could transport their traffic over a Cellular backhaul or Ethernet backhaul, or
via the Neighbor Area Network (NAN) formed by Cisco Resilient Mesh Gateways. Cisco Gateways, which have one leg
in the NAN tier and the other in the WAN tier, aggregate the distribution traffic from the NAN tier and route traffic to
various DA applications via the WAN tier (which could be a Cellular or Fiber backhaul connection). To choose the correct
DA Gateway, please refer to the Distribution Automation - Feeder Automation Design Guide at the following URL:

B https://www.cisco.com/c/dam/en/us/td/docs/solutions/Verticals/Distributed-Automation/Feeder-Automation/DG/DA
-FA-DG.pdf


https://www.cisco.com/c/en/us/td/docs/solutions/Verticals/Distributed-Automation/Secondary-Substation/DG/DA-SS-DG.html
https://salesconnect.cisco.com/open.html?c=06d2f8be-8c59-4d3d-9659-0d780c3da744
https://www.cisco.com/c/dam/en/us/td/docs/solutions/Verticals/Distributed-Automation/Feeder-Automation/DG/DA-FA-DG.pdf
https://www.cisco.com/c/dam/en/us/td/docs/solutions/Verticals/Distributed-Automation/Feeder-Automation/DG/DA-FA-DG.pdf
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This implementation guide covers both Cisco Cellular Gateway and Cisco Resilient Mesh Gateway deployments.

Figure 1 Feeder Automation

DSO Control Center

Private network

DMZ network

WAN WAN Block

Substation 2

i Cellular

No Cellular
Coverage Area

{ i - NAN
IR1100 Any Field Location Resilient Mesh Tier

386631

Cisco Resilient (CR) Mesh implementation will be the correct choice for areas where Cellular coverage is not available or
less prevalent. Cisco CR mesh has three types of devices:

B CR Mesh Co-ordination or Field Area Aggregation Router (FAR)
B CR Mesh Gateways or Field Devices (FD)
B CR Mesh Range Extenders

Cisco CGR 1240 with WPAN RF Module router plays the role of CR Mesh aggregator. CGR 1240 aggregates DA traffic
and routes traffic to applications in the DSO control center. Distribution Automation controllers are connected to CR Mesh
Gateways like IR510 via Ethernet or Serial (RS232) interfaces. When RF mesh coverage needs to be extended, Cisco
IR530 could be deployed as range extenders. The CR Mesh is formed using FAR, FD, and range extenders and can be
implemented in multiple PHY modes. This implementation guide is focused on DA use cases and requires relatively larger
bandwidth when compared to the AMI use case; therefore, OFDM modulation with 800 Kbps profile has been chosen.
This implementation covers Fixed OFDM 800 Kbps modulation. Adaptive Rate modulation, although supported, is not
covered in this guide.

Cisco Cellular DA Gateways like IR1101, IR807, IR809, and CGR 1120 can be chosen for deployments where:
B DA Application demands more bandwidth and has time sensitive requirements.
m Distribution Feeder has better Cellular signal coverage (for example, urban areas).

The flow of this implementation guide is depicted in Figure 2.
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Figure 2 Implementation Flow
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Note: For Headend Block Implementation, please refer to the Cisco FAN - Headend Deep Dive Implementation and FAN
Use Cases at the following URL:

B https://salesconnect.cisco.com/open.html?c=da249429-ec79-49fc-9471-0ec859e83872
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Solution Network Topology and Addressing

This chapter, which focuses on the network topology used for solution validation and implementation of the Cisco DA
Feeder Automation solution and the addressing (both IPv4 and IPv6) used in this implementation, includes the following

major topics:
B Topology Diagram, page 5

B |Pv4 and IPv6 Addressing, page 6

Topology Diagram

This section describes the high-level solution validation topology that has been used in this Feeder Automation

Implementation Guide. Figure 3 depicts the high-level solution validation topology.

Figure 3  Cisco DA Feeder Automation Solution Validation Topology
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The multiple layers of topology include:
B The Headend or Control Center Block, which hosts the DSO Control Center, includes:
— DA application servers (for example, SCADA application server):
= They could also host other application servers.

—  Network Operations Center (NOC), which hosts the following headend components:

Edge Compute

= Certificate Authority (RSA encryption), Dynamic Host Configuration Protocol (DHCP), Field Network Director
(FND), FND Database, Authentication Authorization and Accounting (AAA), Active Directory (AD), Certificate

Authority (ECC encryption), Fog Director (FD), Registration Authority (RA), Tunnel Provisioning Server (TPS),
and Cluster of Headend Routers.
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= These components are essential for the ZTD of the Cisco I0S Routers, which could be DA Gateways
(IR1101, IR807, IR800) that are positioned along the Distribution Feeder or CGR1000 series of routers
positioned as FARs.

— Headend block, which includes:

= Private network, where the protected part of the headend is located, along with SCADA and other
application servers.

. DMZ network, where the exposed part of the headend is located; it includes TPS, RA, and HER Cluster.

B The WAN Block commonly refers to the public Internet over Ethernet/cellular backhaul. It could also be a private IP
network.

B The Distribution Block, which comprises the following three major sub-blocks:
— Cisco Cellular DA Gateways, which refer to Cisco I0S Routers like IR1100, IR807, and IR809.

— Cisco Field Area Routers, which refer to Cisco IOS Routers like CGR1240 and CGR1120. These routers are used
for aggregating the Cisco Resilient Mesh Endpoints (also referred as CR Mesh DA Gateways). The NAN Block is
a subset of the Distribution Block, comprising CR Mesh devices, including Cisco FAR and CR Mesh endpoints.

— Cisco Resilient (CR) Mesh DA Gateways with Edge Compute, which refer to the Cisco IR510 WPAN Industrial
Router.

B The Utility Controller Devices Block, in which the Utility controller devices (real/simulated) are connected to the Cisco
DA Gateways (Cellular DA Gateway or Mesh DA Gateway) over an Ethernet/Serial interface. The following
components are simulated using the Triangle Micro Works (Distributed Test Manager or DTM) tool:

— SCADA Master located in DSO Control Center
— |EDs located in the Utility Controller Devices Block layer
B The NAN Block, which is comprised of three Personal Area Networks (PANSs):
— CR Mesh—PAN?1
— CR Mesh—PAN2
— CR Mesh—PAN3

PAN3 has been validated over LTE backhaul. PAN1 and PAN2 have been validated over Ethernet backhaul. Cisco 10x
Edge Compute functionality has been validated over PAN2. Fog Director (FD) located in the DSO control center has been
used for the lifecycle management of Edge compute applications on the IOx platform of CR Mesh DA Gateway.

For implementation involving dual control scenarios, please refer to the Distribution Automation - Feeder Automation
Implementation Guide.

IPv4 and IPv6 Addressing

This section, which provides detail about the addressing used at every layer of the Figure 1 Cisco DA Feeder Automation
solution validation topology, includes the following sections:

B Addressing in the DSO Control Center Block, page 7
B Addressing in the WAN Block, page 10
B Addressing in the Distribution Block, page 10

B Addressing in the Utility Controller Devices Block, page 14
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Addressing in the DSO Control Center Block

Figure 4 captures the granular details of the DSO Control Center.

Figure 4 DSO Control Center Block—Zoom In
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The DSO Control Center is comprised of two types of network: the Private Network and the DMZ Network

B The Private Network hosts an UCS server (with all the required head end components like FND, Certificate Authority,
DHCP server, and so on), SCADA Master as well as Fog Director. Private Network leverages the Cisco NTP for time
synchronization, as well as Cisco DNS servers for name resolution.

B The DMZ Network hosts a cluster of Headend Routers (ASR 1000), TPS, and Registration Authority. These
components connect to the DMZ Network on one side and the Private Network on the other side.

For more details about implementing the headend in the DSO Control Center, please refer to the Cisco FAN-Headend
Deep Dive Implementation and FAN Use Cases Guide.

Addressing in the Private Network
Table 1 captures the addressing details of the components located in the private network of DSO Control Center.

Table 1 DSO Control Center: Addressing in the Private Network

Address used in Private
Component Address Type Network VLAN used
RSA CA/AD/AAA IPv4 172.16.102.2 102
FND IPv4 172.16.103.243 103
IPv6 2001:db8:16:103::243 103
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Table 1 DSO Control Center: Addressing in the Private Network (continued)

Component

Address Type

Address used in Private
Network

VLAN used

FND DB

IPv4

172.16.104.243

104

DHCP Server

IPv4

172.16.105.2

105

IPv6

2001:db8:16:105::2

105

SCADA

IPv4

172.16.107.11

107

IPv6

2001:db8:16:107::11

107

Fog Director

IPv4

172.16.103.150

103

ECC CA/AD/AAA

IPv4

172.16.106.175

106

RA

IPv4

172.16.241.2

241

TPS

IPv4

172.16.242.2

242

IPv6

2001:db8:16:242::2

242

HER1

IPv4

172.16.101.251
172.16.102.251
172.16.103.251
172.16.104.251
172.16.105.251
172.16.106.251
172.16.107.251
172.16.241.251
172.16.242.251

101-107,241-242

IPv6

2001:DB8:16:103::251
2001:DB8:16:105::251
2001:DB8:16:242::251

103, 105, 242

HER2

IPv4

172.16.101.252
172.16.102.252
172.16.103.252
172.16.104.252
172.16.105.252
172.16.106.252
172.16.107.252
172.16.241.252
172.16.242.252

101-107,241-242

IPv6

2001:DB8:16:103::252
2001:DB8:16:105::252
2001:DB8:16:242::252

103,105,242

HER3

IPv4

172.16.101.253
172.16.102.253
172.16.103.253
172.16.104.253
172.16.105.253
172.16.106.253
172.16.107.253
172.16.241.253
172.16.242.253

101-107,241-242

IPv6

2001:DB8:16:103::253
2001:DB8:16:105::253
2001:DB8:16:242::253

103,105,242
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Table 1 DSO Control Center: Addressing in the Private Network (continued)

Address used in Private
Component Address Type Network VLAN used

HER Cluster (Virtual IP) IPv4 172.16.101.1 101-107,241-242
172.16.102.1
172.16.103.1
172.16.104.1
172.16.105.1
172.16.106.1
172.16.107.1
172.16.241.1
172.16.242.1

IPv6 2001:DB8:16:103::1 103,105,242
2001:DB8:16:105::1
2001:DB8:16:242::1

NTP IPv4 ntp.esl.cisco.com (Cisco's N/A
NTP server)
DNS IPv4 Cisco's DNS server N/A
CPNR Server IPv4 Cisco DHCP Server 105
172.18.105.2
IPv6 2001:db8:18:105::2

Addressing in the DMZ Network

The previous topology in Figure 4 shows that components that are located in the DMZ Network (reachable over WAN)
include the following:

B Registration Authority (RA)
B Tunnel Provisioning Server (TPS)
B HER Cluster of ASR 1000 series of routers

Table 2 captures the addressing details of the components located in the DMZ network of DSO Control Center.

Table 2 DSO Control Center: Addressing in the DMZ Network

Component Name Address Type (IPv4/IPv6) IP Address
Registration Authority IPv4 10.10.100.241

IPv6 2001:db8:10:241::5921
Tunnel Provisioning Server IPv4 10.10.100.242

IPv6 2001:db8:10:242::2
FAN-PHE-HER1 IPv4 10.10.100.101

IPv6 2001:DB8:1010:903::2
FAN-PHE-HER2 IPv4 10.10.100.151

IPv6 2001:DB8:1010:903::5
FAN-PHE-HER3 IPv4 10.10.100.152

IPv6 2001:DB8:1010:903::6

Note: The Virtual IP for FAN-PHE-HER1, FAN-PHE-HER2, and FAN-PHE-HERS is 10.10.100.100.
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Addressing in the WAN Block
The Public IP WAN has been validated in this implementation guide. Addressing in the WAN block is typically service
provider managed. As long as the Cisco FARs or Cisco Cellular IoT Gateways in the Distribution Block receive a
dynamically-assigned IP address from the service provider and are able to reach the components in the DMZ network,
the requirement would be met.

Addressing in the Distribution Block
Addressing in the Distribution blocks is discussed granularly in the following sections:
B Addressing used in Cisco Cellular DA Gateways, page 10
B Addressing used in Cisco Field Area Routers, page 11
B Addressing used in Cisco Resilient Mesh DA Gateways, page 12

Addressing used in Cisco Cellular DA Gateways
Figure 5 captures the various interfaces on the Cisco Cellular DA Gateways that are involved in the solution.
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Figure 5 Addressing used in Cisco Cellular DA Gateways 256396
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Table 3 captures the addressing used in Cisco Cellular DA Gateways.

Table 3 Interface and its Addressing on Cisco Cellular DA Gateways
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Interface Name

IP Address

Purpose

Ethernet Interface

192.168.0.1/24
2001:db8:192:168:0::1/64

Connects to IP-capable Ethernet-based Utility
Controller device.

WAN Interface

Assigned by service provider

dynamically.

Provides underlay routing reachability to the HER
Cluster.

Loopback Interface

192.168.150.X/24

2001:db8:baba:face:W:X:Y:Z/128

Provisioned by the FND. Helps identify the DA
Gateway uniquely in the solution. This would be in
the same subnet as the HER loopback interface.

Tunnel Interface

Uses unnumbered loopback IPv4 and

IPv6

Tunnel source is WAN interface IP Tunnel
destination is the HER IP.

Async Interface

No IP

Connects to serial-based Utility Controller device.

Note: Some Cisco FAR devices available are CGR1120, CGR1240, IR1101 and IR807.

Addressing used in Cisco Field Area Routers
Figure 6 captures the various interfaces on the Cisco FARs that are involved in the solution.
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Figure 6 Addressing used in Cisco Field Area Routers
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Table 4 captures the various interfaces used in the Cisco FAR and its associated addressing.

Table 4 Interface and its Addressing on Cisco Cellular DA Gateways
Interface Name IP Address Purpose
WAN Interface Assigned by service provider Provides underlay routing reachability to the HER
dynamically. Cluster.

192.168.150.X/24
2001:db8:baba:face:W:X:Y:Z/128

Loopback Interface

Provisioned by FND. Helps identify the Field Area
Router uniquely in the solution.

This would be in the same subnet as the HER
loopback interface.

Uses unnumbered loopback IPv4 and
IPv6

Tunnel Interface

Tunnel source is WAN interface IP Tunnel
destination is the HER IP.

IP used in PAN1:
2001:db8:ABCD:1::1/64
IP used in PAN2:
2001:db8:ABCD:2::1/64
IP used in PAN3:
2001:db8:ABCD:3::1/64

WPAN Interface

Cisco Resilient Mesh Endpoints (IR510, IR530)
would receive the address from the same subnet.

This WPAN IP would serve as the default gateway
for the CR Mesh endpoints.

Addressing used in Cisco Resilient Mesh DA Gateways

Figure 7 captures the various interfaces on the Cisco Resilient Mesh DA Gateways that are used in this solution.

12




Distribution Automation - Feeder Automation Implementation Guide

Solution Network Topology and Addressing

Figure 7 Addressing used in Cisco Resilient Mesh DA Gateways
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IR510 receives the IPv6 address for the LOWPAN interface from CGR. The IPv6 address of IR510 LoWPAN interface and
the CGR WPAN interface are on the same IPv6 subnet. The CGR would serve as the default gateway for IR510.
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Table 5 captures the various interfaces used in the CR Mesh DA Gateway and its associated addressing.

Table 5 Interface and its Addressing on Cisco Cellular DA Gateways
Interface Name IP Address Purpose
LoWPAN 2001:db8:ABCD:3:W:X:Y:Z1 Assigned by DHCP server (IPv6) dynamically.
Interface

Once the CR Mesh DA gateway registers with FND, FND
uses this address to establish connectivity with IR510.

This address is allocated with permanent lease by the
DHCP server.

Loopback 10.153.10.xx MAP-T BMR IPv4 addresses:

Interface 2001:db8:267:15xx:0:0a99:0axx:0
B 10.153.10.xx is used by the IPv4 network outside the

MAP-T domain to reach IR510.

m  MAP-T BMR IPv6 address has 1:1 relation with
MAP-T BMR IPv4 address.

B MAP-T BMR IPv6 address should be provided as part
of csv file while importing the IR510.csv at FND.

Ethernet 192.168.0.1 Default IP configured on the Ethernet interface of the
Interface IR510. Configurable from FND, which serves two
purposes:

B Connecting Ethernet-based Utility Controller device
(can be configured with 192.168.0.3 for
consistency).

B Connecting to guest OS for Edge compute
functionality.

Guest OS 192.168.0.2 Resides internal to the IR510, bridged to the Ethernet
interface interface of the IR510 internally.
Async Interface No IP To connect to the serial-based Utility Controller device.

Addressing in the Utility Controller Devices Block

The Ethernet-based Utility Controller devices is to be configured with 192.168.0.3. It can be connected to the Ethernet
ports of the Cisco Cellular DA Gateway or the CR Mesh DA Gateway. In this implementation, controller devices were
simulated using Triangle Micro Works (Distributed Test Manager) tool. This simulated controller device is configured with
192.168.0.3 during this validation.

Solution Network Topology and Addressing for FLISR validation

This chapter, which focuses on the network topology used for solution validation and implementation of the Cisco DA
2.0 FLISR solution and the addressing (both IPv4 and IPv6) used in this implementation, includes the following major
topics:

B Topology Diagram for FLISR, page 5

B |Pv4 and IPv6 Addressing, page6
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SEL FLISR solution is validated over Cisco Resilient Mesh on two different topologies. One is linear CR mesh with depth
of 10 hops, which is typical rural deployment scenario and the second topology is aggregate CR mesh with depth of four
rank nodes and four nodes connected at each rank level, Aggregate mesh is typically used in urban deployment scenario.
For more details of these two types of deployment scenario, refer to Distribution Automation 2.0 - Feeder Automation
Design Guide document.

Topology Diagram for FLISR

This Linear and Aggregated Mesh topology constructed using RF coax cables, power splitters and attenuators, enabling
signal variations to construct a 10-hop linear and 23 nodes aggregated mesh network. In mesh network nodes that can
hear each other, in that the RSSI (Reverse Signal Strength Indication) is within the acceptable range for a specific
modulation (OFDM) fixed modulation and data rate established between parent, child, and neighbor nodes.

The RF connectivity between the DA gateways designed for IEEE 802.15.4 Option 2 (OFDM fixed modulation PHY
mode 149 on Cisco Resilient Mesh) which corresponds to a physical layer data rate of 800kbps. The OFDM 800kbps
maximum Receive Signal Strength Indicator (RSSI) is -101db. To avoid node flapping and instability in the network a new
node joining the mesh network for the first time must have minimum RSSI of -91db with respect to its neighbor. So, for
a best practice design rule that the link between DA devices is designed the average link RSSI range between -70db to
-90db.

The mesh radio parameter configured using IEEE 802.15.4g and Routing Protocol for Low Power and Lossy Networks
(RPL) timers. Mesh is also configured to operate in Storing Mode to support peer to peer communication.

This section describes the solution validation topology that has been used in this DA 2.0 FLISR Implementation Guide.

Linear Mesh lab topology for FLISR

In linear topology each node has two neighbors, one parent from upper rank close to CGR and one child from lower rank.
The RSSI also designed for same RSSI range as showing in the topology. On lower ranks, as the hop counts increase,

the latency values also increase due to each node adds its own processing delays. So the end to end, i.e. each hop to
control center path delay will be longer.

Figure 8 depicts the DA 2.0 Linear Mesh Lab Topology.
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are added at appropriate RF links, as shown in above lab topology figure, for creating a linear CR mesh.

386638

Each SEL-3505 RTAC is connected to each IR510 device via Ethernet connection. SEL-3530 RTAC, which act as a
SCADA Master and DAC Controller is located in Control Center.

Refer to Addressing in the DSO Control Center Block, page 7 section for the Control Center details.

Aggregated Mesh lab topology for FLISR

In aggregate topology the distance between DA Grid device is shorter and nodes can aggregate traffic from multiple

children. The ratio of child to parent is higher and the parent available bandwidth is shared among the children. To

simulate this network the 2nd, 3rd, and 4th rank nodes were designed to establish physical layer 1 connection with first
node of parent rank. The aggregation topology can be designed in multiple way to select their parent, limitations are

applied due to lab environment and worst conditions. Refer to the topology for this implementation.

Note: This implementation is purely based on the topology provided in this section.

Figure 9 depicts the DA 2.0 Aggregated Mesh Lab Topology.
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Figure 9  Aggregate Mesh lab topology diagram
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In the aggregate topology, fixed and variable attenuators are added to achieve an RSSI range of -70 to -90dB. RF
Splitters are added at appropriate RF links, as shown in above lab topology figure, for creating a linear CR mesh.

Each SEL-3505 RTAC is connected to each IR510 device via ethernet connection. SEL-3530 RTAC, which act as a
SCADA Master and DAC Controller is located in Control Center.

Refer to DSO Control Center Block section for the Control Center details.

IPv4 and IPv6 Addressing

For general and complete IPv4 and IPv6 addressing please refer to the “Solution Network Topology and Addressing”
section in this document. The specific FLISR configurations are shown below.

Table 6 Additional components for Field Block for FLISR
Component Address Type Address Used in Private network

SEL DAC Controller IPv4 172.18.107.61

CGR 1240 Configuration

interface Wpan4/1

no ip address

ip broadcast-address 0.0.0.0

no ip route-cache

ieeelb54 beacon-async min-interval 15 max-interval 60 suppression-coefficient 1
ieeel54 dwell window 12400 max-dwell 400

ieeel54 panid 1

ieeel54 ssid mesh-ha-s
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ieeel54 beacon-ver-incr-time 15
outage-server 2001:DB8:18:103::200
rpl dag-lifetime 60

rpl dio-dbl 2

rpl dio-min 16

rpl version-incr-time 10

rpl storing-mode

authentication host-mode multi-auth
authentication port-control auto
ipvé address 2001:DB8:ABCD:1::1/64
ipvé dhcp server dhcpdé-pool rapid-commit
no ipvé pim

dotlx pae authenticator

end

Please refer to Zero Touch Enrollment of Cisco Resilient Mesh Endpoints for IR510 device.
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loT Gateway Onboarding and Management

This chapter includes the following major topics:

B Tunnel Provisioning Server/Field Network Director Categories, page 19
B Bootstrapping the loT Gateway, page 20

B Deployment of the Cisco loT Gateway, page 48

FND is used as the NMS in this solution. In this implementation guide, the terminology “loT Gateway” is used to refer to
both Cisco Cellular DA Gateways and Cisco FARs.

loT Gateway Onboarding has been made very simple by following the steps below:
1. Unpack the box containing the new loT Gateway.
2. Use plug-and-play (PnP) infrastructure to bootstrap.
3. After bootstrapping, power off the loT Gateway and deploy at the desired location.
4. Power on the loT Gateway for Zero Touch Deployment (ZTD).
5. The device is fully operational.

As part of loT Gateway onboarding with ZTD, the loT Gateways are registered with the FND. From that point on, the FND
located in the Control Center is used to remotely monitor/manage/troubleshoot the loT Gateways, which are spread
across the entire Distribution Automation network. This process has three phases:

1. Bootstrap the loT Gateway.
2. Deploy the loT Gateway.
3. Remote Monitor/Manage/Troubleshoot the loT Gateway.
The two different approaches to bootstrapping and deployment of the loT Gateway are:
B Approach 1-loT Gateway bootstrapped in staging location, deployed in a different location
B Approach 2—-loT Gateway bootstrapped in deployment location
Both approaches are now supported by Cisco loT Gateways and this guide.
With Approach 1, bootstrapping of the IoT Gateways is done at the dedicated staging location. Once the devices are
bootstrapped successfully, they are powered off and transported to the final deployment locations, where the devices

are deployed and powered on.

With Approach 2, bootstrapping of the IOT Gateways is done at the deployment location. Once the devices are
bootstrapped successfully, the ZTD process begins and no manual intervention is required.

Tunnel Provisioning Server/Field Network Director Categories

Bootstrapping TPS/FND

The TPS/FND located in the staging/bootstrapping environment that helps with PnP bootstrapping of the loT Gateways
are referred to as the bootstrapping TPS and bootstrapping FND.
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Network Operating Center

The TPS/FND located in the NOC/Control Center environment that helps with ZTD of IoT Gateways is referred to as the
NOC or Control Center TPS/FND. This TPS/FND located in the DSO Control Center helps with management of the loT
Gateways.

Note: The bootstrapping TPS/FND could be the same as or different from the NOC TPS/FND depending on the chosen
approach.

Since Approach 1 is chosen for implementation in this guide, two different pairs of TPS/FND have been implemented:
B Bootstrapping TPS/FND
®H  NOC TPS/FND

For general implementation of TPS/FND, please refer to the detailed steps covered in the following sections of the Cisco
FAN-Headend Deep Dive Implementation and FAN Use Cases Guide:

B Implementing Tunnel Provisioning Server
B |mplementing Field Network Director
The Cisco loT Field Network Director Installation Guide could also be referred to for implementation of TPS/FND.

Note: This guide focuses on the implementation details for enhancing the TPS/FND servers to also serve the functionality
of Bootstrapping TPS and Bootstrapping FND.

Certificate Considerations for PnP and ZTD

Common Name and Subject Alternate Name requirements must be considered while creating certificates for the
Bootstrapping TPS/FND and NOC TPS/FND. Table 7 captures the sample certificate parameter requirements of the
certificate that are to be installed on the TPS/FND server.

Table 7 Certificate Considerations for PnP and ZTD

Component Name

Common Name
Requirement

Subject Alternate Name
Requirement
(FQDN) - Mandatory

Subject Alternate Name
Requirement
(IP) - Optional

PnP TPS tps-san.ipg.cisco.com tps-san.ipg.cisco.com IP address of the TPS
PnP FND fnd-san.ipg.cisco.com fnd-san.ipg.cisco.com Not Required
ZTD TPS tps.ipg.cisco.com Not Required Not Required
ZTD FND fnd.ipg.cisco.com Not Required Not Required

PnP TPS and FND need to have their subject alternative name (and optionally their corresponding IP addresses) set to
FQDN. Also, the Common Name must match the hostname FQDN used in the URL during a https communication from
the loT Gateways. ZTD, TPS, and FND must have Common Name entries match the hostname FQDN used in the URL
during https communication from the loT Gateways.

Note: If https communication is attempted on https://tps-san.ipg.cisco.com:9120, then the Common Name of the
certificate installed on the target server must match the FQDN (tps-san.ipg.cisco.com) accessed in the URL.

Note: If https communication is attempted on https://10.10.242.242:9120, and if the Common Name of the certificate
installed on the target server only has FQDN (and not IP), the SSL connection may not establish.

Bootstrapping the loT Gateway

Bootstrapping can also be referred to with the following terminology:
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B Day 0 provisioning

B ZTD staging

B PnP staging

B Application of manufacturing configuration onto loT Gateway
B Generation of Express Configuration

On the bootstrapping FND, import the bootstrapping csv file and then assign the loT Gateways to the correct
bootstrapping group. Bootstrapping will occur automatically when the 10T gateway is powered on.

Note: To bootstrap the loT Gateway, in the case of Approach 1, just connect the loT Gateway to the Ethernet PnP Staging
switch, and then power it on. In the case of Approach 2, just insert the LTE SIM cards (or connect the Ethernet link) with
internet access on the l1oT Gateway and power it on.

Bootstrapping is achieved with the help of the Cisco Network PnP solution. This section focuses on building the
infrastructure required for bootstrapping to happen. The “Cisco Network PnP - Available Methods" section of the Design
Guide discusses multiple methods for PnP server discovery. Three PnP server discovery methods, which have been
implemented as part of this guide, are:

B PnP server discovery through Cisco PnP Connect—validated with Approach 2
B PnP server discovery through DHCP server—validated with Approach 1

B PnP server discovery through manual PnP profile—validated with Approach 1
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Preparing the Bootstrapping Infrastructure

The bootstrapping infrastructure, which involves multiple actors, is captured in Table 8.

Table 8 Actors in the Bootstrapping Infrastructure
Actor Name Description
PnP Agent loT Gateway Responsible for initiating the bootstrapping request. This agent comes by
default with the latest release of Cisco I0S. No implementation is required.
The PnP agent on loT Gateway must be supporting the following PnP
services:
1. Certificate Install service
2. File Transfer service
3. CLI - Exec service
4. CLI - Configuration service
PnP Server DHCP serveror | The loT Gateway must somehow learn the details of the PnP server (also
Information Provider DNS server or | called a Bootstrapping server). This could be learnt dynamically or manually.
Cloud
Redirection B The dynamic approaches, in which any of the following actors provides
Server the PnP server detail, include:
— DHCP server
— DNS server
— Cisco PnP Cloud Redirection Service
B The manual approach, in which the PnP server detail is configured
manually in the profile, is:
— Custom PnP server profile configuration
PnP Proxy Tunnel Responsible for mediating the bootstrapping request between the loT
Provisioning Gateway and the FND.
Server
Optional but highly recommended. This component has been implemented
in this guide, since it is highly recommended.
Acts as PnP server for the loT Gateway and proxies the incoming request
from loT Gateway to the PnP server.
PnP Server Field Network Responsible for processing the bootstrapping request.

Director

PnP server receives the communication from the PnP Proxy.

PnP server is responsible for provisioning the Day 0 configuration on the loT
gateway. The required Day 0 configuration could be created as Template 26
under the Bootstrapping Template section of the FND.

This section is discussed in the following phases:

B Prerequisites, page 23

B Certificate Creation and Installation, page 23

B Installation of Bootstrapping TPS, page 25

B Installation of Bootstrapping FND, page 26
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B Configuration of Bootstrapping TPS, page 27

B Configuration of Bootstrapping FND, page 29

Prerequisites

The TPS and FND server must be up and running.

B This section focuses only on the incremental portions to make the regular TPS/FND a bootstrapping TPS/FND.
B Routing reachability over IPv4 and/or IPv6 networks from loT Gateways to TPS.

B Routing reachability between TPS and FND.

Certificate Creation and Installation

This section captures the parameters that need to be considered while creating the certificate for the TPS (PnP Proxy)
and FND (PnP server).

Note: For detailed instructions about certificate creation, please refer to the section “Creation of Certificate Templates
and Certificates” of the Cisco FAN-Headend Deep Dive Guide.

Certificate Creation for Bootstrapping TPS

The certificate for the TPS must be created with both the Subject Name and the Subject Alternative Name fields
populated.
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Figure 10 TPS Certificate Parameters for PnP Bootstrapping

£ Subjert | General | Extensions | Private Key | Certification Autharity | Sianature

The subject of a certificate is the user or computer to which the certificate is issued. You

can enter informaticn about the types of subject name and alternative name values that
can be used in a certificate.

Subject of certificate

The user or computer that is receiving the certificate

Subject name:

Tvpe: 0.CISCO.COMm
=t O=Cisco Systemns Inc

Organization

Value:

Alternative name:

ts-san.i.ciscn.cnr‘n

The Subject Name is the Common Name that must be set to the FQDN of the PnP Proxy. The Subject Alternative Name
must be set to the FQDN of the PnP Proxy, along with the optional IP address. The Subject Alternative Name is required
for PnP to work. The enrolled certificate is exported as PnP-TPS.pfx and is protected with a password.

Certificate Creation for Bootstrapping FND
The FND certificate must be created with both the Subject Name and Subject Alternative Name fields populated.
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Figure 11 FND Certificate Parameters for PnP Bootstrapping

£y subject | General | Extensions | Private Key | Certification Authority | Signature

The subject of a certificate is the user or computer to which the certificate is issued. You

can enter information about the types of subject name and alternative name values that
can be used in a certificate,

Subject of certificate
The user or computer that is receiving the certificate

Subject name:

Twpe CM=fnd-san.ipg.cisco.com
il O=Cisco Systems Inc

Organization

Value:

Alternative name:

fnd-san.pg.cisco.com
172.16.103.243

ExGh L]

The Subject Name is the Common Name that must be set to the FQDN of the PnP Server. The Subject Alternative Name
must be set to the FQDN of the PnP Server, along with the optional IP address. The Subject Alternative Name is required
for PnP to work. The enrolled certificate is exported as PnP-FND.pfx and is protected with a password.

Installation of Bootstrapping TPS

The bootstrapping procedure in this implementation considers the use of TPS as PnP Proxy.
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Note: As TPS is used in this implementation, TPS would represent itself as the PnP server for the loT Gateways.
Therefore, TPS is referred to as the PnP Proxy. For installation of TPS, please refer to the detailed steps covered under
the section “Implementing Tunnel Provisioning Server” of the Cisco FAN-Headend Deep Dive Implementation and FAN
Use Cases Guide.

TPS Certificate Installation on the Bootstrapping TPS

For installation of the certificate on the Bootstrapping TPS, please refer to the detailed steps covered under the section
“Certificate Enrollment Phase for TPS Proxy Server” of the Cisco FAN - Headend Deep Dive Implementation and FAN
Use Cases Guide.

Note: Please use PnP-TPS.pfx while enrolling the certificate on the TPS.
The following are the brief steps:

# To view the content of the " Pnp-TPS.pfx" certificate:

keytool -list -v -keystore PnP-TPS.pfx -storetype pkcsl2

<- Enter the password configured during certificate export. Note down the alias name (for example:
le-custom_rsa template- 5090cdbf-2ff8-4ec2-9a97-7b77a3d77912)

# To import the certificate:

keytool -importkeystore -v -srckeystore PnP-TPS.pfx -destkeystore cgms_
keystore -srcstoretype pkcsl2 -deststoretype jks -destalias cgms

-destkeypass 'Password Protecting Keystore in TPS'-srcalias le-
custom rsa_ template-5090cdbf-2ff8-4ec2-9a97-7b77a3d77912

Cisco SUDI Certificate Installation on the Bootstrapping TPS
Cisco SUDI CA can be installed into the cgms_keystore of TPS using the following command:
keytool -importcert -trustcacerts \
-file cisco-sudi-ca.pem \

-keystore cgms_keystore \
-alias sudi

The Cisco SUDI CA file " cisco-sudi-ca.pem" can be fetched from the FND, from the following location
“/opt/cgms/server/cgms/conf/ciscosudi/cisco-sudi-ca.pem”

Installation of Bootstrapping FND

For installation of FND, please refer to the detailed steps covered under the section “Implementing Field Network
Director” of the Cisco FAN-Headend Deep Dive Implementation and FAN Use Cases Guide.

FND Certificate Installation on the Bootstrapping FND

For installation of the certificate on the Bootstrapping FND, please refer to the detailed steps covered under the section
“Certificate Enroliment onto FND's Keystore” of the Cisco FAN Headend Deep Dive Implementation and FAN Use Cases
Guide.

Note: Please use PnP-FND.pfx while enrolling the certificate on the FND.

Cisco SUDI Certificate Installation on the Bootstrapping FND
Cisco SUDI CA can be installed into the cgms_keystore of FND using the following command:
keytool -importcert -trustcacerts \

-file /opt/cgms/server/cgms/conf/ciscosudi/cisco-sudi-ca.pem \
-keystore cgms_keystore -alias sudi
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Configuration of Bootstrapping TPS

This section covers the configuration steps and the final verification steps on the TPS.

TPS Proxy Properties Configuration TPS
Proxy Properties file needs to be configured with the following details:

inbound-bsproxy-destination: Address to which the bootstrapping requests be forwarded.
enable-bootstrap-service: Is bootstrapping service enabled/disabled?

bootstrap-proxy-listen-port: Port on which the PnP Proxy must be listening for processing bootstrapping requests
(default port is 9125).

[root@tps-san ~]# cat /opt/cgms-tpsproxy/conf/tpsproxy.properties ##

Configuration created as part of regular TPS installation. inbound-proxy
destination=https://fnd-san.ipg.cisco.com:9120 outbound-proxy-allowed-addresses=£fnd
san.ipg.cisco.com cgms-keystore-password-hidden=7j1XPnivpMvat+TrDWghlw==

## Configuration required for Bootstrapping.
inbound-bsproxy-destination=http://fnd-san.ipg.cisco.com:9125 enable-bootstrap
service=true
bootstrap-proxy-listen-port=9125
[root@etps-san ~]#

Name resolution entries have to be present for FND FQDN in the /etc/hosts file.

Mandatory Verification Checks on TPS Proxy

The verification checks include the following:

FND FQDN entry in /etc/hosts.
TPS must have three certificates installed into the cgms_keystore:
— Certificate signed by Utility PKI for TPS (with private key)
— Public Certificate of the Utility PKI CA server
— Public Certificate of the Cisco SUDI CA
Hostname consistency with the certificate.
There shouldn't be any unreachable name servers in /etc/resolv.conf.
NTP daemon should be running. Time should be synchronized.
Necessary firewall ports must have been opened up, if the firewall/iptables/ip6tables are enabled:
— TCP Port 9125 to process http communication
— TCP port 9120 to process https communication FND FQDN entry in /etc/hosts:
[rootetps-san ~]# cat /etc/hosts
127.0.0.11localhost localhost.localdomain localhost4 localhost4.localdomain4 tps
san.ipg.cisco.com
::1localhost localhost.localdomain localhost6é localhosté.localdomainé tpssan.ipg.cisco.com
172.16.103.243 fnd-san.ipg.cisco.com 2001:db8:16:103::128 fnd-san.ipg.cisco.com

[rootetps-san ~]#
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TPS must have three certificates installed into the cgms_keystore:

The certificate entry 'root' represents the Utility PKI CA certificate.
The certificate entry 'sudi' represents the Cisco SUDI CA certificate.

The certificate entry 'cgms' represents the private certificate of the TPS server signed by the (custom) Utility PKI CA
server.

keytool -list -keystore /opt/cgms-tpsproxy/conf/cgms_keystore:
Enter keystore password:

EE R R R R R EEEE RS S EE S WARNING WARNING WARNING R SRR R R R R R R R R TR

*The integrity of the information stored in your keystore *

*has NOT been verified! In order to verify its integrity, *

*you must provide your keystore password.

* kkkkkkkkxkkkkkkkkxk*x WARNING WARNING WARNING *****,kkkhkkkxkkkkkk*x

Keystore type: JKS Keystore provider: SUN Your keystore contains 3 entries

root, Jun 4, 2017, trustedCertEntry, Certificate fingerprint (SHA1l):
CF:A2:61:30:29:B1:1E:46:14:30:A2:DC:5F:62:41:47:CC:EE:64:69

sudi, Jul 11, 2018, trustedCertEntry, Certificate fingerprint (SHAl) :
F6:96:9B:BD:48:E5:F6:12:5B:93:4D:01:E7:1F:E9:C2:7C:6F:54:7E

cgms, Oct 5, 2018, PrivateKeyEntry, Certificate fingerprint (SHAL):
B7:2A:74:61:53:74:73:65:2D:61:98:EC:69:09:93:4A:E2:D0:E5:6F
[root@tps-san ~]#

Hostname should match certificate Common Name/SAN:

[root@tps-san ~]# hostname
tps-san.ipg.cisco.com [root@tps-san ~]1#

[root@etps-san ~]# cat /etc/sysconfig/network NETWORKING=yes
HOSTNAME=tps-san.ipg.cisco.com GATEWAY=172.16.242.1
NTPSERVERARGS=iburst [root@tps-san ~]#

[root@tps-san ~]# keytool -list -keystore /opt/cgms- tpsproxy/conf/cgms _keystore -alias
cgms -v | grep "CN=" Enter keystore password: [press Enter]

< .. removed for clarity ..>

Owner: CN=tps-san.ipg.cisco.com, O=Cisco Systems Inc Issuer: CN=IPG-RSA-ROOT-CA,
DC=ipg, DC=cisco, DC=com

< .. removed for clarity ..>

[root@tps-san ~]#

Note: No unreachable name servers should exist. Either the name servers should be present and reachable or they
should be empty. Any unreachable name server address entry must be taken care or removed under the network
interface configuration.

[root@etps-san ~]# cat /etc/resolv.conf #
Generated by NetworkManager search ipg.cisco.com

# No nameservers found; try putting DNS servers into your # ifcfg files in
/etc/sysconfig/network-scripts like so: #

# DNSI1=xXX.XXX.XXX.XXX # DNS2=XXX.XXX.XXX.XXX

# DOMAIN=lab.foo.com bar.foo.com

[root@tps-san ~]#

NTP daemon should be running. Time should be synchronized:

[root@etps-san ~]# ntpstat

synchronised to NTP server (172.16.242.1) at stratum 6 time correct to within 27 ms
polling server every 1024 s

[root@tps-san ~]#
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Note: The TPS server should be time synchronized. Otherwise, the https communication from the IoT Gateway might not
reach the TPS Proxy Application.

Configuration of Bootstrapping FND

This section covers the configuration steps and the final verification steps on the FND.

CGMS Properties Configuration
The CGMS Properties file needs to be configured with the following details:
B proxy-bootstrap-ip—Address of the PnP Proxy from which the bootstrapping requests are processed
B enable-bootstrap-service—Enable/Disable the bootstrapping service
B bootstrap-fnd-alias—The trust point alias to be used during bootstrapping of the loT Gateway
B ca-fingerprint—fingerprint of the 'root' trustpoint
[root@fnd-san confl# cat /opt/cgms/server/cgms/conf/cgms.properties
## Configuration created as part of regular FND installation.
cgms-keystore-password-hidden=7j1XPniVpMvat+TrDWghlw==
cgdm-tpsproxy-addr=tps-san.ipg.cisco.com
cgdm-tpsproxy-subject=CN="tps-san.ipg.cisco.com", O="Cisco Systems Inc"
#
## Configuration required for Bootstrapping.
enable-bootstrap-service=true
proxy-bootstrap-ip=tps-san.ipg.cisco.com bootstrap-fnd-alias=root
ca-fingerprint=CFA2613029B11E461430A2DC5F624147CCEE6469
#
[root@fnd-san confl#

Name resolution entries have to be present for TPS FQDN in the /etc/hosts file.

Mandatory Verification Checks on FND
Verification checks include the following:

B TPS FQDN entry in the /etc/hosts file.

B FND must have three certificates installed into the cgms_keystore:
— Certificate signed by Utility PKI for FND (with private key)
— Public Certificate of the Utility PKI CA server
— Public Certificate of the Cisco SUDI CA

B Hostname must be consistent with the certificate.

B No unreachable name servers in /etc/resolv.conf should exist.

B NTP daemon should be running. Time should be synchronized.

B Necessary firewall ports must have been opened up if the firewall/iptables/ip6tables are enabled:
— TCP Port 9125 to process http communication
— TCP port 9120 to process https communication

TPS/FND FQDN entry in the /etc/hosts file:
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[rootetps-san ~]# cat /etc/hosts

127.0.0.1 localhost localhost.localdomain localhost4 localhost4.localdomain4 fnd
san.ipg.cisco.com

::1 localhost localhost.localdomain localhosté localhosté.localdomainé fnd
san.ipg.cisco.com

#

172.16.104.244 fnddb.ipg.cisco.com

172.16.242.2 tps-san.ipg.cisco.com

2001:db8:16:242::128 tps-san.ipg.cisco.com

[rootetps-san ~]#

FND must have three certificates installed into the cgms_keystore:

The certificate entry 'root' represents the Utility PKI CA certificate.
The certificate entry 'sudi' represents the Cisco SUDI CA certificate.

The certificate entry 'cgms' represents the private certificate of the FND server signed by the (custom) Utility PKI CA
server.

keytool -list -keystore /opt/cgms/server/cgms/conf/cgms keystore Enter keystore password:

kkkkkkkkkkkkkk**x* WARNING WARNING WARNING **kkkkkkkkkkkkk*kk
*The integrity of the information stored in your keystore *
*has NOT been verified! In order to verify its integrity, *

*you must provide your keystore password.*

kkkkkkkkkkkkkkkx*x WARNING WARNING WARNING ***x**kx*kx**kx**x*x* Keystore type: JKS Keystore provider:
SUN
Your keystore contains 4 entries

root, Apr 5, 2018, trustedCertEntry, Certificate fingerprint (SHAL):
CF:A2:61:30:29:B1:1E:46:14:30:A2:DC:5F:62:41:47:CC:EE:64:69

sudi, Jul 11, 2018, trustedCertEntry, Certificate fingerprint (SHAL):
F6:96:9B:BD:48:E5:F6:12:5B:93:4D:01:E7:1F:E9:C2:7C:6F:54:7E

cgms, Oct 5, 2018, PrivateKeyEntry, Certificate fingerprint (SHAL):
F4:99:72:8E:BA:24:25:8A:1D:23:9B:B6:B1:99:EA:FD:12:9E:A7:34

You have mail in /var/spool/mail/root

[root@fnd-san confl#

Hostname should match the certificate Common Name/SAN:

[root@fnd-san confl# hostname fnd-san.ipg.cisco.com
[root@fnd-san confl#

[roote@fnd-san confl]# cat /etc/sysconfig/network
NETWORKING=yes

HOSTNAME=fnd-san.ipg.cisco.com
NTPSERVERARGS=iburst

[root@fnd-san confl#

[root@fnd-san confl# keytool -list -keystore
/opt/cgms/server/cgms/conf/cgms_keystore -v -alias cgms | grep CN=
Enter keystore password: [press Enter]

< .. removed for clarity ..>

Owner: CN=fnd-san.ipg.cisco.com, O=Cisco Systems Inc Issuer: CN=IPG-RSA-ROOT-CA, DC=ipg,
DC=cisco, DC=com

< .. removed for clarity ..>

[root@fnd-san confl#

Note: No unreachable name servers should exist. Either the name servers should be present and reachable or they

should be empty. Any unreachable name server address entry must be taken care or removed under the network
interface configuration:
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[root@fnd-san confl# cat /etc/resolv.conf
# Generated by NetworkManager
search ipg.cisco.com

# No nameservers found; try putting DNS servers into your
# ifcfg files in /etc/sysconfig/network-scripts like so: #
# DNS1=XXX.XXX.XXX.XXX

# DNS2=XXX.XXX.XXX.XXX

# DOMAIN=lab.foo.com bar.foo.com

[root@efnd-san confl#

NTP daemon should be running. Time should be synchronized:

[root@fnd-san confl# ntpstat

synchronised to NTP server (172.16.103.1) at stratum 6 time correct to within 45 ms
polling server every 1024 s

[root@fnd-san confl#

Note: The FND server should be time synchronized. Otherwise, the https communication from the loT Gateway might
not reach the FND (cgms) application.

Csv File Import on FND GUI
A sample csv file that can be imported into FND for bootstrapping of loT Gateway is shown below:

deviceType, eid, tunnelSrcInterfacel, adminUsername, adminPassword, hostnameF

orBs, domainname, bootimage
cgrl000,CGR1240/K9+JAD2043000Q, Cellular0/1, cg-nms-administrator, <encrypted pwd>,
CGR1000_JAD2043000Q, ipg.cisco.com, flash:/cgrl000-universalk9-mz.SPA.158-3.M

ir800, IR807G-LTE-GA-K9+FCW2231004T, FastEthernet0, cg-nms

administrator, <encrypted pwd>, IR807 BS1,ipg.cisco.com,flash:/ir8001- universalk9-mz.SPA.1573.M
2.bin

ir1100,IR1101-K9+FCW222700K0,GigabitEthernet0/0/0, cg-nms-

administrator, <encrypted pwd>,IR1100_ FCW222700K0,ipg.cisco.com, flash:/ir 1101
universalk9.BLD V1610 1 THROTTLE LATEST 20181029 041528.SSA.bin
cgrl000,CGR1120/K9+JAD191601KT,GigabitEthernet2/1, cg-nms-

administrator, <encrypted pwd>, CGR1K BS1,ipg.cisco.com, flash:/managed/images/cgrl000
universalk9-mz.SPA.158-3.M ir800,IR829GW-LTE-GA-EK9+FGL195024PP,Vlanl, cg-nms
administrator, <encrypted pwd>, IR829 FGL195024PP,ipg.cisco.com, flash:/ir800-universalk9
mz.SPA.157-3.M3

ir800, IR809G-LTE-GA-K9+JMX1941X00B,GigabitEthernet0, cg-nms-

administrator, <encrypted pwd>, IR809 JMX1941X00B, ipg.cisco.com, flash:/ir800-universalk9
mz.SPA.157-3.M3

Note: Ensure that there aren’t any blank spaces while using this csv file.

Table 9 Fields of the loT Gateway Bootstrapping csv File

Parameter Name Parameter Value Explanation
deviceType irt100 Helps identify the type of device; for example:
irs00
cgr1000
irt100
cgr1000
eid IR1101-K9+FCW222700K0 Unique network element identifier for the device.
tunnelSrcinterface GigabitEthernet0/0/0 Name of the WAN interface that the FAR would
use to reach the Headend.
adminUsername cg-nms-administrator Username that FND must use to interact with the
loT Gateway.
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Table 9 Fields of the loT Gateway Bootstrapping csv File

Parameter Name Parameter Value Explanation

adminPassword <encrypted_pwd> Password in encrypted form. An unencrypted
form of this password would be used by the FND
to interact with the FAR.

hostnameForBs IR1100_FCW222700K0 Hostname for bootstrapping.
domainname ipg.cisco.com Domain name for the bootstrapped router.
bootimage flash:/ir1101-universalk9.SSA.bin Boot image name.

Figure 12 Bootstrapping CSV Import at Bootstrapping FND
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In bootstrapping FND:
1. From Devices > Field Devices, click Router in the left pane.
2. Click the Inventory tab on the middle pane.
3. Click Add Devices.
4. Browse the csv file created in the previous step.

5. Then click Add to import the loT Gateway CSV list into the bootstrapping FND.

DHCP Server-Assisted PnP Provisioning
This section is discussed in the following phases:
B Prerequisites, page 32
B Bootstrapping in the IPv4 Network, page 33
B Bootstrapping in the IPv6 Network, page 33
B Logical Call Flow, page 38

Prerequisites

PnP Proxy must be reachable either over the LAN or over the WAN/Internet. As TPS is used in this implementation, TPS
acts as the PnP server for the loT Gateways. The DHCP server advertises TPS details in place of the PnP server details.
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Bootstrapping in the IPv4 Network

This section discusses the DHCP server-assisted bootstrapping of the loT Gateways over the IPv4 network. In Figure 13,
loT Gateways obtain the IP address dynamically from the DHCP server along with details of the PnP server (which, in this
case, is actually that of PnP Proxy, as TPS is deployed).

B The PnP server details are received using DHCP option 43.

B The PnP agent (residing on the loT Gateway) then reaches out to PnP Proxy over IPv4 LAN/WAN network over http
on port 9125 and then over https on port 9120.

Figure 13 DHCP Server-Assisted Bootstrapping of loT Gateways over IPv4 Network
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loT Gateways

Bootstrapping in the IPv6 Network
This section discusses the DHCP server-assisted bootstrapping of the loT Gateways over the IPv6 network.

B |oT Gateways obtains the IP address dynamically from the DHCP server along with details of the PnP server (which,
in this case, is actually that of PnP Proxy, as TPS is deployed).

B The PnP server details are received using DHCP option 9.

B The PnP agent (residing on the loT Gateway) then reaches out to PnP Proxy over IPv6 LAN/WAN network over http
on port 9125 and then over https on port 9120.

Logical Call Flow

This section discusses the logical call flow sequence with the DHCP server-assisted bootstrapping of the loT Gateways
over the IPv4/IPv6 network. Figure 14 shows the following actors:

H PnP Agent (loT Gateway)

B DHCP Server
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B DNS Server
®  PnP Proxy (TPS)

H PnP Server (FND)

Figure 14 DHCP Server-Assisted Bootstrapping of loT Gateways—Logical Call Flow
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1. When the loT Gateway is powered on, the PnP Agent on the loT Gateway checks for the presence of the startup
configuration. If the startup configuration is not found, then the PnP agent performs “no shut" and enables DHCP on
all the interfaces.

2. The IOS on the loT Gateway sends out a DHCP request, which reaches the DHCP server (either directly or with the
help of DHCP relay agent).

3. The DHCP server responds back with the IPv4 address along with option 43, or the IPv6 address along with option
9. The option contains the FQDN of the PnP server to talk to (for example, tps-san.ipg.cisco.com) and the port
number (for example, 9125) on which the PnP Proxy/Server is expected to be listening. The PnP server detail
advertised as part of the DHCP option is the IP address of the PnP Proxy instead of the actual PnP server (with TPS
deployed as part of the solution).

4. The loT Gateway then sends out a name resolution request to DNS server to resolve the FQDN to its corresponding
IPv4/IPv6 address.

5. The PnP Agent attempts its communication with the PnP Proxy over port 9125 (over http). PnP Proxy, in turn,
communicates with the FND on port 9125. Bootstrapping begins at the FND from this point. The prerequisite to
processing this bootstrapping request from the 10T Gateway is the addition of loT Gateway details into the FND with
the loading of the csv file.

6. The FND installs the trust point on the lIoT Gateway.

7. The loT Gateway sends out a Get CA Certificate request to PnP Proxy, which, in turn, proxies the communication to
the FND. The FND would respond back with the CA certificate of the FND's trust point, which would then be installed
on the loT Gateway.
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The following PnP States would have transitioned at the FND:

CONFIGURING_HTTP_FOR_SUDI
— CONFIGURED_HTTP_FOR_SUDI
— CREATING_FND_TRUSTPOINT

— AUTHENTICATING_WITH_CA

— AUTHENTICATED_WITH_CA

8. From this point onwards, the further communication switches over to https on port 9120. The loT Gateway would
communicate with the TPS IP on port 9120, which, in turn, is sent to the FND IP on port 9120. The rest of the loT
Gateway bootstrapping happens over this secure https communication established on port 9120.

Note: Since the communication is over https, time synchronization and certificate parameters matching must be
taken care of:

—  For example, if https://<TPS_FQDN>:9120 is attempted, then the certificate installed on the TPS must have
CN/SAN configured with <TPS_FQDN>.

— Similarly, if the https://<TPS_IP>:9120 is attempted, then the certificate installed on the TPS must also have
CN/SAN configured with <TPS_IP>. Otherwise, SSL failure might occur and the https message from loT
Gateway might not reach the TPS Proxy Application on port 9120.

FND would transition through the following PnP states while the bootstrapping progresses:

UPDATING_ODM

UPDATING_ODM_VERIFY_HASH

— UPDATED_ODM

— COLLECTING_INVENTORY

— COLLECTED_INVENTORY

—  VALIDATING_CONFIGURATION

— VALIDATED_CONFIGURATION

— PUSHING_BOOTSTRAP_CONFIG_FILE
— PUSHING_BOOTSTRAP_CONFIG_VERIFY_HASH
— PUSHED_BOOTSTRAP_CONFIG_FILE
— CONFIGURING_STARTUP_CONFIG

— CONFIGURED_STARTUP_CONFIG

— APPLYING_CONFIG

— APPLIED_CONFIG

— TERMINATING_BS_PROFILE

BOOTSTRAP_DONE

9. Bootstrapping would be complete with the "BOOTSTRAP_DONE" PnP State.
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Custom PnP Profile for PnP Server
This section is discussed in the following phases:
B Prerequisites, page 36
B Bootstrapping over IPv4 Network, page 36
B Bootstrapping over IPv6 Network, page 37
B Logical Call Flow, page 38

As a gateway of last resort, if dynamic ways of learning the PnP Server are not an option, an option does exist to enable
learning about the PnP server with minimal manual configuration.

Manual PnP profile configuration with PnP server details:

!

ip host tps-san.ipg.cisco.com 172.16.242.2
|

pnp profile fnd-pnp-profile

transport http host tps-san.ipg.cisco.com port 9125
|

Note: Only the PnP Server detail is manually configured. Bootstrapping and Deployment (the rest of ZTD) still happens
dynamically.
Prerequisites

B The PnP server must be reachable either over the LAN or over the WAN/Internet.

B As TPS is used in this implementation, TPS acts as a PnP server for the loT Gateways.

Bootstrapping over IPv4 Network

This section focuses on the bootstrapping of the loT Gateways over the IPv4 network in the absence of the DHCP server,
DNS server, and Cisco Cloud redirector server to provide the PnP server details. loT Gateways are informed about the
PnP server detail directly through the Cisco IOS configuration commands.

In Figure 15, the manual PnP profile configuration on the loT Gateways lets the loT Gateways learn about the PnP server

that should be reached out to and the desired PnP port number. For example, the custom PnP profile is configured to
reach out to the PnP server (tps-san.ipg.cisco.com) over the http on port 9125.
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Figure 15 Custom PnP Profile-Assisted Bootstrapping of loT Gateways over IPv4 Network
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ip host tps-san.ipg.cisco.com 172.16.242.2
!
pnp profile fnd-pnp-profile

transport http host tps-san.ipg.cisco.com port 9125
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Based on the manual PnP profile configuration on the loT Gateways, communication is initially established with PnP Proxy
on http://tps-san.ipg.cisco.com:9125. Later, the communication is established with the PnP Proxy on
https://tps-san.ipg.cisco.com:9120.

Note: Only the PnP server discovery is made manual. The rest of the bootstrapping procedure is the same as the DHCP
server-assisted PnP provisioning discussed above.

Bootstrapping over IPv6 Network

This section focuses on the bootstrapping of the loT Gateways over the IPv6 network in the absence of the DHCP server,
DNS server, and Cisco Cloud Redirector Server to provide the PnP server details. loT Gateways are informed about the
PnP server detail directly through the Cisco I0S configuration commands in order to enable bootstrapping of the loT
Gateways over the IPv6 network.

In Figure 16, based on the manual PNP profile configuration on the loT Gateways, initially communication is established
with the PnP Proxy on http://tps-san.ipg.cisco.com:9125. Later, the communication is established with PnP Proxy on
https://tps-san.ipg.cisco.com:9120.

Name resolution happens to an IPv6 address, and the bootstrapping happens over an IPv6 network.

Note: Only the PnP server discovery is made manual. The rest of the bootstrapping procedure (PnP communication on
port 9120 and 9125) is still dynamic.
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Figure 16 Custom PnP Profile-Assisted Bootstrapping of loT Gateways over IPv6 Network
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Logical Call Flow

This section discusses the logical call flow sequence with the Custom PnP profile-assisted bootstrapping of the IoT
Gateways over the IPv4/IPv6 network.
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Figure 17 Custom PnP Profile-Assisted Bootstrapping of loT Gateways—Logical Call Flow
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In Figure 17:
B PnP server detail is learned out of the custom PnP profile, configured manually.
B The loT Gateway reaches out to the PnP server in the configuration, which is http://tps- san.ipg.cisco.com:9125.
B The communication reaches TPS, and is then sent to FND. Bootstrapping of the loT Gateway begins at the FND.
| |

The rest of the procedure is exactly the same as the bootstrapping steps discussed as part of DHCP server-assisted
PnP Provisioning.

Initial communication happens on http://tps-san.ipg.cisco.com:9125

Later communication happens on https://tps-san.ipg.cisco.com:9120

PnP Server Discovery through Cisco PnP Connect and Bootstrapping

B Prerequisites, page 39

B Bootstrapping, page 41

Logical Call Flow, page 42

Prerequisites

PnP Proxy must be reachable either over the WAN/Internet. As TPS is used in this implementation, TPS acts as the PnP
server for the loT Gateways. The controller profile on " software.cisco.com" should be configured with the correct TPS
address. The controller profile advertises TPS details in place of the PnP server details.

To create the controller profile, login to software.cisco.com. Go to Network Plug and Play > Select controller profile
from the toolbar and add the details.

Figure 18 shows the controller profile added on software.cisco.com.
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Figure 18 Controller Profile

Controller Profile

Profile Name DA_SOLUTIONS_PNP_TPS_DMZ_BLR

Description TPS (PnP Proxy) hosted in Cisco DMZ Bangalore, for the purpose of Plug and Play provisioning of Ethernet/Cellular DA gateways
Deployment Type onPrem

Primary IPv4 Address

Primary Protocol http

Primary Port 9125

Controller Type: PNP SERVER

When a device is ordered through CCW, the device must be attached with the Smart account. For the PnP discovery to
be successful using PnP Connect, a device must be added on the software.cisco.com portal. The device can be added

257120

either manually or by uploading a csv file. You can refer to " PnP Server Discovery Through Cisco PnP Connect" in the

Cisco Distribution Automation Feeder Automation Design Guide. Figure 19 shows adding a device manually.

Figure 19 Manual Addition of Device
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|+ Identify Device...
Row Serial Number Base PID Certificate Serial Number SDWAN Type Controller Description Actions.

No Devices to display.

No Records to Display

| cancel ‘ | Back | Next

After manually adding the device in the PnP Connect portal, the request is yet to received from the device and the status

for PnP redirection will be pending. This is shown in Figure 20.
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Figure 20 PnP Redirect Pending after Manual Device Addition
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Finally, when the device is added successfully, it should be populated in the devices list as shown in Figure 20, which
lists the devices for when the Redirect was successful.

Bootstrapping
This section discusses the PnP Connect-Assisted bootstrapping of the loT Gateways over the IPv4 network.
In Figure 21, loT Gateways obtain the IP address dynamically from the service provider.

B The PnP agent (residing on the loT Gateway) then reaches out to PnP Proxy over IPv4 LAN/WAN network over http
on port 9125 and then over https on port 9120.
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Figure 21 PnP Connect—Assisted Bootstrapping of loT Gateways
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Logical Call Flow

This section discusses the logical call flow sequence with the DHCP server-assisted bootstrapping of the loT Gateways
over the IPv4/IPv6 network.

The actors shown in Figure 22 are the following:

B PnP Agent (loT Gateway)

®  Service Provider

B PnP Cloud Re-direction Service PnP Connect Portal
B PnP Proxy (TPS)

®  PnP Server (FND)
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Figure 22 PnP Connect-Assisted Bootstrapping of loT Gateways -Logical Call Flow
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BOOTSTRAP ENDS

1. When the loT Gateway is powered on, the PnP Agent on the lIoT Gateway checks for the presence of the startup
configuration. If the startup configuration is not found, then the PnP agent performs " no shut" on all the cellular
interfaces.

2. The IOS on the loT Gateway sends out a request to the service provider.
3. The service provider responds back with the IPv4 address.

4. The IOT gateway proceeds for PnP server discovery and connects to the PnP cloud re-direction service connect
portal. After successfully connecting the server devicehelper.cisco.com, the server PnP Connect portal sends the
publicly reachable TPS DMZ IP(A.B.C.D) PnP proxy IP and the port number (9125) on which the proxy server is
listening. The serial number of the gateway should be added to the Cisco Cloud PnP Connect portal for the
re-direction service to be successful.

5. Once the PnP discovery is successful, the PnP profile is configured on the device with the publicly reachable TPS
DMZ IP. Once the profile is configured, the bootstrapping begins.

6. The rest of the procedure is exactly the same as the bootstrapping steps discussed as part of PnP server discovery
through DHCP server.
Bootstrapping Configuration Template on Bootstrapping FND

The bootstrapping template is a configuration template residing on the bootstrapping FND. As part of the bootstrapping
procedure, when the bootstrapping request is received from the loT Gateway, this bootstrap configuration template is
used to derive the Cisco IOS configuration, which is then pushed onto the loT Gateway.

Once this Cisco IOS configuration is pushed onto the loT Gateway and copied onto a running configuration successfully,
the bootstrapping is said to be SUCCESSFUL.

This bootstrapping of Cisco loT Gateways from Cisco loT FND (PnP Server) is entirely Zero Touch. This implementation
section includes the following sections:

B Creation of Bootstrap Configuration Template Group, page 44
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B Router Bootstrap Configuration Groups—Populating Templates, page 47

Creation of Bootstrap Configuration Template Group

This section covers the steps required for configuring the bootstrapping group.

Figure 23 CREATE Bootstrap—CONFIG—-Tunnel Provisioning
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1. From the CONFIG Menu, select the Tunnel Provisioning option.

Figure 24 CREATE Bootstrap—Add Group

b (e 2
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2. With the Router Group selected in the left pane, click the " +" sign (Add Group icon) located on the top right of the
left pane.

Figure 25 CREATE Bootstrap—Add IPv4 Group

Add Group x
Group Name: IPv4-BOOTSTRAP|
Device Category: Router b

3. Configure the group name IPv4-BOOTSTRAP, and click Add.

Figure 26 CREATE Bootstrap—Add IPv6 Group

Add Group x
Group Mame: |PvE-BOOTSTRAP

Device Category: Router -

4. Similarly, configure another group name IPv6-BOOTSTRAP for bootstrapping over the IPv6 network. Click Add.
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Figure 27 CREATE Bootstrap—List of Bootstrap Groups
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The two newly created bootstrapping groups are displayed in the left pane:
B |Pv4-BOOTSTRAP (Created to handle bootstrapping over the IPv4 network)

B |Pv6-BOOTSTRAP (Created to handle bootstrapping over the IPv6 network)

Moving Devices under the Bootstrapping Group

Multiple bootstrapping groups could be configured on the bootstrapping FND. loT Gateways have to be moved under the
correct group in order to have it bootstrapped with the appropriate configuration.

Complete the following steps to move loT Gateways under the correct bootstrapping group.

Figure 28 CHANGE Tunnel Group—Device Under Default Group
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1. In Figure 28, two loT Gateways are under the default group. The devices need to be moved to the newly created
IPv4-BOOTSTRAP group. In the middle pane, select the Router in the pull-down menu, select the loT Gateways to
be moved under the new bootstrapping group, and then click Change Tunnel Group.
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Figure 29 CHANGE Tunnel Group—Pull-Down Menu
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N

Choose the correct bootstrap group IPv4-BOOTSTRAP. To perform bootstrapping over the IPv6 network, choose
the IPv6-BOOTSTRAP tunnel group.

Figure 30 CHANGE Tunnel Group—Select IPv4 Group
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3. With the appropriate bootstrap group chosen, click Change Tunnel Group to move the loT Gateway from the default
group to the desired group.

Figure 31 CHANGE Tunnel Group—Updated IPv4 Group
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Device migration to the desired group was successful.

Figure 32 CHANGE Tunnel Group—Devices Moved under IPv4 Group
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In Figure 30, it can be seen that loT Gateways were moved under the correct bootstrapping group.
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Router Bootstrap Configuration Groups—Populating Templates

This section shows where to populate the bootstrapping template in FND, and the template that needs to be chosen for
bootstrapping of the loT Gateways according to the network in which the loT Gateway would be deployed (for example,
IPv4/IPv6 network, located/not located behind NAT, etc).

Note: Working versions of bootstrapping templates can be found in Appendix A: PnP Profiles, page 226.

Figure 33 captures the Router Bootstrap Configuration section that needs to be populated for the purpose of
bootstrapping.

Figure 33 Router Bootstrap Configuration
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Every bootstrap group (referred as Tunnel Group in the left pane) can be populated with a unique Router bootstrap
configuration.

Table 10 Bootstrapping Template According to the Deployment Model

Profile Name for loT Gateways (located Profile Name for loT Gateways (NOT located
Network Type behind NAT) behind NAT)
IPv4 IPv4-BOOTSTRAP-NAT IPv4-BOOTSTRAP
IPv6 IPv6-BOOTSTRAP-NAT IPv6-BOOTSTRAP

With reference to Table 10, for bootstrapping the lIoT Gateways for deployment over the IPv4 network:

B If loT Gateways are located behind NAT, then the bootstrapping template IPv4- BOOTSTRAP-NAT could be used.
B If loT Gateways are not located behind NAT, then the bootstrapping template IPv4- BOOTSTRAP could be used.
Similarly, for bootstrapping the loT Gateways for deployment over IPv6 network:

B If loT Gateways are located behind NAT, then the bootstrapping template IPv6- BOOTSTRAP-NAT could be used.

B If loT Gateways are not located behind NAT, then the bootstrapping template IPv6- BOOTSTRAP could be used.
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Deployment of the Cisco loT Gateway
This section includes the following topics:
B Prerequisites for Deployment, page 48
B Deployment over IPv4 Cellular Network with NAT, page 48
B Deployment over IPv4 Network without NAT, page 50

B Deployment over Native IPv6 Ethernet Network, page 51

Prerequisites for Deployment

B Cisco loT Gateway should have gone through the bootstrapping procedure mentioned in Bootstrapping the loT
Gateway, page 20, with the device being part of the appropriate bootstrapping group.

B Bootstrapping is said to be complete, when the Cisco IOS Routers received the bootstrapping configuration from
the Bootstrapping FND.

B The bootstrapping status for the router on the Bootstrapping FND must be in ‘Bootstrapped’ state.

Deployment Infrastructure Readiness

B Cisco loT Gateway should be assigned an IPv4/IPv6 address dynamically over Ethernet/Cellular. If a static address
needs to be used on the Cisco loT Gateway, then assignment of address to the Cisco loT Gateway's interface needs
to be taken care as part of Bootstrapping.

Tip: If any extra configuration is required to receive IP address dynamically, the delta configuration should be fed back
into the bootstrapping profile, that was used to bootstrap the loT Gateway.

B Cisco Field Area Network—Headend (DSO Control Center1) should be UP and running.

— Ifit needs to be set up, the Cisco FAN-Headend Deep Dive Implementation and FAN Use Cases' guide could be
referenced to set up the headend in the DSO Control Center or NOC.

B All the required headend components like the CA server (RSA), AAA, AD, Registration Authority, NOC TPS/FND,
DHCP server, and HERs are expected to be up and running in the DSO Control Center.

B NOC TPS, RA, and HERs must have static IP addresses configured and should be reachable from the Cisco loT
Gateways that are located along the Distribution network.

Note: If the prerequisites for deployment are addressed, ZTD of the loT Gateways should happen successfully after the
gateway is deployed at the desired location and powered on, with the Ethernet cable connected or the LTE SIM card
inserted.

Deployment over IPv4 Cellular Network with NAT

Note: This section has no implementation steps. As the term "ZTD" states, it's a zero touch deployment. As long as
bootstrapping happened successfully by having the IoT Gateway part of the correct bootstrapping group, this
deployment should happen successfully with no manual steps.

Figure 34 captures the deployment steps for loT Gateway over LTE Cellular.
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Figure 34 Deployment over IPv4 Cellular Network
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loT Gateway

Note: This scenario has been validated with the headend located in the Cisco DMZ.
The following is the summary sequence of steps that occurs during the deployment:
1. The loT Gateway is powered on. When up, it obtains the IP address over LTE Cellular interface.

2. The EEM Script for ZTD kicks in and waits for the time to be synchronized. Then, SCEP enroliment happens over port
80 with RA-DMZ-IP.

3. Once the certificate is received for the loT Gateway (from the RA/CA), the ZTD script disables itself and activates
the CGNA profile for tunnel provisioning (cgna initiator-profile cg-nms-tunnel).

Note: " cgna initiator-profile cg-nms-tunnel" must be used when the loT Gateway is behind NAT, whereas " cgna
profile cg-nms-tunnel" must be used when no NAT exists between loT Gateway and TPS. This CGNA profile is

configured as part of bootstrapping.
4. TPS/FND provisions the secure FlexVPN tunnel with the HER Cluster located in the DSO Control Center1.

5. As an overlay routing, FND and SCADA routes are advertised (by the HER) to the loT Gateway through the secure
FlexVPN tunnel.

6. The loT Gateway sends out a registration request to FND on port 9121. Once registered successfully, the IOT
Gateway is remotely manageable from the FND.

7. As part of the device registration with the FND, FND also pushes ICT enablement configurations to the loT Gateway,
which enables the communication between the SCADA Master in the Control Center and the SCADA Outstation
located in the Feeder Automation/Distribution Network.

8. ZTD of the loT Gateway is successful.
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9. Utility Application Traffic - READY TO GO.

Deployment over IPv4 Network without NAT

Note: This section has no implementation steps. As the term "ZTD" states, it's a zero touch deployment. As long as
bootstrapping happened successfully by having the loT Gateway part of the right bootstrapping group, this deployment
should happen successfully with no manual steps.

Figure 33 captures the deployment steps for loT Gateway without NAT over the IPv4 network.

Figure 35 Deployment over IPv4 Ethernet Network
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Note: This scenario has been validated with the headend located in the Engineering Lab.
The following is the summary sequence of steps that happens during the deployment:
1. The loT Gateway is powered on. When up, it obtains the IP address over the Ethernet interface.

2. The EEM Script for ZTD kicks in and waits for the time to be synchronized. Then, SCEP enroliment happens with RA
IP (172.16.241.2) on port 80.

3. Once the certificate is received for the loT Gateway (from the RA/CA), the ZTD script disables itself, and activates
the CGNA profile for tunnel provisioning (cgna profile cg-nms- tunnel).

Note: " cgna profile cg-nms-tunnel" must be used when there is no NAT between IoT Gateway and TPS. This CGNA
profile has already been configured as part of loT Gateway bootstrapping. TPS/FND provisions secure FlexVPN
tunnel with the HER Cluster located in the DSO Control Center1.
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4. As an overlay routing, FND (172.16.103.100 and 2001:db8:16:103::100) and SCADA (172.16.107.11 and
2001:db8:16:107::11) routes are advertised (by HER) to the loT Gateway through the secure FlexVPN tunnel.

5. loT Gateway sends out a registration request to FND IPv4 address 172.16.103.100 (or) IPv6 address
2001:db8:16:103::100 on port 9121. Once registered successfully, the IOT Gateway is remotely manageable from
the FND.

6. As part of the device registration with the FND, FND also pushes ICT enablement configurations to the loT Gateway,
which enables the communication between SCADA Master in the Control Center and the SCADA Outstation located
in the Feeder Automation/Distribution Network.

7. ZTD of the loT Gateway is successful.

8. Utility Application Traffic - READY TO GO.

Deployment over Native IPv6 Ethernet Network
Note: This section has no implementation steps. As the term "ZTD" states, it's a zero touch deployment. As long as
bootstrapping happened successfully by having the loT Gateway part of the right bootstrapping group, this deployment
should happen successfully with no manual steps.

Figure 36 captures the deployment steps for the loT Gateway over the Native IPv6 network.

Figure 36 Deployment over Native IPv6 Ethernet Network

CA, AD, AAA FND  172.16.103.100
=== 2001:db8:16:103::100 SCADA
1l —

1 1 1 [

I ] | — | FND

| — 1 — om0 Manages 0T Gatewgy

I ] I [ A -

1 - < or T 2001:db8:16:107::11

172.16\102.2 ateway Register with nm 1o e - 2001:db8:16:103: :1 172.16.107.11
ith FND (IP:9121) ~~~~~~~ N, 2.6 1035 \
E S\ Virtual IPs
::\t/jvtjrk RA s FIg| HERICIUStering
. - ¢ e
- = FAN-PHEHERL (I I FAN-PHEHER2 || = 1k | FAN-PHE-HER3
-— . i ¥ 1 9 |
DMZ ry —1 2001:DB8:1010:  an -~ 2001:DB8:1010: otd _ ¥ 2001:DB8:1010:
Network ! % 903::2 i 903::5 T 903::6
2001:db8:10:] 2001:db8:10:] 7 -
241::5921 i 242::242 E [ ,\l\/\\\/lrtuallp:2001:DBB:1010:903::1
v VAASR)
¥ *
\ DMZ SWITCH
N2, A

Bootstrapping Note:

Bootstrap the loT Gateway using the
BS profile
“IPv6-BOOTSTRAP”

Deploy the loT Gateway.
Power it On.
ZERO TOUCH DEPLOYMENT

IPv6 WAN I i
{ READY TO GO UTILITY APPLICATION

i TRAFFIC

SCADA

Outstation

Ethernet

loT Gateway

386649

Note: This scenario has been validated with the headend located in the Engineering Lab over a native IPv6 network. It
could be dual stack as well.

The following is the summary sequence of steps that happens during the deployment:

1. The loT Gateway is powered on. When up, it obtains the IPv6 address over the Ethernet interface.
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9.

10.

. The EEM script for ZTD kicks in and waits for the time to be synchronized. Then, SCEP enrollment happens with RA

IPv6 address (2001:db8:10:241::5921) on port 80.

. IPv4 communication could be retained between RA and CA in the Control Center private network.

. Once the certificate is received for the loT Gateway (from the RA/CA), the ZTD script disables itself, and activates

the CGNA profile for tunnel provisioning.

Note: " cgna initiator-profile cg-nms-tunnel" must be used when the loT Gateway is behind NAT, whereas " cgna
profile cg-nms-tunnel" must be used when there is no NAT between IoT Gateway and TPS. This CGNA profile has
already been configured as part of the loT Gateway bootstrapping.

. TPS/FND provisions secure the FlexVPN tunnel with the HER Cluster located in the DSO Control Center, over the

Native IPv6 network.

. As an overlay routing, FND (172.16.103.100 and 2001:db8:16:103::100) and SCADA (172.16.107.11 and

2001:db8:16:107::11) routes are advertised (by HER) to the loT Gateway through the secure FlexVPN tunnel.

. loT Gateway sends out a registration request to FND IPv4 address 172.16.103.100 (or) IPv6 address

2001:db8:16:103::100 on port 9121. Once registered successfully, IOT Gateway is remotely manageable from the
FND.

. As part of the device registration with the FND, FND also pushes ICT enablement configurations to the loT Gateway,

which enables the communication between SCADA Master in the Control Center and the SCADA Outstation located
in the Feeder Automation/Distribution Network.

ZTD of the loT Gateway is successful.

Utility Application Traffic - READY TO GO.

Tunnel Provisioning Template Profiles

Tunnel Provisioning Template profiles, which are needed for Tunnel establishment, are captured in Appendix B: FND Zero
Touch Deployment Profiles, page 235.

Device Configuration Template Profiles

Device Configuration Template profiles, which are needed for ICT SCADA Traffic enablement, are captured in Appendix
C: Device Configuration Profiles, page 244.

Bootstrapping and ZTD of the Cisco loT Gateway at the Deployment Location

This section describes the bootstrapping and Deployment of the Cisco loT gateway at the deployed location. Unlike the
previous section, one TPS and FND is sufficient to complete both bootstrapping and ZTD. Although the previous two
sections and this section overlap, minor changes in the implementation of TPS and FND need to be done in order for the
deployment to be successful.

This section, which covers the minor changes that have to be implemented in the headend setup, describes these

phases:

B Prerequisites, page 53

B Certificate Creation and Installation, page 53
B Installation of TPS, page 55

B Installation of FND, page 55

B Configuration of TPS, page 55

B Configuration of FND, page 58
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B Device Bootstrapping, page 61

Device Deployment, page 61

Prerequisites

Prerequisites include the following:

TPS and FND server must be up and running.
This section focuses on portions required for TPS and FND to carry out both bootstrapping and ZTD.
Routing reachability over IPv4 and/or IPv6 networks from loT Gateways to TPS.

Routing reachability between TPS and FND.

Certificate Creation and Installation

This section captures the parameters that need to be considered while creating the certificate for the TPS and FND.

Note: For detailed instructions about certificate creation, please refer to the section " Creation of Certificate Templates
and Certificates" of the Cisco FAN-Headend Deep Dive Implementation and FAN Use Cases Guide at the following URL:

https://docs.cisco.com/share/proxy/alfresco/url?docnum=EDCS-15726915

Certificate Creation for TPS

The certificate for the TPS must be created with both the Subject Name and the Subject Alternative Name fields
populated.
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Figure 37 TPS Certificate Parameters
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The Subject Name is the Common Name that must be set to the FQDN of the TPS.

The Subject Alternative Name must be set to the FQDN - tps.ipg.cisco.com of the TPS, along with the IP address
(A.B.C.D - Public reachable DMZ IP). The Subject Alternative Name is required for PnP to work. The IP address must be
reachable from the loT Gateway. TPS is located in DMZ. The IP address is not optional in this implementation. FQDN is
optional, but the IP address is not.
The enrolled certificate is exported as PnP-ZTD-TPS.pfx and is protected with a password.

Certificate Creation for FND

The FND certificate must be created with both the Subject Name and Subject Alternative Name fields populated.
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Figure 38 FND Certificate Parameters
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The Subject Name is the Common Name that must be set to the FQDN of the PnP Server.

The Subject Alternative Name must be set to the FQDN of the FND, along with the optional IP address. The Subject

Alternative Name is required for PnP to work. The IP address in Figure 38 will be reachable after tunnel is established
between loT gateway and the headend.

The enrolled certificate is exported as PnP-ZTD-FND.pfx and is protected with a password.

Installation of TPS

The bootstrapping procedure in this implementation guide considers the use of TPS as PnP Proxy. For installation of TPS,
please refer to Installation of TPS, page 55.

Installation of FND

For installation of FND, please refer to the detailed steps covered under the section " Implementing Field Network
Director" of the Cisco FAN-Headend Deep Dive Implementation and FAN Use Cases Guide.

Configuration of TPS
This section covers the configuration steps and the final verification steps on the TPS.

TPS Proxy Properties Configuration

TPS Proxy Properties file needs to be configured with the following details:
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B inbound-bsproxy-destination: Address to which the bootstrapping requests be forwarded.
B enable-bootstrap-service: Is bootstrapping service enabled/disabled?

B bootstrap-proxy-listen-port: Port on which the PnP Proxy must be listening for processing bootstrapping requests
(default port is 9125).

[root@tps-san ~]# cat /opt/cgms-tpsproxy/conf/tpsproxy.properties
## Configuration created as part of regular TPS installation.
inbound-proxy-destination=https://fnd.ipg.cisco.com:9120
outbound-proxy-allowed-addresses=fnd.ipg.cisco.com
cgms-keystore-password-hidden=7j1XPniVpMvat+TrDWghlw==
## Configuration required for Bootstrapping.
inbound-bsproxy-destination=http://fnd.ipg.cisco.com:9125
enable-bootstrap-service=true
bootstrap-proxy-listen-port=9125
[root@tps ~1#

Name resolution entries have to be present for FND FQDN in the /etc/hosts file.

Mandatory Verification Checks on TPS Proxy

The verification checks include the following:

B FND FQDN entry in /etc/hosts.

B TPS must have three certificates installed into the cgms_keystore:
— Certificate signed by Utility PKI for TPS (with private key)
— Public Certificate of the Utility PKI CA server
— Public Certificate of the Cisco SUDI CA

B Hostname consistency with the certificate.

B There shouldn't be any unreachable name servers in /etc/resolv.conf.

B NTP daemon should be running. Time should be synchronized.

B Necessary firewall ports must have been opened up, if the firewall/iptables/ip6tables are enabled:
— TCP Port 9125 to process http communication
— TCP port 9120 to process https communication

B FND FQDN entry in /etc/hosts:
[rootetps ~]# cat /etc/hosts
127.0.0.11localhost localhost.localdomain localhost4

localhost4.localdomain4 tps.ipg.cisco.com

::1localhost localhost.localdomain localhosté
localhosté6.localdomainé tps.ipg.cisco.com

192.168.103.100 fnd.ipg.cisco.com
[rootetps ~]1#
TPS must have three certificates installed into the cgms_keystore:

B The certificate entry 'root' represents the Utility PKI CA certificate.
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B The certificate entry 'sudi' represents the Cisco SUDI CA certificate.

B The certificate entry 'cgms' represents the private certificate of the TPS server signed by the (custom) Utility PKI CA
server.

Keytool -list -keystore /opt/cgms-tpsproxy/conf/cgms_keystore:
Enter keystore password:

EE R R R R R R EEE RS SRS S WARNING WARNING WARNING R R R R R R R R R R R R R TR
*The integrity of the information stored in your keystore *
*has NOT been verified! In order to verify its integrity, *
*you must provide your keystore password.*

khkkkkkkkhkkkxkxkkk,k*k*x WARNING WARNING WARNING ****x*k*k*kkkkkkxkkk%k

Keystore type: JKS Keystore provider: SUN

Your keystore contains 3 entries

root, Jun 4, 2017, trustedCertEntry,
Certificate fingerprint (SHAL):
CF:A2:61:30:29:B1:1E:46:14:30:A2:DC:5F:62:41:
47:CC:EE:64:69

sudi, Apr 4, 2019, trustedCertEntry,
Certificate fingerprint (SHAIL):
F6:96:9B:BD:48:E5:F6:12:5B:93:4D:01:E7:1F:E9:
C2:7C:6F:54:7E

cgms, May 9, 2019, PrivateKeyEntry,
Certificate fingerprint (SHAIL):
03:7E:11:1E:10:16:DD:C8:81:15:41:84:DB:7E:03:
79:6E:96:1B:5E

Hostname should match the certificate Common Name/SAN:

[root@tps ~]# hostname
tps.ipg.cisco.com [rootetps ~]#

[rootetps ~]# cat /etc/sysconfig/network
NETWORKING=yes
HOSTNAME=tps.ipg.cisco.com
GATEWAY=72.163.222.225
NTPSERVERARGS=iburst

[root@tps ~1#

[root@tps ~]# keytool -list -keystore /opt/cgms-
tpsproxy/conf/cgms_keystore -alias cgms -v | grep "CN="
Enter keystore password: [press Enter]

< .. removed for clarity ..>

Owner: CN=tps.ipg.cisco.com, O=Cisco Systems Inc
Issuer: CN=IPG-RSA-ROOT-CA, DC=ipg, DC=cisco, DC=com

< .. removed for clarity ..> [root@etps ~]#

No unreachable name servers should exist. Either the name servers should be present and reachable or they should be
empty. Any unreachable name server address entry must be taken care or removed under the network interface
configuration.

[rootetps ~]# cat /etc/resolv.conf #

Generated by NetworkManager search ipg.cisco.com

# No nameservers found; try putting DNS servers into your
#ifcfg files in /etc/sysconfig/network-scripts like so:

#
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# DNS1=XXX.XXX.XXX.XXX # DNS2=XXX.XXX.XXX.XXX
# DOMAIN=lab.foo.com bar.foo.com
[root@tps ~1#
NTP daemon should be running. Time should be synchronized:
[rootetps ~]# ntpstat
synchronised to NTP server (171.68.38.65) at stratum 6
time correct to within 27 ms
polling server every 1024 s
[root@tps ~1#
Note: The TPS server should be time synchronized. Otherwise, the https communication from the loT Gateway might not
reach the TPS Proxy Application.
Configuration of FND
This section covers the configuration steps and the final verification steps on the FND.
CGMS Properties Configuration
The CGMS Properties file needs to be configured with the following details:
B proxy-bootstrap-ip: Address of the PnP Proxy from which the bootstrapping requests are processed
B enable-bootstrap-service: Enable/Disable the bootstrapping service
B bootstrap-fnd-alias: The trust point alias to be used during bootstrapping of the loT Gateway
B ca-fingerprint: fingerprint of the 'root' trustpoint
[root@fnd confl# cat /opt/cgms/server/cgms/conf/cgms.properties
## Configuration created as part of regular FND installation.
cgms-keystore-password-hidden=7j1XPnivVpMvat+TrDWghlw==
cgdm-tpsproxy-addr=tps.ipg.cisco.com
cgdm-tpsproxy-subject=CN="tps.ipg.cisco.com", O="Cisco Systems Inc" ##
Configuration required for Bootstrapping.
enable-bootstrap-service=true
proxy-bootstrap-ip=<Cisco DMZ IP>
bootstrap-fnd-alias=root
ca-fingerprint=CFA2613029B11E461430A2DC5F624147CCEE6469
[root@fnd confl#

Name resolution entries have to be present for TPS FQDN in the /etc/hosts file.

In our lab setup, the proxy-bootstrap-ip is a DMZ IP. In cases where FQDN is globally resolvable, then FQDN can be used
instead of IP.

Mandatory Verification Checks on FND
Verification checks include the following:
H  TPS FQDN entry in the /etc/hosts file.
B FND must have three certificates installed into the cgms_keystore:
— Certificate signed by Utility PKI for FND (with private key)

— Public Certificate of the Utility PKI CA server
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— Public Certificate of the Cisco SUDI CA
B Hostname must be consistent with the certificate.
B No unreachable name servers in /etc/resolv.conf should exist.
B NTP daemon should be running. Time should be synchronized.
B Necessary firewall ports must have been opened up if the firewall/iptables/ip6tables are enabled:
— TCP Port 9125 to process http communication
— TCP port 9120 to process https communication
TPS/FND FQDN entry in the /etc/hosts file:
[root@fnd ~]# cat /etc/hosts
127.0.0.1 localhost localhost.localdomain localhost4
localhost4.localdomain4 fnd.ipg.cisco.com
HENE localhost localhost.localdomain localhosté

localhosté6.localdomainé fnd.ipg.cisco.com

192.168.104.100fnddb .ipg.cisco.com
192.168.103.242 tps.ipg.cisco.com

FND must have three certificates installed into the cgms_keystore:
B The certificate entry 'root' represents the Utility PKI CA certificate.
B The certificate entry 'sudi' represents the Cisco SUDI CA certificate.

B The certificate entry 'cgms' represents the private certificate of the FND server signed by the (custom) Utility PKI CA
server.

keytool -list -keystore /opt/cgms/server/cgms/conf/cgms keystore Enter keystore password:
khkkkkkkkkkkkkkkkk WARNING WARNING WARNING khkkkkhkhkkhkhkhkhkkkkkkx
*The integrity of the information stored in your keystore *
*has NOT been verified! In order to verify its integrity, *

*you must provide your keystore password.*
kkkkkkkkkkkkkkk*x* WARNING WARNING WARNING **kkkkkkkkkkkkkkk

Keystore type: JKS Keystore provider: SUN
Your keystore contains 4 entries

root, Apr 5, 2018, trustedCertEntry,

Certificate fingerprint (SHAIL):
CF:A2:61:30:29:B1:1E:46:14:30:A2:DC:5F:62:41:47:CC:EE:64:69

sudi, Jul 11, 2018, trustedCertEntry, Certificate fingerprint (SHAl):
F6:96:9B:BD:48:E5:F6:12:5B:93:4D:01:E7:1F:E9:C2:7C:6F:54:7E

cgms, Oct 5, 2018, PrivateKeyEntry,

Certificate fingerprint (SHAL):
F4:99:72:8E:BA:24:25:8A:1D:23:9B:B6:B1:99:EA:FD:12:9E:A7:34

You have mail in /var/spool/mail/root [root@fnd conf]#

Hostname should match the certificate Common Name/SAN:
[root@fnd confl# hostname
fnd-san.ipg.cisco.com

[root@fnd confl#

[root@fnd confl# cat /etc/sysconfig/network
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NETWORKING=yes
HOSTNAME=fnd.ipg.cisco.com
NTPSERVERARGS=iburst

root@fnd confl# keytool -list -keystore
/opt/cgms/server/cgms/conf/cgms_keystore -v -alias cgms | grep CN=
Enter keystore password: [press Enter]

< .. removed for clarity ..>

Owner: CN=fnd.ipg.cisco.com, O=Cisco Systems Inc Issuer:
CN=IPG-RSA-ROOT-CA, DC=ipg, DC=cisco, DC=com

< .. removed for clarity ..>

[root@fnd confl#

No unreachable name servers should exist. Either the name servers should be present and reachable or they should be
empty. Any unreachable name server address entry must be taken care or removed under the network interface
configuration:

[root@fnd confl# cat /etc/resolv.conf #
Generated by NetworkManager
search ipg.cisco.com

# No nameservers found; try putting DNS servers into your
# ifcfg files in /etc/sysconfig/network-scripts like so: #

# DNSI1=XXX.XXX.XXX.XXX
# DNS2=XXX.XXX.XXX.XXX
# DOMAIN=lab.foo.com bar.foo.com [root@fnd conf]#

NTP daemon should be running. Time should be synchronized:

[root@fnd confl# ntpstat

synchronised to NTP server (192.168.103.75) at stratum
6 time correct to within 45 ms

polling server every 1024 s

[root@fnd confl#

Note: The FND server should be time synchronized. Otherwise, the https communication from the loT Gateway might not
reach the FND (cgms) application.

Csv File Import on FND GUI

A sample csv file that can be imported into FND for bootstrapping of loT Gateway is shown below:

deviceType, eid, dhcpV4LoopbackLink, dhcpVeLoopbackLink, tunnelSrcInterfacel, ipsecTunnelDest
Addrl, tunnelSrcInterface2, ipsecTunnelDestAddr2, adminUsername, adminPassword, certIssuerCom
monName, tunnelHerEid, hostnameForBs, domainname, bootimage

ir1100,IR1101K9+FCW225100DA,192.168.150.1,2001:db8:BABA:FACE: :1,Cellular0/1/0,<W.X.Y.Z>
cg-nms-

administrator, 156gay30nltOPVTmrDhwVZ426ZyewiRGlgmshsem/IOMP+dPGrDNO1Al 7FuvyMZrkcLTd3+L9Q
Syc5SZ01BeS/GZz9T337cf+HVhF36G00RerMcg7N5Vh77RH18Fg/SctLRta0gBD4 PdcdJeQIOR5UVQpoU3dlPtefC
Z4LAOh4gitQJ72avXzygsofGl7CPk4ZDAc9cQ9jrpV2EfzpzS/Wyv2ryzIkKVMUYDCr9fLBITPtWUwCuX/bylZHaH
vBnsg5ZwTC3uaSTzd2LDXvk+1RtynjLXJRcWdaRgqnIGVCDp0C813dul3fxHInd69jjob924tIH3YjZ101D6gt4VxK
dtCA==, IPG-RSA-ROOT-
CA,HER1.ipg.cisco.com,IR1100 FCW225100DA, ipg.cisco.com, flash:/ir1101-
universalk9.16.11.01.SPA.bin
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Table 11  Fields of the loT Gateway Bootstrapping csv File
Parameter Name Parameter Value Explanation
deviceType irt100 Helps identify the type of device; for example:
ir800
cgr1000
irt100
eid IR1101-K9+FCW225100DA Unique network element identifier for the device
dhcpV4LoopbackLink 192.168.150.1 Tunnel IP address on HER
dhcpV6LoopbackLink 2001:db8:BABA:FACE::1 Tunnel IPv6 address on HER

tunnelSrcinterface1

Cellular0/1/0

Name of the WAN interface that the FAR would use to
reach the Headend.

ipsecTunnelDestAddr1

W.XY.Z

HER ip address on which tunnel terminates. User has
to use their own HER IP.

tunnelSrcinterface2

Interface on HER

This field can be used when active-active connections
to the Headend is required

ipsecTunnelDestAddr2

Public IP address

This field can be populated when the above field is
used.

adminUsername

cg-nms-administrator

Username that FND must use to interact with the loT
Gateway

adminPassword

<encrypted_pwd>

Password in encrypted form. An unencrypted form of
this password would be used by the FND to interact
with the FAR.

certlssuerCommonName

IPG-RSA-ROOT-CA

Common Name of the CA server should be populated
in this field

tunnelHerEid

HER1.ipg.cisco.com

HER id should be populated in this field. This is the
HER id with which the gateway

hostnameForBs

IR1100_FCW225100DA

Hostname for bootstrapping

domainname

ipg.cisco.com

Domain name for the bootstrapped router

bootimage

flash:/ir1101-universalk9.SSA.
bin

Boot image name

Device Bootstrapping

After the above sections have been implemented, the headend is now ready for both provisioning and deployment.

The device bootstrapping is an important process as it eliminates the manual intervention to create and copy the express

config to the device.

Device bootstrapping using Cisco PnP Connect has been clearly elucidated in PnP Server Discovery through Cisco PnP
Connect and Bootstrapping, page 39.

Device Deployment

After the device has been successfully bootstrapped using Cisco PnP Connect, the device is now ready to undergo ZTD.
No manual interface is required for the ZTD to begin.

Deployment over IPv4 Cellular Network with NAT, page 48, elucidates the ZTD process that would begin as soon as
bootstrapping using Cisco PnP Connect is complete.
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loT Gateway Validation Matrix

Table 12 captures the Bootstrapping and ZTD validation matrix across the various platform types, supported as loT
Gateways.

Table 12 loT Gateway Validation Matrix

Bootstrapping over ZTD over Network
IP Protocol Type Network Type Ethernet using IP Type and IP Protocol
Platforms (IPv4/1Pv6) (Ethernet/Cellular) Protocol Type Type
IR1101 IPv6 Ethernet Validated Validated
IPv4 Ethernet Validated Validated
Cellular Validated
IR807 IPv4 Ethernet Validated Validated
Cellular Validated
IR809 IPv4 Ethernet Validated Validated
IR829 IPv4 Ethernet Validated Validated
CGR1120 IPv4 Ethernet Validated Validated
Cellular Validated Validated
CGR1240 IPv4 Ethernet Validated Validated
Cellular Validated Validated

From Table 12, Platform IR1101 has been validated for:
B Bootstrapping over IPv6 Ethernet

B ZTD over IPv6 Ethernet

Similarly, Platform IR1101 has been validated for:

B Bootstrapping over IPv4 Ethernet

B ZTD over IPv4 Ethernet/Cellular

Similarly, Platform IR807 has been validated for:

B Bootstrapping over IPv4 Ethernet

B ZTD over IPv4 Ethernet/Cellular

Similarly, platforms CGR1120 and CGR1240 have been validated for:
B Bootstrapping over IPv4 Ethernet

B ZTD over IPv4 Ethernet/Cellular

All other platform types have been validated for:

B Bootstrapping over IPv4 Ethernet

B ZTD over IPv4 Ethernet network

With this, the Cellular DA Gateways or Cisco Field Area Routers could be on boarded and registered with FND, enabling
further remote management and monitoring from FND.

The next section discusses in detail the implementation steps required to onboard the Cisco Resilient Mesh Endpoints
like the Cisco IR510 WPAN Industrial Router, to serve the functionality of the DA Gateway.
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Zero Touch Enrollment of Cisco Resilient Mesh Endpoints

This chapter includes the following major topics:

® Staging, page 63

B Secure Onboarding of Mesh Nodes into CR Mesh, page 67
®  MAP-T Infrastructure in DA Feeder Automation, page 70

B Configuration Options from FND, page 73

B Routing Advertisements from FAR to HER, page 80

Staging

This section describes the implementation steps needed to bring up the CR Mesh using IR510 DA Gateways (also
referred to as FDs). The IR510 connects to the CGR (also referred to as the FAR) via the Connected Grid Module (CGM)
WPAN-OFDM-FCC module that needs to be installed within the FAR.

Note: For information on setting up the WPAN module, please refer to the Connected Grid Module (CGM)
WPAN-OFDM-FCC Module - Cisco I0S at following URL:

B https://www.cisco.com/c/en/us/td/docs/routers/connectedgrid/modules/cgm_wpan_ofdm/cgm_wpan_ofdm.html#
pgfld-157681

Table 13 lists the basic components along with their software versions needed to bring up the CR Mesh topology
depicted in Figure 1.

Table 13 CR Mesh Components

Software
Component Product / Model Software Image Version
CGR Cisco CGR1240/K9 and cgr1000-universalk9-bundle.SPA.158-3.M.bin 15.8(3)M

CGR1120/K9

CGM CGM-WPAN-OFDM-FCC cg-mesh-bridge-6.0weekly-6020-ir510-fedac85.bin | 6.0.20
FD IR510 cg-mesh-dagw-6.0weekly-6020-ir510-fedac85.bin 6.0.20
Configuration cfgwriter cfgwriter-6.0.20 6.0.20
Writer Utility
HostOne Tool fwubl fwubl_win732bit_1.0.5 1.0.5

Certificate Creation

The prerequisites for deploying a CR Mesh include obtaining all the necessary ECC certificates from the CA server and
configuring the AAA RADIUS server to authenticate the IR510 using a certificate-based authentication method. The FAR
facilitates dot1x authentication between the IR510 and AAA server, thereby acting as the dot1x authenticator. The ECC
certificate mentioned earlier is part of the configuration binary file (.bin) used to program the IR510 node. The ECC
certificates and procedures for generating the config file for IR510 are described in further sections.

Note: While the FD need ECC CA certificates for zero touch enroliment, FAR use RSA type certificate for ZDT.
The following certificates need to be obtained from the ECC CA to program an IR510:

B The X.509 certificate of the IR510 node in PKCS#12 format (.pfx) contains its private key and is used to program the
node.
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B The DER-encoded X.509 certificate (.cer) of the IR510 node without the private key is used to enroll the node with
the Active Directory.

B The DER-encoded X.509 certificate (.cer) of the ECC CA server is also used for programming the IR510 node.

B The CSMP certificate downloaded from the loT FND in binary format (.cer) to validate node CSMP registration with
loT FND.

For details on setting up and configuring the ECC CA and AAA server and on obtaining all of the above certificates, please
refer to Secure Onboarding of Mesh Nodes into CR Mesh, page 67.

The following section describes the process for generating a configuration binary file (.bin) used to program the IR510
node.

Bin File Creation
The configuration file for the IR510 nodes is prepared in binary format using the Configuration Writer utility (cfgwriter).
Note: To obtain the cfgwriter utility discussed below, please check with your Account team or Sales representative.

cfgwriter is a java-based utility that takes as input an XML file with the node configuration information and produces a
binary (.bin) memory file. This utility may be executed on any host platform with Java Run Time Environment installed. In
this deployment, a Windows 10 machine with Java pre-installed was used to host the cfgwriter utility. The node
configuration information, among other items, includes the SSID of the WPAN it must join and the security certificates.
The schema of the XML configuration file and the corresponding documentation are packaged with the cfgwriter utility
as a ZIP file.

Figure 39 cfgwriter Utility

Configs -
(EUl64,
SsSID...)

“cfgwriter”
\\\\\\\ .
\ I
> —st-> | .bin
Certs / ‘
pfx /

256416

The following XML file is used in this deployment to program the IR510 node:

<DevCfgSchema>
<Ieee Cfg>
<SSID>mesh-ha-s</SSID>
<SecurityMode>1</SecurityMode>
<Ieee8021xAuthIntervalMax>120</Ieee8021xAuthIntervalMax>
<Ieee8021xAuthIntervalMin>60</Ieee8021xAuthIntervalMins>
<Ieee802154Mode>2</Ieee802154Mode>
<Ieee802154TxPwr>10</Ieee802154TXPwr>
<Ieee802154Dwell>
<window>12400</window>
<maxdwell>400</maxdwell>
</Ieee802154Dwell>
<Ieee802154PhyMode>149</Ieee802154PhyMode>
</Ieee_Cfg>
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<Csmp_Cfg>
<RegIntervalMax>3600</RegIntervalMax>
<RegIntervalMin>300</RegIntervalMin>
<RegSignedPost>true</RegSignedPost>
<RegValidCheckPost>true</ReqValidCheckPost>
<RegTimeSyncPost>false</ReqTimeSyncPost>
<RegSecLocalPost>false</RegSecLocalPost>
<RegSignedResp>true</RegSignedResp>
<RegValidCheckResp>true</RegValidCheckResp>
<RegTimeSyncResp>false</ReqgTimeSyncResp>
<RegSecLocalResp>false</RegSecLocalResp>
</Csmp_Cfg>

<NetworkScale_Cfg>
<NetworkScale>small</NetworkScale>

</NetworkScale Cfg>

</DevCfgSchema>

Note: In the above schema, phy mode 149 refers to OFDM modulation with a data rate of 800kb/s.

The cfgwriter utility converts the input XML file into a binary format (.bin) output. Successful execution of the cfgwriter
utility with the XML file and necessary certificates as input will return a '0' numeric code to Standard Output (stdout).

From the command prompt on a Windows PC, navigate to the folder where the cfgwriter utility and all the necessary
certificates described in Table 14 are placed.

The following is the command syntax used to generate the config (.bin) file needed to program the IR510 node:

java -jar cfgwriter-6.0.20.jar -x <IR510.pfx> -p <password> -ca <CAcert.cer> -w <config.xml> --nmscert
<csmpcert.cer> <outputfile.bin>

The command line parameters used in the above command are explained in Table 14:

Table 14  cfgwriter Utility Command Syntax Parameter Options

Parameter Description

-x <IR510.pfxfile> IR510 Cert & Private Key file in PKCS12(.pfx) format to be created and exported from
the ECC CA server.

-p <password> Password provided while exporting the IR510 (.pfx) certificate from the ECC CA
Server

-ca <CAcert.cerfile> Trusted ECC CA public Cert (DER encoded) to be installed on the IR510.

-w <config.xmlfile> XML config file of the IR510 used to generate the corresponding binary .bin file

--nmscert <csmpcert.cerfile> | The .pem file certificate downloaded from loT FND GUI in binary format (with
extension changed to .cer) for mutual validation of csmp communication messages
between IR510 and IoT FND.

<outputfile.bin> Output bin file generated after successful execution of the specified command. A
numeric code of "0 (zero)" seen on the standard output means command was
successfully executed.

This is the same config bin file which is used to program the IR510 later.

Figure 40 shows a sample command issued to generate the .bin file needed for IR510 programming.
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Figure 40 Bin File Generation

\Users\ NN \D<sktop\tools>java —jar cfgwriter-6.0.19.jar -x IR510.pfx -p Cisco@123 -ca CAcert.cer -w IR516-cfg.xml --nmscert csmpcert.cer IR51@-cfg.bing

P

256417

Bin File Programming

The binary configuration file (.bin) prepared in the previous step, along with the correct firmware, is programmed into the
IR510 node using another utility known as HostOne tool (fwubl). This tool is also placed on the same Windows machine
where the cfgwriter utility was placed.

Note: To obtain the HostOne (fwubl) tool discussed below, please check with your Account team or Sales representative.

From the same Windows machine, connect to the IR510 console port using an USB to serial converter connected through
a Cisco RJ45 to DB9 (female) blue serial console cable. From the command prompt on Windows PC, navigate to the
folder where the fwubl tool is placed along with the firmware image and config bin files of the IR510.

Note: Do not power on the IR510 unit without any attenuators, antenna, or RF cabling in place. It is highly recommended
to keep the RF port on the node always connected; don't leave it to transmit in free air since without the right
connector/RF cables, the radio has a high likelihood of becoming damaged.

Once the node is powered on, issue the following command to verify that the node is in bootloader mode first. If it isn't,
power cycle the node and check again as it would re-enter into the bootloader mode.

fwubl_win732bit_1.0.5.exe com<port>

The above command output would show the current bootloader version on the node besides few other parameters.
Figure 41 shows the sample output of an IR510 unit initially in bootloader mode.

serial Config: 1152

Jjootloader Version

nal Flash RDP status
lash WRP option bytes
security status
ardware ID
[nternal Flash Start
[nternal Flash
xternal Flash
xternal Flash !

The next step is to program the firmware version on the IR510 into the memory location specified in the following
command:

fwubl_win732bit_1.0.5.exe -w <IR510 firmware.bin> -a 0x8020000 com<port>

Figure 42 shows the sample output of firmware push issued to an IR510 unit.

Figure 42 Firmware Push on IR510

ools>fwubl win732bit 1.0 e -w cg-mesh-dag 5 <ly ir510-fedac85.bin -a Bx80 ) coml8

Serial Config: 115

pa dffff has been erased!

Wrote ) ne.
The next step is to program the config .bin file generated for the IR510 into the memory location specified in the following
command:
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fwubl_win732bit_1.0.5.exe -w <IR510 config.bin> -a OXx80E0000 com<port>

Figure 43 shows the sample output of config bin push issued to an IR510 unit:

Figure 43 Config Bin Push on IR510

\Users\ BB Desktop\tools>fwubl_win732bit_1.8.5.exe -w mesh-ha-s.bin -a @x80E

Serial Config: 115200 8N1

fff has been erased!

The final step is to enable CR Mesh on IR510 by bringing it out of bootloader mode by issuing the following command:
fwubl_win732bit_1.0.5.exe -g 0x8020000 com<port>

Figure 44 shows the sample output to run CG-mesh software on the IR510 unit.

Figure 44 CR Mesh enabled on IR510

\EE - \top\tools>fwubl win732bit 1.0.5.ex coml8

Serial Config: 115208 8N1

Gtarting Running CG-Mesh fron

Secure Onboarding of Mesh Nodes into CR Mesh

Staging, page 63 provided details on how to set up an IR510 node to securely join the mesh network. This section
discusses the components needed to enable secure onboarding of IR510 nodes into the mesh network.

CR Mesh Endpoint - Authentication Call Flow

The FAR router provides security services such as 802.1x port-based authentication, encryption, and routing to provide
a secure connection for the mesh endpoint all the way to the control center. IEEE 802.1x using X.509 certificates is the
process used to securely authenticate a mesh node before allowing it to join the PAN or to even send packets into the
network.

For details regarding authentication call flow using dot1x, please refer to figure " IEEE 802.1x Device Authentication”
under the section " Network Security" in the Design Guide.
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CR Mesh Endpoint Onboarding - Associated Touchpoints in the Headend

Table 15 lists the associated touchpoints that should be set up and configured as a prerequisite step before enabling
secure onboarding process of mesh nodes.

Table 15

Associated Configurations/Touchpoints at Different Places In the Solution

Associated
Configuration
Touchpoints

Purpose

Reference Link for Configuration

ECC CA Server

Issuing ECC type
certificates for mesh
end points and AAA
server

"ECC Type CA Server Configuration" at the following URL:

B https://www.cisco.com/c/en/us/td/docs/solutions/Verticals/Uti
lities/FAN/2-0/CU-FAN-2-DIG/CU-FAN-2-DIG5.htmI#2827
1

client

AAA Server Setting up AAA "Implementing AAA Server with Microsoft Network Policy
RADIUS server using Server" at the following URL:
Microsoft Network
Policy Server (NPS) B https://salesconnect.cisco.com/#/content-detail/da249429-ec
79-49fc-9471-0ec859e83872
NPS Adding CGRas RADIUS | " Configuring Network Policy Server for Smart Meter

Authentication" at the following URL:

B https://www.cisco.com/c/dam/en/us/products/collateral/cloud
-systems-management/connected-grid-network-managem
ent-system/grid-multi-services-zanzibar.pdf

Active Directory

Enrolling mesh
endpoints IR510 in AD
using public certificate

" Configuring Smart Meters in Active Directory" at the following
URL:

B https://www.cisco.com/c/dam/en/us/products/collateral/cloud
-systems-management/connected-grid-network-managem
ent-system/grid-multi-services-zanzibar.pdf

loT FND

Obtaining CSMP
certificate from loT
FND to program mesh
nodes

Browse to point 8 referring to the " Certificates for CSMP tab" in
" Configuring a Custom CA for SSM" at the following URL:

B https://www.cisco.com/c/en/us/td/docs/routers/connectedgri
d/iot_fnd/install/4_2/iot_fnd_install_4_2.pdf

Click the radio button showing the binary option and download
the. pem binary certificate (manually change extension to .cer for
programming into the IR510).

Associated CGR Configurations for Onboarding of the Cisco WPAN Industrial Router (IR510)

Note: The following configurations are for reference purposes only. They would be dynamically provisioned by the FND
as part of Zero Touch Deployment (ZTD) of CGR.

WPAN Configuration on CGR to Enable Secure Mesh

The following is the sample configuration of a CGR1240 for the WPAN interface. Please note that the SSID configured
on the WPAN interface below matches what was configured in the IR510 XML schema shown in an earlier section.

CGR1240_JAD20410B2Z#sh run int wpan 4/1
Building configuration...
Current configuration: 573 bytes

!

interface Wpan4/1
no ip address

ip broadcast-address 0.0.0.0
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no ip route-cache

ieeel54 beacon-async min-interval 10 max-interval 20 suppression-coefficient 1
ieeel54 dwell window 12400 max-dwell 400
ieeel54 panid 1

ieeel54 ssid mesh-ha-s

outage-server 2001:DB8:16:103::243

rpl dag-lifetime 60

rpl dio-dbl 5

rpl dio-min 16

rpl version-incr-time 120

rpl storing-mode

authentication host-mode multi-auth
authentication port-control auto

ipvé address 2001:DB8:ABCD:1::1/64

ipvé dhcp server dhcpdé-pool rapid-commit
no ipvé pim

dotlx pae authenticator
end
CGR1240_JAD20410B2Z#

AAA RADIUS Client Configuration on CGR

The following is the RADIUS client configuration needed on CGR1240 for enabling dot1x authentication of the mesh
endpoint with the AAA server:

CGR1240_JAD20410B2Z#

!
aaa new-model

!
aaa group server radius ms-aaa

server name aaa_server

!
radius server aaa_server

address ipv4 172.16.106.175 auth-port 1812 acct-port 1813

key <secret key>
!

aaa authentication dotlx default group ms-aaa
!

dotlx system-auth-control
|

Note: The secret key above configured on the CGR must match the secret key configured on NPS when adding CGR as
a radius client.

Mesh Key Configuration on CGR

As part of ZTD, the FAR is provisioned with a mesh key pushed from FND that is used to provide link layer encryption for
the communication between the IR510 and the FAR.

The following command is used to verify if the key is indeed present on the CGR:

CGR1240_ JAD20410B2Z#sh mesh-security keys
Mesh Interface: Wpan4/1

Master Key Lifetime: 120 Days 0 Hours 0 Minutes 0 Seconds
Temporal Key Lifetime: 60 Days 0 Hours 0 Minutes 0 Seconds
Mesh Key Lifetime: 30 Days 0 Hours 0 Minutes 0 Seconds

Key ID: 0 *

Key expiry: Fri Feb 8 20:34:24 2019

Time remaining: 4 Days 0 Hours 51 Minutes 30 Seconds
Frame Counter: 200000

CGR1240_JAD20410B2Z#
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DHCPv6 Server Configuration on CGR for Address Allocation

The CR Mesh nodes need to be assigned an IPv6 address for reachability from the CGR as well as from the control center.
For this purpose, a local IPv6 DHCP pool is configured on the CGR as shown below. However, a central DHCP server
option, if available is recommended.

!

ipvé dhcp pool dhcpdé-pool

address prefix 2001:DB8:ABCD:1::/64 lifetime infinite infinite
vendor-specific 26484

suboption 1 address 2001:DB8:16:103::243
|

From the above mesh prefix, the first address 2001:DB8:ABCD:1::1/64 is assigned to the CGR WPAN interface while the
mesh nodes are allocated an IPv6 address from the remaining pool. The sub-option 1 address specifies the IPv6 address
of the loT FND to the mesh nodes.

Note: Please refer to Appendix E: HER and CGR Configurations, page 250 for the complete configuration of CGR tested
to bring up the CR Mesh.

MAP-T Infrastructure in DA Feeder Automation

Basic Overview of MAP-T

MAP-T refers to address and port mapping using a translation mechanism and is used to provide connectivity to IPv4
hosts over IPv6 domains by performing double translation (IPv4 to IPv6 and vice versa) on customer edge (CE) devices
and border routers.

A MAP-T domain is comprised of one or more MAP CE devices (IR510) and a border relay router (HER), all of which are
connected to the same IPv6 network.

For a MAP-T domain to be operational, mapping rules known as basic mapping rules (BMR) and a default mapping rule
(DMR) must be configured. While BMR is configured for the MAP IPv6 source address prefix, DMR is used to map IPv4
information to IPv6 addresses for destinations outside a MAP-T domain. Some port parameters like share-ratio and
start-port are also configured for the MAP-T BMR whereas EA bits refer to the IPv4 embedded address bits within the
MAP-T IPv6 address identifier of the MAP-T CPE.

For more details on MAP-T, please refer to “Mapping of Address and Port Using Translation” at the following URL:

B https://www.cisco.com/c/en/us/td/docs/ios-xml/ios/ipaddr_nat/configuration/15-mt/nat-15-mt-book/iadnat-mapt.
pdf

Packet Flow in MAP-T network:

The following is the logical packet flow between a SCADA client and the SCADA Master:
SCADA Client --> IPv4 --> IR510 --> IPv6 --> CGR --> IPv6 --> HER --> IPv4 --> SCADA Master

An actual sample packet flow, including MAP-T parameters like BMR and DMR used in this implementation, is illustrated
in Figure 45.
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Figure 45 MAP-T Packet Flow
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Destination: 10.153.10.21 / Src Port: 20000 Rule IPv4 prefix length = /24
Transmission Control Protocol Dst Port: 20000 EA bits length = 8
Src Port: 20000 Share-ratio = 1
Dst Port: 20000 start-port 1
Outgoing communication: Dynamic NAT44
$ Incoming communications: need Static NAT End-user IPv6 prefix = Rule IPv6 Prefix + IPv4
Suffix (EA bits field)
IPv4 NAT table
Source: 172.16.107.11 ifindex: 4 MAP [Pv4 address = 10.153.10.21
Destination: 192.168.0.3 Static Port Map: End-user IPv6 prefix = 2001:DB8:267:1515::
Transmission Control Protocol 0: (192.168.0.3,20000) -> (20000)
Src Port: 20000 Total 1 If EA bits + Rule IPv4 prefix lengths are equal to
Dst Port: 20000 Dynamic Port Map: 32, then a full IPv4 address is to be assigned.
. The address is created by concatenating the
U (1?2' 169.0.5,20000)=> (20000} Rule IPv4 prefix and the éA-b/’ts. ’
Total: 1
MAP IPv6 address = 3
2001:DB8:267:1515:0:299:215:0 8

While configuring MAP-T, the DMR prefix, the IPv6 user prefix, and the IPv6 prefix plus the embedded address (EA) bits
must be less than or equal to 64 bits.

Note: MAP-T parameters like the BMR IPv6 prefix and associated prefix length unique to each node are configured as
part of the .csv file uploaded to loT FND whereas the DMR IPv6 and the BMR IPv4 prefixes and their associated lengths
along with EA bit length are configured via the configuration template in loT FND which is later applied to the nodes, as
shown later in Configuration Options from FND, page 73.

MAP-T Points in the Network

IR510 - MAP-T CE

A MAP-T CE device connects a user's private IPv4 address and the native IPv6 network to the IPv6-only MAP-T domain
by first doing a NAT44 translation from the private to public (inside to outside) address within the v4 domain and then
subsequently doing a v4 to v6 translation.
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MAP-T BMR Prefix Selection for IR510.csv

The BMR prefix is used by the MAP-T CE to configure itself with an IPv4 address, an IPv4 prefix from an IPv6 prefix. As
shown in Figure 45, the Rule IPv6 prefix represents the BMR IPv6 prefix used in the MAP-T network. As such, the BMR
IPv6 prefix of 2001:DB8:267:1515::/56 corresponds to the MAP-T IPv4 address of 10.153.10.21 of an IR510 node.

HER - MAP-T Border Relay Router

The following configuration is needed on the HER to enable MAP-T border relay functionality:

FAN- PHE-HER#
|
nat64 settings fragmentation header disable
nat64 map-t domain 1
default-mapping-rule 2001:DB8:367:BABA::/64
basic-mapping-rule
ipv6-prefix 2001:DB8:267:1500::/56
ipv4-prefix 10.153.10.0/24

port-parameters share-ratio 1 start-port 1
!

Additionally, the CLI command nat64 enable needs to be enabled as shown below on the HER interfaces participating in
the MAP-T translations (such as the interface where the SCADA Master connects and the tunnel interface towards CGR).

The HER interface connecting to the control center side where SCADA Master resides is IPv4 based whereas the
virtual-template interface of the HER connecting to the CGR on the WAN side is IPv6 based, as shown logically below:

CGR --> IPv6 --> (VTI) HER (Gig port) --> IPv4 --> SCADA Master

Enabling nat64 on the SCADA Master-facing interface of the HER below:

!

interface GigabitEthernet0/0/1.107
description to-SCADA-Master
encapsulation dotlQ 107

ip address 172.16.107.101 255.255.255.0
standby version 2

standby 107 ip 172.16.107.1
standby 107 priority 253

standby 107 preempt

standby 107 name SCADA MASTERI1
nat64 enable

Enabling nat64 on the FAR-facing Virtual-Template interface of HER below:

!

interface Virtual-Templatel type tunnel
ip unnumbered Loopback0

ip nhrp network-id 1

ip nhrp redirect

nat64 enable

ipvé unnumbered Loopback0

ipvé enable

tunnel protection ipsec profile FlexVPN_IPsec_Profile
!

Note: For the complete running configuration of the HER, please refer to Appendix E: HER and CGR Configurations,
page 250.
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Configuration Options from FND

Csv File Import at FND

The following template can be used to add mesh endpoints to the FND database.

eid,deviceType,function,enduseripv6prefix,bmripv6prefixlen

The above fields are explained in Table 16:

Table 16 Parameters of IR500.csv File

Parameter Description

eid A Unique Element identifier to identify the device in log messages as well as in the loT
FND GUI.

deviceType Used to identify the hardware platform.

function Used to identify the functionality of IR510 (i.e., DA Gateway).

enduseripv6prefix The BMR IPv6 prefix unique to each mesh endpoint.

bmripv6prefixlen The BMR IPv6 prefix length assigned to the mesh endpoint.

The following are the contents of a sample csv file used in this implementation:

eid,deviceType, function, enduseripvéprefix, bmripvéprefixlen
2EDO2DFFFE6EOF03,1ir500,gateway, 2001 :db8
2EDO2DFFFE6EOFO0B, ir500,gateway, 2001 :db8
2ED02DFFFE6EOF05, ir500,gateway, 2001 :db8
2EDO2DFFFE6EOF27,1r500,gateway, 2001 :db8
2EDO2DFFFE6EOF2D, ir500,gateway, 2001 :db8
2CD02D10006EOF4E, ir500,gateway, 2001 :db8

:267:1515::,56
:267:1516::,56
:267:1517::,56
:267:1518::,56
:267:1519::,56
:267:151A::,56

1. To upload the CSV file into loT FND, navigate to the GUI.

2. From Inventory tab > Devices > Field Devices > Add Devices, click Browse to upload the file as shown in Figure 46

3. Click Add.

Figure 46 CSV File Upload to loT FND
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Once added, the devices will initially be in Unheard state. Once mesh nodes start registering with the FND, their device
status turns green as shown in Figure 47.
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Figure 47 Mesh Endpoint Status in FND
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The nodes must register successfully with loT FND before other settings like MAP-T, NAT44, and other serial
configuration profiles be properly pushed/applied to the nodes. However, if those settings are pre-linked via the default

profiles, the configuration would be automatically pushed to the nodes upon device registration.

Creation of MAP-T Group

1. To configure the MAP-T settings in FND, navigate to Config > Device Configuration.

2. Under Config Profiles and click the Add Profile icon (+).

3. Create a new MAP-T profile with the correct settings for BMR and DMR rules, as shown in Figure 48.
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Figure 48 Creating a MAP-T Profile
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Creation of NAT44 Group on FND

1. To configure the NAT44 settings for mesh endpoints in FND, navigate to Config Profiles > Config > Device
Configuration.

2. Click the Add Profile icon (+).

3. Create a new NAT44 profile with the correct Internal IPv4 address, internal, and external ports, as shown in
Figure 49.
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Figure 49 Creating a NAT44 Profile
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& EdgeCompute_and_Scada_IED

In Figure 49, the IPv4 address and prefix length of the IR510 are specified under Ethernet Settings.

The Internal IPv4 address refers to the internal address of the NAT44-configured device like the SCADA client, which is
connected behind IR510. The internal port refers to the internal port number on which the SCADA client would be
listening. The external port refers to the external port number of the SCADA client accessed by devices from outside
MAP-T domain.

Note: Since 192.168.0.2 is reserved for the Guest OS inside the IOX portion of the IR510 unit, it is recommended to use
a different address such as 192.168.0.3 for the SCADA client and, accordingly, multiple NAT44 mappings like the one
shown above could be created for different ports.

Creation of Configuration Group on FND

Initially all the IR510s added to the FND are placed in the Default-IR500 group. Depending on the deployment, some of
them can be moved to a newly created configuration group in which the corresponding MAP-T, NAT44 profiles can be
selectively applied and a config pushed to these nodes.

1. To create a configuration group, navigate to the Groups tab > Config > Device Configuration.
2. Click the Add Group icon (+).

3. Then create a new group of type Endpoint as shown in Figure 50.
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Figure 50 Creating an Endpoint Configuration Group
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4. Move some of the mesh nodes from the default endpoint group to the newly created group based on the

deployment.

5. Navigate to the default endpoint group, select the nodes of interest and click Change Configuration Group.

6. Then select the newly created config group in the drop-down menu as shown in Figure 51.

Figure 51
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7. Once devices are moved to the newly created configuration group, from the Edit configuration template, select the
MAP-T and NAT44 profiles created earlier.

8. Click Save Changes for these settings to be applied to the devices part of this group, as shown in Figure 52.
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Figure 52 Editing the Configuration Template
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9. Finally, push the configuration to the devices in this group by navigating to the Push Configuration tab, selecting
Push Endpoint Configuration.

10. Click Start as shown in Figure 53.
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Figure 53 Push Configuration Operation
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This completes the configuration settings from FND to the mesh node that are needed to operate as a DA gateway.

1

The final step is to verify that all the configuration settings are properly applied to the IR510. Click on the node inside

the configuration group and navigate to the Device Info tab, as shown in Figure 54.

Figure 54 Verify Configuration Settings on IR510 (1)
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12. On scrolling further down, the MAP-T settings applied to the device can be verified, as shown in Figure 55.
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Figure 55 Verify Configuration Settings on IR510 (2)
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Routing Advertisements from FAR to HER

Note: HER advertises a default route to all the FARs in order to provide connectivity to control center components.

Advertising Summary Route of LOWPAN Prefix

Once the CR Mesh has been formed, the IR510 nodes have reachability only to the FAR. The mesh nodes need a way to
communicate all the way to control center components like loT FND for management purposes. To achieve this, the IPv6
LoWPAN address subnet assigned to the mesh endpoints is advertised to the HER (which has reachability to the control
center components) using the IKEv2 prefix injection over the FlexVPN tunnel. Specifically, the mesh prefix is advertised
as part of the IPv6 ACL, which is part of the FlexVPN authorization policy as shown below.

Note: The config shown below is for reference purposes only since ZTD takes addresses it.

!
crypto ikev2 authorization policy FlexVPN Author Policy
route set interface
route set access-list FlexVPN Client IPv4 LAN
route set access-list ipv6 FlexVPN Client_ IPv6_LAN

route redistribute connected route-map snapshot
!

ipv6é access-list FlexVPN_Client IPv6_LAN
permit ipv6é 2001:DB8:ABCD:1::/64 any ' Mesh IPv6 LOWPAN prefix!
!

Advertising MAP-T BMR IPv6 Prefix using Snapshot Routing

As discussed above, besides advertising the Mesh LOWPAN prefix of the IR510 nodes to the HER, even the MAP-T BMR
IPv6 prefix of the nodes needs to be reachable from the control center to communicate with the SCADA clients
connected to the IR510. To achieve this, the IKEv2 snapshot routing feature is implemented wherein the BMR IPv6 prefix
assigned to the mesh endpoints is included in the route map redistributed inside the FlexVPN authorization policy, as
shown below.

Note: The config shown below is for reference purposes only since ZTD takes addresses it. Basically, the BMR IPv6 /128
address of the nodes that appear/disappear from the HER routing table are the ones that match the route-map snapshot
shown below.
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|
crypto ikev2 authorization policy FlexVPN Author Policy
route set interface

route set access-list FlexVPN_Client_ IPv4_LAN
route set access-list ipvé FlexVPN Client IPv6_ LAN
route redistribute connected route-map snapshot

|
route-map snapshot permit 10

match ipvé route-source snapshot

set tag 10

!

ipvé access-list snapshot

permit ipv6é 2001:DB8:267:1500::/56 any
!

' BMR IPv6 prefix!

Application Traffic Communication Enablement

This chapter includes the implementation of the following major topics:

B SCADA Control Center Point-to-Point Implementation Scenarios Over Cellular Gateways, page 82
B SCADA Communication with IP Intelligent Devices, page 83

B SCADA Communication Scenarios over CR Mesh Network (IEEE 802.15.4), page 106

B SCADA Communication with Serial-based SCADA using Raw Socket UDP, page 115

B SCADA Communication with Serial-based SCADA using Raw Socket TCP, page 125

B Legacy SCADA (Raw Socket TCP Server), page 126

In order to ensure the proper functioning of substations and related equipment, such as line-mounted switches and
CBCs, most utilities use SCADA systems to automate monitoring and control. New sites typically implement a SCADA
system to monitor and control substations and related equipment and devices positioned along the feeder. However,
older facilities can also benefit by adding a SCADA system or by upgrading an existing SCADA system to take advantage
of newer technologies like IP-capable SCADA systems

The Distributed Automation Solution supports the SCADA service models shown in Table 17.

Table 17 SCADA Service Models

Service

Connectivity

Service Model

Legacy SCADA (DNP3)

Point-to-Point (Master Slave)
Single Control Center

Raw Socket Over FlexVPN

Legacy SCADA (DNP3)

P2MP Multi-drop

Raw Socket Over FlexVPN

SCADA Gateway (DNP3) to IP
Conversion (DNP3-IP)

Point-to-Point Multi-drop
Single Control Center

Protocol Translation over FlexVPN

SCADA Gateway (DNP3) to IP
Conversion (DNP3-IP)

Multi-Master

Protocol Translation over FlexVPN

SCADA (DNP3-IP)

Point-to-Point (Master Slave)
Single Control Center

FlexVPN - Single Control Center
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SCADA Control Center Point-to-Point Implementation Scenarios Over
Cellular Gateways

In this scenario, the DSO will be hosting SCADA applications (Master) in a Control Center. The SCADA Slave is connected
to the DA Gateway via the serial or Ethernet interface. The SCADA Master residing in the DSO Control Center can
communicate with the Slave using the DNP3 or DNP3 IP protocol.

Table 18 SCADA Protocol Matrix

Transport Type SCADA Master WAN Layer SCADA Slave Field Layer
IP DNP3 IP DNP3 IP

Raw Socket DNP3 DNP3

Protocol Translation DNP3 IP DNP3

Operations that can be executed when the communication protocol is DNP3, DNP3 IP. or DNP3-DNP3 IP translation are
as follows:

H  Poll (Master > Slave)
B Control (Master > Slave)
B Unsolicited Reporting (Slave > Master) - Notification

The operations have been executed using a SCADA simulator known as the Distributed Test Manager (DTM), which has
the capability of simulating both the Master and the Slave devices.

B [f the endpoint is connected to the DA Gateway via the Ethernet port, then it is pure IP traffic. The IP address of the
endpoint (i.e., IED) can be NAT'd so that the same subnet between the IED and the Ethernet interface of the DA
Gateway can be re-used. This approach will ease the deployment.

B If the endpoint is connected using asynchronous serial (RS-232 or RS-485), then the DNP3 could be tunneled to the
control center using Raw Socket, and the SCADA Master would consume as DNP3 or DNP3 to be converted to DNP3
IP at the gateway and the SCADA Master would consume as DNP3/IP.

This document focuses on SCADA protocols such as the DNP3, DNP3 IP, and DNP3-DNP3 IP translation protocols widely
used in the U.S. Region with a Control Center.
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Figure 56 Feeder Automation Lab Topology
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SCADA Slave (DNP3) SCADA Slave (DNP3 IP)

SCADA Slave (DNP3 IP)

SCADA Slave (DNP3)
IR1101 and IR807 are implemented as Cellular DA Gateways. ASR 1000s implemented in clustering mode act as a HER,

which terminates FlexVPN tunnels from DA Gateways.

The following sections focus upon:
1. SCADA Communication with IP intelligent devices

2. SCADA Communication with Legacy devices

a. Raw Socket TCP

b. Protocol Translation

SCADA Communication with IP Intelligent Devices

Protocols Validated
The protocol we have validated for this release is DNP3 IP.
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Flow Diagram

Figure 57 DNP3 IP Control Flow
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As shown in Figure 57, the SCADA Master DTM can perform a read and write operation to a remote Slave via the DA
Gateway. The Slave can send the Unsolicited Reporting to the SCADA Master via the DA Gateway over the IP network.

As per the topology, the interface connected to SCADA Slave has the following configuration. This configuration is only
for reference purpose only since ZTD of Cellular gateways will address it. Please refer to Appendix D: SCADA ICT
Enablement Profiles, page 246.

IR807 DA Gateway Configuration

interface Loopback0
ip address 192.168.150.21 255.255.255.0

interface FastEthernetl

ip address 192.168.0.1 255.255.255.0
ip nat inside

ip virtual-reassembly in

duplex auto

speed auto

interface TunnelO

ip nat outside
!

ip nat inside source static tcp 192.168.0.3 20000 interface Loopback0 20000

IR1101 DA Gateway Configuration

interface LoopbackO
ip address 192.168.150.21 255.255.255.0

Interface Vlanl

ip address 192.168.0.1 255.255.255.0
ip nat inside

!

int fastEthernet 0/0/1 /*It's a layer 2 port, corresponding layer 3 port int interface vlanl¥*/
switchport access vlan 1
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interface TunnelO
ip nat outside
!

ip nat inside source static tcp 192.168.0.3 20000 interface LoopbackO 20000

SCADA Master Configuration

As per the topology, the SCADA Master is residing in the Control Center. The following configuration must be required
for the SCADA Master to communicate with SCADA Slave.

1. Open the SCADA Master Application and add a new DNP3 Master.
2. From the Channel tab, configure the SCADA Master, as per Figure 58.

3. SCADA Master, in this case, is configured as a TCP Client interacting with the SCADA Slave, which is configured to
act as TCP Server.

4. Populate the remote address field with the Loopback IP of the Cellular gateway.

5. Populate the port with 20000, which is the port used in the Cisco I0S configuration.

Figure 58 SCADA Master Configuration

2 DNP3 Master Configuration - [m] X
Davnce| Channel | Session | Advanced | Multiple Devices

Channel Name |mDNP

Behavior
All  ® Master Monitor Peer Slave Unknown
Connection Type
Serial @) TCP/IP TCP/IP and UDP
Connection Properties
Mode
®) Client Server
Lotal Address | 172.16.107.11 - D-Link DUB-1312/1332 USB3.0 to Gigabit Ethernet Adapter #2 s
Remote Address 192.168.150‘42]
Port | 20,000

256493

oK Cancel

SCADA Slave Configuration

As per the topology, the SCADA Slave resides in the field area. The following configuration must be required for the
SCADA Slave to communicate with the SCADA Master.

1. Open the SCADA Slave Application and add a new DNP3 Slave.
2. From the Channel tab, configure the SCADA Master, as per Figure 59.
3. Populate the remote address field with SCADA Master IP.

4. Populate the port with 20000, which is the port used in SCADA Master.

85



Distribution Automation - Feeder Automation Implementation Guide

Application Traffic Communication Enablement

Figure 59 SCADA Slave Configuration

DNP3 Outstation Configuration

Device JOEGLEM Session Database  Advanced  Multiple Devices

Channel Name sDNP

Behavior

All Master Monitor Peer ® Slave Unknown
Connection Type
Serial @ TCP/IP TCP/IP and UDP

Connection Properties
Mode

Client ® Server

Local Address 192.168.0.3 - Realtek PCle FE Family Controller -
Remote Address| 172.16.107.11 '

Port 20,000

4

256494

Import DNP3 Device Profile OK Cancel

SCADA Operations

The Master and the Slave can communicate via Poll, Control, and Unsolicited Reporting. Poll and Control operations are
initiated from the Master. Unsolicited Reporting is sent to the Master from the Slave. Figure 60 and Figure 61 show the
Poll operation from the SCADA Master. Similarly, Control and Unsolicited Reporting can be seen on the Master Analyzer
logs.

Poll

The Poll operation is performed by the Master. The Master can execute a general Poll in which all the register values are
read and sent to the Master. In Figure 60 and Figure 61, we see a general Poll executed on the Master side. As Figure 60
shows, the Master Analyzer is initially empty.
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Figure 60 Master Analyzer Logs before Poll Operation
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However, when the General Interrogation command is executed, the values of all the registers are displayed on the
Master Analyzer, as shown in Figure 61.

Figure 61

Master Analyzer Logs after Poll Operation
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Control

The Control operation basically sends the control command from the SCADA Master to the SCADA Slave in order to
control the operation of end devices. The control command can be executed and the results can be seen on the analyzer.
The value of Control Relay Output is changed and is notified to the Master. Figure 62 shows control relay output status
before sending the control command to the Slave.
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Figure 62
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Figure 63 shows how SCADA Master sends the control command.

Figure 63 Master Control Operation

Channel Y Session

SDNP
SDNP
SONP
SDNP
SONP
SDNP
SONP
NP
SONP
DNP
SONP
SDNP
SONP
SDNP
SDNP
SONP
SDNP

SONP
SDNP
SONP
NP
SONP
DNP
SDNP
SDNP
SONP
DNP
SDNP
SONP
SDNP
SONP
SDNP

T Sector

Description

one
T

4 A DT Network

4 HH DESKTOP-HAIH3RV (mast
| DHost
o Hl “ertoms

Memm:9196 M8

Il soneo0

‘
W | Networe | nsight paete

Network -8 x

Workspace v x || Analyzer - | points - o1 [ e
4 om- poc
4 || mone
. |31 Doube Bt inputs | 31 oft Online 2172019 43556 AM True DlHost  mDNP  mDNP  mDNP
4z lﬂ mDNP ‘ 3] Double Bit Inputs » off Online 2/1/2019 435:56 AM True DTHost  mDNP mDNP mDNP
H S | 31 Double Bitinputs 33 ot Online 21172019 435:56 AM Tue DiHost  mDNP  mDNP  mDNP
z |3 Double it inputs 34 ot Online 21172019 43556 AM Tue DfHost  mDNP  mDNP  mDNP
|31 Double Bt inputs 35 oft Online 2/172019 435:56 AM True DfHost  mDNP  mDNP  mONP
| 51 Double Bitinputs 36 off Online 2/1/2019 435:56 AM Tue DfHost  mDNP  mDNP  mDNP
| 31 Double sitinputs 37 off Online 2/1/2019 43556 AM Tue DfHost  mDNP  mDNP  mDNP
| 31 Double Bit nputs 38 off Oniine 2/1/2019 435:56 AM True DiHost  mDNP  mDNP  mDNP L
|51 pouble Bitinputs 39 off Onine 21172019 435:56 AV True DfHost  mDNP  mONP  mONP ‘
|10 Binary Output satuses 0 ot Online. 2172019 43833 AM True DiHost  mDNP  mONP  mONP k|
| 101 Binary Output statuses 1 off 210010 4383 A True DiHost  mDNP  mDNP  mDNP l
| 101 Binary Output statuses 2 off S Rty ot Block R ™ DfHost  mDNP  mONP  mDNP m
[ 103 inary Outpur statuses 3 or ) Name: ControlReloy Output Block Twe  DHot  mONP  mONP  mONP
[1018inary Ovtout satuses 4 or O o remeve device may sppor inry ot conivl oertos ool i Tue Dot mONP  mONP  mONP
[T — o pants n i ame message, st all poits e ot reqUHed 1 change t e same R e = e
[T p—— or L — e ot oo o more
| 101 Binary Output tatuses 7 off } | st cove: | e DfHost  mDNP  mONP  mONP
| 101 inary Outpur statuses & off Q| corrotinbonmation Tue DHost  mDNP  mDNP  mDNP
| 101 Binary Output statuses o off sl B True DiHost  mDNP  mDNP  mDNP
| 101 Binary Output satuses 10 off P——— ) Tue DiHost  mDNP  mDNP  mDNP
| 101 Binary Output statuser 11 off S B Tue DfHost  mDNP  mONP  mONP
| 101 Binary Output Satuses 12 off Tue DlHost  mDNP  mDNP  mDNP
| (10) Binary Output Statuses 13 off [ Feedback Pot Deleysetoresenaing[100 ] |4, DiHost  mDNP  mDNP  mDNP
| 1101 Binary Output Statuses 14 ot i‘:" Authentication | Te DfHost  mDNP  mDNP  mDNP
| 101 inary Output statuses 15 oft - e e OfHost  mDNP  mONP  mONP
| 101 Binary Output statuses 16 off 9 Tue DHost  mDNP  mDNP  mONP
| 101 Binary Output satuses 17 off SRS —— N Tue DfHost  mDNP  mDNP  mDNP
@once O Manual O OnConnect O Scheduled
| 1101 Binary Output Statuses 18 off i Tue DfHost  mDNP  mDNP  mDNP
| 101 Binary Output statuses 19 off 5 Te DfHost  mDNP  mDNP  mDNP
| 101 Binary Output statuses 20 off o e DlHost  mDNP  mDNP  mDNP
- | [[1101inary 2 off True DlHost  mDNP  mDNP  mDNP
Workspace | Resources | 110) Binary Output Statuses 22 oft Onine 2/1/2019 438:33 AM Tve DiHost _ mDNP___ mDNP___ mDNP -

4 7 OTM Netiork

4 B8 pescTOP-67vKDTS (masten)

4+ @ "ooen

Mem: 243.18M8

mDNP

Figure 64 show the Control Command and Control Relay Output status changed on the SCADA Master.
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Figure 64 Slave Register after Control Operation
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Unsolicited Reporting

Unsolicited Reporting is initiated by the Slave, which is connected to the DA Gateway. Changes to the value of the Slave
register are notified to the SCADA Master. This notification can be seen on the Master Analyzer. Figure 65 shows the
SCADA Master Analyzer before any unsolicited reporting.

Figure 65 Master Analyzer
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Figure 66 shows that the binary input of the Slave is going to change. Initially the value of binary input is OFF.
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Figure 66 Slave Registers
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Figure 68 show the Unsolicited Reporting on the analyzer. The value of Binary Inputs is changed and the same is notified
to the Master.
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Figure 68 Master Analyzer after Change in Register Value
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Legacy SCADA (Raw Socket TCP)

Protocols Validated
The protocol we have validated for this release is DNP3.
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Flow Diagram

Figure 69 DNP3 Control Flow
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As shown in Figure 69, the DTM Master can read and write the Slave via the DA Gateway using TCP Raw Socket. In
addition, the Slave can send the Unsolicited Reporting to the Master via the DA Gateway using TCP Raw Socket. For more
details about Raw Socket, refer to the Distribution Automation - Feeder Automation Design Guide.

IRB07 DA Gateway Raw Socket Configuration

As per the topology, the interface connected to SCADA Slave has the following configuration:

interface Asyncl
no ip address

encapsulation raw-tcp
!

line 1

raw-socket tcp client 172.16.107.11 25000 192.168.150.42 25000
databits 8

stopbits 1

speed 9600

parity none

IR1101 DA Gateway Raw Socket Configuration

As per the topology, the interface connected to SCADA Slave has the following configuration:

interface Async0/2/0
no ip address

encapsulation raw-tcp
!

line 0/2/0

raw-socket tcp client 172.16.107.11 25000 192.168.150.42 25000
databits 8

stopbits 1

speed 9600

parity none
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SCADA Master Configuration
As per the topology, the SCADA Master is residing in the Control Center. The following configuration is required for the
SCADA Master to communicate with SCADA Slave. In this implementation, we used the SCADA DTMW simulator instead
of a real SCADA device.
1. Open the SCADA Master Application and click Add a new DNP3 Master.
2. From the Channel tab, configure the SCADA Master as per Figure 70.

3. On the SCADA Master, select the appropriate serial port, baud rate, data bits, stop bits, and parity matching for your
device configuration.

Figure 70 Master Configuration
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2
g
oK Cancel oK Cancel k3

SCADA Slave Configuration
As per the topology, the SCADA Slave is residing in the field area. The following configuration must be required for the
SCADA Slave to communicate with the SCADA Master. In this implementation, we used the SCADA DTMW simulator
instead of a real SCADA device.
1. Open the SCADA Slave Application and click Add a new DNP3 Slave.
2. From the Channel tab, configure the SCADA Master as per Figure 71.

3. On the SCADA Slave, select the appropriate serial port, baud rate, data bits, stop bits and parity matching for your
device configuration.
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Figure 71

DNP3 Outstation Configuration

Slave Configuration

DNP3 Outstation Configuration -ax
Device UM Session Database  Advanced  Multiple Devices Device Channel Session Database [NNCuantl] Multiple Devices
Channel Name | kDNP 3| - = o
Behavior RxframeSize 202 o
Al Master Monitor Peer @ Slave Unknown RxFrameTimeout 15000
® Serial Tce/p TCP/IP and UDP BaudRate 9600
Connection Properties FirstCharWait 0
Serial Port (DN NumCharTimesBetweenfrai 4
Baud Rate | 9600 NumDataBits BT 8 S
NumStopBits BITS_1
Parity NONE
PortDTRMode ENABLE -
PortMode NONE
PortName: COM14
PortRTSMode DISABLE
System Frequency 60
TP DTCommon.DNP3.DNPITCPProperties
TeFragmentSize 2048
TiFrameSize 292 -
Serial
Specify the properties for DNP3 over a serial connection
8
wy
Import DNP3 Device Profile oK Import DNP3 Device Profile ok Cancel ﬁ

SCADA Operations

The Master and the Slave can communicate via the network. Poll and Control operations are initiated from the Master.
Unsolicited Reporting is sent to the Master from the Slave. Figure 72 and Figure 73 show the Poll operation from the
SCADA Master. Similarly, Control and Unsolicited Reporting can also be seen on the Master Analyzer logs.

Poll

The Poll operation is performed by the Master, which can execute a general Poll in which all the register values are read
and sent to the Master. In Figure 72 and Figure 73, we see a general Poll executed on the Master side. As Figure 72
shows, the Master Analyzer is initially empty.

Figure 72 Master Analyzer Logs before Poll Operation
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However, when the General Interrogation command is executed, the values of all the registers are displayed on the
Master Analyzer shown in Figure 73.
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Figure 73 Master Analyzer Logs after Poll Operation
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The Control operation basically sends the control command from the SCADA Master to SCADA Slave for the purpose of
controlling the operation of end devices. The control command can be executed and the results can be seen on the
analyzer. The value of Control Relay Output is changed, which is notified to the Master. Figure 74 shows control relay

output status before sending the control command to the Slave.

Figure 74 Slave Register before Control Operation
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BO #17 [10] Binary Output Statuses 17 off Online 2/1/201950818AM  DTHost SDNP SDNP SDNP

B0 #18 [10] Binary Output Statuses 18 off Online 2/1/2019 50818 AM | DTHost soNP sDNP sONP

BO #19 [10] Binary Output Statuses 19 off Cnline 2/1/2019508:18AM  DTHost SONP SDNP SDNP

BO #20 [10] Binary Output Statuses 20 off Gnline 2/1/2019 50818 AM | DTHost SDNP SDNP SDNP

BO #21 [10] Binary Output Statuses 21 off Online 2/1/201950818AM  DTHost SDNP SDNP SDNP

8O #22 [10] Binary Output Statuses 22 off Cnline 2/1/2019 50818 AM | DTHost SDNP SDNP SDNP

50 #23 [10] Binary Output Statuses 23 off Online 2/1/2019 50818 AM | DTHost soNP sDNP sONP

BO #24 [10] Binary Output Statuses 24 off Online 2/1/2019 50818 AM | DTHost SDNP SDNP SDNP

Workspace | Resources Select View * Displaying 287 of 287 data paints

Figure 75 shows how SCADA Master sends the control command.
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Figure 75 Master Control Operation

Workspace = # | Analyzer - /mDNP/mDNP/mDNP | Points - /mDNP/mDNE/mDNP | X [Network -8 x
4 R DTM - New Workspace 4 78 DTM Network
4 B8 DESKTOP-67VKDTS (master)
4 || mDNP
(31 Double Bit nputs 34 off Online 2/1/2019 51800 AM True DiHost  mDNP  mDNP  mDNP DlHost
s ‘ + @ coias
i Q OB [3] Double Bit Inputs 35 off Online 2/1/2019 51800 AM True DTHost  mDNP mDNP mMONP Mem: 246.30 M8
s (31 Double 8it Inputs 36 off Online 2/1/2019 5:18:00 AM True DlHost  mDNP  mDNP  mONP |
2 @ |31 Double Bit nputs 37 oft Online 2/1/2019 51800 AM True DiHost  mDNP  mDNP  mDNP
|31 Double Bit nputs 38 off Online 2/1/20195:18:00 AM True DiHost  mDNP  mDNP  mDNP
|21 Double 8it nputs 39 oft Onine 2/1/2019 51800 AM True DiHost  mDNP  mONP  mDNP
1101 Binary Output Statuses 0 oft Oniine 2/1/2019 54222 AM True DfHost  mONP  mONP  mONP
[10] Binary Output Statuses 1 [of ] onine 2/1/2019 54222 AM True DiHost ~ mDNP  mDNP  mDNP
1101 Binary Output Statuses 2 off Online 2 Control Relay Output Block - o0 x DiHost  mDNP  mDNP  mDNP Il
1101 Binary Output Statuses 3 oft Oniine i o A R DfHost  mDNP  mDNP  mONP i
10] Binary Output Statuses 4 oft Oniine Description DfHost  mDNP  mONP  mDNP
i B A S S o OOl | e o same mesag oot all i v e requtd 0 change st e o ook} |iowel|sowel | o 3
11101 Binary Output Statuses 6 oft Onine time. DiHost  mDNP  mDNP  mDNP
(1107 8nary Ouspun statuses 7 o Onine | Commana Options Ot |moNe |mowp | mone
1101 Binary Output Statuses 8 off Online Mode: (S e—| Quoifier Code: | DiHost  mDNP  mONP  mONP
1101 Binary Output Statuses 9 off Online Control Injorenation DTHost  mDNP mONP. mMONP.
110 Binary Output Statuses. 10 off Online Point Number: | 1 5] DlHost  mDNP  mDNP  mDNP
(1101 Binary Output statuses 11 orf Oniine Control code DfHost  mDNP  mDNP  mDNP
| 101 Binary Output statuses 12 oft Online Pulse On Time:| 100 B DfHost  mDNP  mDNP  mONP
1018y Outpt sistuses 13 off Online Elitecioudtfol Detay Betore:Sencing [0 B DlHost  mDNP  mONP  mDNP
(10) Binary Output Statuses 14 off Online Secure Authertication DiHost  mDNP  mDNP  mDNP
1101 Binary Output Statuses 15 off Online User [ ] DiHost  mDNP  mDNP  mDNP
ih 0] Binary Output Statuses 16 off Online Use Aggressive Mode DTHost  mONP mONP mONP
| 101 Binary Output statuses 17 ot Online S DlHost  mDNP  mDNP  mONP
| 101 Binary Output Statuses 18 oft Online @®one O Manual O OnConnect O Scheduled DiHost  mDNP  mDNP  mDNP
| 101 Binary Output statuses 19 ot Online Period DfHost  mDNP  mDNP  mDNP
| (101 Binary Output Statuses 20 oft Oniine DiHost  mDNP  mONP  mDNP
(1101 Binary Output statuses 21 ot Online. DlHost  mDNP  mDNP  mONP
[10) Binary Output Statuses 22 off Online DiHost  mDNP  mDNP  mDNP
|10 Binary Output Statuses 23 oft Oniine 2/1/2019 54222 AM True OlHost  mDNP mDNP  mDNP
1(10] Binary Output Statuses 24 off Online 2/1/2019 5:42:22 AM True DTHost  mDNP mODNP mDNP
| 101 Binary Output statuses 25 off Online 2172019 54222 AM True DfHost _ mONP___ mDNP__ mONP -
Figure 76 shows the Control Relay Output status changed on SCADA Master.
Figure 76 Slave Register after Control Operation
Workspace -3 x m X Network -8 x
i Name Y PointType Y # Y Vel Y Qualty Y Timestamp Y Host Y Device Y Channel Y Session Y Sector Y Description AN b el veskrop-HAm3RY (masten
0BL#31 (31 Double Bit puts 31 off Online 21201950818 AM  DTHost SONP SONP SONP
DBL #32 3] Double Bit Inputs: 32 off Online 2/1/2019 50818 AM | DTHost sDNP SDNP SDNP i e
DBL #33 [1Double Bitinputs 33 Off Online 217201950818 AM | DTHost soNP e sonp Mer: 9501 s
DBL#34 (lDoubleBitinputs 34 Off Online 21/201950818AM | DTHost sONP SONP sONP o
DBL #35 [B1DoubleBitinputs 35 Off Online 217201950818 AM | DTHost soNP NP sonp =
DBL #36 [lDoubleBitinputs 36 Off Online 2/1/2019 50818 AM  DTHost soNP NP sonp
DBL#37 (1Deuble Bitinputs 37 Off Online 217201950818 AM | DTHost sDNP sONP sDNP
DBL #38 [1Double Bitinputs |38 Off Online 217201950818 AM | DTHost soNP NP sonp
DBL #39 (3] Double Bit puts 39 Off Online 2/1/2019 508:18AM | DTHost sONP sONP sonp
oot 0 s o1 Jon o oo sassoauLoner——ow Lo o |
80 #2 10] Binary Output Statuses 2 off Online 2/1/2019 50818 AM | DTHost sONP sONp soNp
80 #3 (10] Binary Output Statuses 3 off Online 21/201950818AM | DTHost sONP SONP sONP
80 #4 10] Binary Output Statuses 4 off Online 217201950818 AM | DTHost soNP NP sonp
80 #5 [10] Binary Output Statuses 5 off Online 2/1/2019 50818 AM  DTHost soNP NP sonp
80 #6 [10] Binary Output Statuses 6 off Online 217201950818 AM | DTHost sDNP sONP sDNP
80 #7 10] Binary Output Statuses 7 off Online 217201950818 AM | DTHost soNP NP sonp
80 18 10] Binary Output Statuses & off Online 21201950818 AM  DTHost SONP SONP sONP
80 #9 [10] Binary Output Statuses 9 off Online 21201950818 AM | DTHost sDNP NP sDNP
50 #10 [10] Binary Output Statuses 10 Off Online 217201950818 AM | DTHost soNP e sonp
80 #11 10] Binary Output Statuses 11 off Online 21/201950818AM | DTHost sONP SONP sONP
B0 #12 10] Binary Output Statuses 12 Off Online 217201950818 AM | DTHost soNP NP sonp
80 #13 10] Binary Output Statuses 13 Off Online 2/1/2019 50818 AM  DTHost soNP NP sonp
80 #14 (10] Binary Output Statuses 14 Off Online 217201950818 AM | DTHost sDNP sONP sDNP
80 #15 110] Binary Output Statuses 15 Off Online 217201950818 AM | DTHost soNP NP sonp
80 #0 10] Binary Output Statuses 0 off Online 21201954221 AM  DTHost SONP SONP sONP
80 #16 (10] Binary Output Statuses 16 Off Online 21201950818 AM | DTHost sDNP NP sDNP
80 #17 10] Binary Output Statuses 17 Off Online 217201950818 AM | DTHost soNP e sonp
50 #18 10] Binary Output Statuses 18 Off Online 21/201950818AM | DTHost sONP SONP sONP
80 #15 10] Binary Output Statuses 19 Off Online 217201950818 AM | DTHost soNP NP sonp
50 #20 [10] Binary Output Statuses 20 Off Online 2/1/2019 50818 AM  DTHost soNP NP sonp
80 #21 [10] Binary Output Statuses 21 off Online 217201950818 AM | DTHost sDNP sONP sDNP
B0 #22 [10] Binary Output Statuses 22 Off Online 217201950818 AM | DTHost soNP NP sonp
80 #23 (10] Binary Output Statuses 23 Off Online 2/1/2019 50818AM | DTHost SONP SONP sDNP
80 #24 10] Binary Output Statuses 24 Off Online 21/201350818AM | DTHost sDNP NP sDNP

Workspace | Resources

Select View ~ | Displaying 287 of 287 data points

Unsolicited Reporting

«
W | etwors sight it
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Unsolicited Reporting is initiated by the Slave, which is connected to the DA Gateway. Changes to the value of the Slave
register are reported to the SCADA Master. This notification can be seen on the Master Analyzer. Figure 77 shows an
empty screen of the SCADA Master Analyzer before any unsolicited reporting.
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Figure 77 Master Analyzer

Workspace + & x || Analyzer- DNP | Points - [

X | Network v 8 x

4 Y o™ - New Wertspuce 10:45:39.913:  ### moNP - COMSL - Win232 WaitCommEvent done flags=0x00000010

o || mone [10:45:39.913:  ### mDNP - COMI1 - Win232 Data set ready off
x 10:45:39.913:  ### mDNP - COM91 - Win232 WaitCommEvent pending
4 g mow
S 10:45:39,913: ### mONP - COM91 - Win232 WaitCommEvent done £lags=0x00000028
s
3@ mone 10:45:39,913: ### nDNP - COM91 - Win232 Clear to send off
L

10:45:39.913:  ### mONP - COMI1 - Win232 RLSD/CD of f

10:45:39.913: ### mONP - COM91 - Win232 WaitCommEvent pending
10:45:49.961: ### mDNP - COMI1 - Win232 WaitCommEvent done flags=0x00000010
10:45:49.961: #§# mONP - COM91 - Win232 Data set ready on

10:45:49.961:  ### mDNE - COMI1 - Win232 WaitCommEvent pending

10:45:49.961: ### mDNP - COM91 - Win232 WaitCommEvent done £lags=0x00000028
[10:45:49.961: #4# mDNP - COM91 - Win232 Clear to send on

10:45:49.961: ### nDNP - COM91 - Win232 RLSD/CD on

10:45:49.961: 444 nDND - COM91 - Win232 WaitCommEvent pending

[ p—

4 8 DTM Network

4 W8 DEsKTOP-67VKDTS (master)
DTHost

+ @ "ovons

Mem: 245.96 M8

I} mDNP

Figure 78 shows that the binary input of the Slave is going to change. Initially the value of binary input is OFF.

Figure 78 Slave Registers
Workspace v x m

X | Network v 8 x

pednacpre Drag a column header and drap it here o group by that coumn

4 74 DTM Network

4 |l sone Name Y Point Type Y # Y Value Y Quality Y  Timestamp Y Host Y Devie Y Channel Y Session Y Sector YT Description il 4 WA DESKTOP-HAIH3RV (master)
it DBL #31 3] Double BitInputs 31 off Online 2/1/20195:08:18AM | DTHost SDNP SDNP SONP
P ) P oBL #32 3] Double Bt Inputs 2 off Online 2/1/20195:08:18 AM | DTHost sONP sONP sonp ] G
& DBL#33 3] Double Bt Inputs 3 off Online 2/1/2019508:18 AM | DTHost SDNP SDNP sONP Mem:9459 M8
Z&one DBL#34 3 Double Bit nputs 34 Off Online 21201950818 AM DTHost ONp sONP sONP U o

DBL#35 3] Double Bt Inputs 3 off Online 2/1/2019508:18 AM | DTHost O sDNP sonp =
DBL#36 3] Double Bt Inputs 36 off Online 2/1/20195:08:18 AM | DTHost sONP sDNP sonp
DBL #37 3] Double Bt Inputs 37 off Online 2/1/2019508:18AM | DTHost SDNP SDNP sONP
DBL#38 3] Double Bt Inputs 38 off Online 2/1/20195:08:18 AM | DTHost sONP sONP sone
DBL#39 3] Double Bt Inputs 3 off Online 2/1/2019508:18 AV | DTHost o sDNP sonp
B0 #1 [10] Binary Output Statuses 1 on Online 2/1/2019 546:55 A DTHost SDNP SDNP sONP
3 off Online 2/1/20195:08:18 AM | DTHost sONP sDNP sonp
110] Binary Output Statuses 4 off Online 2/1/2019508:18AM | DTHost SDNP SDNP SDNP
[10] Binary Output Statuses 5 off Online 2/1/20195.08:18AM | DTHost SDNP SDNP sONP
10] Binary Output Statuses 6 off Online 2/1/2019508:18 AM | DTHost soNP sDNP sonp
110] Binary Qutput Statuses 7 off Online 2/1/2019508:18 AM | DTHost SDNP SDNP sONP
110] Binary Output Statuses 8 off Online 2/1/20195:08:18AM | DTHost DNP SDNP sONP
80 9 10] Binary Output Statuses 9 off Online 2/1/20195:08:18 AM | DTHost soNP sONP sonp
80 #10 10] Binary Output Statuses 10 off Online 2/1/2019508:18AM | DTHost SDNP SDNP sONP
8O #11 110] Binary Output Statuses 11 off Online 2/1/20195:08:18AM | DHost DNP SDNP sONP
80 112 10] Binary Output Statuses 12 off Online 2/1/2019508:18 AM | DTHost o sDNP sonp
80 #13 10] Binary Output Statuses 13 off Online 2/1/20195:08:18 AM | DTHost sONP sONP sonp
80 #14 110] Binary Output Statuses 14 off Online 2/1/2019508:18AM | DTHost SDNP SDNP sONP
80 #15 10] Binary Output Statuses 15 off Online 2/1/2019508:18 AV | DTHost sONP sONP sonp
80 10 110] Binary Output Statuses 0 off Online 2/1/2019 54221 AV | DTHost o sDNP sonp
BO #16 10] Binary Output Statuses 16 off Online 2/1/2019508:18AM | DTHost SDNP SDNP sONP
80 #17 1101 Binary Output Statuses 17 off Online 2/1/20195:08:18AM | DTHost SDNP SDNP sONP
80 #18 10] Binary Output Statuses 18 off Online 2/1/20195:08:18 AV | DTHost sONP sDNP sonp
B0 #19 10] Binary Qutput Statuses 19 off Online 2/1/2019508:18 AM | DTHost SDNP SDNP sONP
B0 #20 [10] Binary Output Statuses 20 off Online 2/1/20195:08:18AM | DTHost SDNP SDNP sONP
80 21 110] Binary Output Statuses 21 off Online 2/1/20195:08:18 AM | DTHost sONP sDNP sonp
B0 22 10] Binary Output Statuses 22 off Online 2/1/2019508:18 AM | DTHost SDNP SDNP sONP
80 23 10] Binary Output Statuses 23 off Online 2/1/20195:08:18AM | DHost SDNP SDNP sONP

80 #24 110] Binary Output Statuses 24 off Online 2/1/20195:08:18 AM | DTHost sONP sONP sonp -
“« »

Workspace [Remee Select View | Displaying 287 of 287 data points

Figure 79 shows the binary input of the Slave is changed from OFF to ON.
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Figure 79 Change in Slave Register Value

Workspace

4 2 New Workspace

Ly

S &) sone
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Workspace | Resources

X Network v Ex

Select View *  Displaying 287 of 287 data points

Name Y PointType Y # Y Vae Y Quiity Y Timestamp Y Host Y Device Y Channel Y Session
DBL#31 3] Double Bit nputs |31 off Online 2/1/2019 50618 AM | DTHost sONP SONP NP
DBL #32 (3] Double Bit Inputs 32 off Online 2/1/2013 50818 AM | DTHost SONP sONP DNP
DBL#33 (3] Double Bit Inputs 33 off Online 2/1/2019 50818 AM | DTHost sONP SONP SDNP
DBL#34 [3] Double Bit Inputs 34 off Online 2/1/2019 50818 AM | DTHost SONP SDNP SDNP
DBL #35 [3] Double Bit Inputs 35 off Online 2/1/2019 50818 AM | DTHost sonp sonp sONP
DBL #36 [3] Double Bit Inputs 36 off Online 2/1/2019 50818 AM | DTHost sONP sONP DNP
DBL #37 [3] Double Bit Inputs |37 off Online 2/1/2019 50818 AM | DTHost sonp sonp sONP
DBL#38 [3] Double Bit Inputs 38 off Online 2/1/2019 50818 AM | DTHost sONP sDNP DNP
DBL#39 [3] Double Bit Inputs 39 off Online 2/1/2019 50818 AM | DTHost sonp sonp sONP
B0 #1 [10] Binary Output Statuses 1 on Online 2/1/2019 54655 A DTHost 5

s sz li0snary Quputstausesl2 o0 Jonine __[2/12019 55044 e Lomios_Liove |

B0 #3 [10] Binary Output Statuses 3 off Online 2/1/2019 50818 AM | DTHost sONP SONP SDNP
8O #4 [10] Binary Output Statuses 4 off Online 2/1/2019 50818 AM | DTHost SONP SDNP SDNP
80 #5 [10] Binary Output Statuses 5 off Online 2/1/2019 50818 AM | DTHost sonp sonp sONP
BO #6 [10] Binary Output Statuses 6 off Online 2/1/2019 50818 AM | DTHost sONP sONP DNP
80 #7 [10] Binary Output Statuses 7 off Online 2/1/2019 50818 AM | DTHost sonp sonp sONP
80 #8 [10] Binary Output Statuses 8 off Online 2/1/2019 50818 AM | DTHost sONP sDNP DNP
80 9 [10] Binary Output Statuses 8 off Online 2/1/2019 50818 AM | DTHost sonp sonp ONP
B0 #10 [10] Binary Output Statuses 10 off Online 2/1/2019 50818 AM | DTHost SONP SDNP SDNP
80 #11 [10] Binary Output Statuses 11 off online 2/1/2019 50818 AM | DTHost sonp sonp sONP
B0 #12 [10] Binary Output Statuses 12 off Online 217201950818 AM | DTHost sONP sONP NP
B0 #13 [10] Binary Output Statuses 13 off Online 2/1/2013 50818 AM | DTHost SONP sONP SDNP
80 #14 [10] Binary Output Statuses 14 off Online 2/1/2019 50818 AM | DTHost sonp sonp sONP
8O #15 [10] Binary Output Statuses 15 off Online 2/1/2019 50818 AM | DTHost sONP <ONP DNP
80 0 [10] Binary Output Statuses 0 off Online 2/1/2019 54221 AM | DTHost sonp sonp sONP
B0 #16 [10] Binary Output Statuses 16 off Online 2/1/2019 50818 AM | DTHost sONP sONP DNP
80 #17 [10] Binary Output Statuses 17 off Online 2/1/2019 50818 AM | DTHost sonp sonp sONP
BO#18 [10] Binary Output Statuses 18 off Online 2/1/2019 50618 AM | DTHost sONP sDNP SDNP
80 #19 [10] Binary Output Statuses 19 off Online 2/1/2019 50818 AM | DTHost sonp sonp sONP
B0 #20 [10] Binary Output Statuses 20 off Online 217201950818 AM | DTHost SONP sONP SDNP
80 #21 [10] Binary Output Statuses 21 off Online 2/1/2013 50818 AM | DTHost SONP sDNP SDNP
B0 22 [10] Binary Output Statuses 22 off Online 2/1/2019 50818 AM | DTHost sONP SONP SDNP
80 #23 [10] Binary Output Statuses 23 off Online 2/1/2019 50818 AM | DTHost sONP <ONP DNP
80 #24 [10] Binary Output Statuses 24 off Online 2/1/2019 50818 AM | DTHost sonp sonp sONP
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Figure 80 show the Unsolicited Reporting on the analyzer. The value of Binary Inputs is changed and the same is notified

to the Master.

Figure 80 Master Analyzer after Change in Register Value
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Protocols Validated

The protocols we have validated for this release are DNP3 and DNP3 IP.
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Flow Diagram

Figure 81 DNP3-to-DNP3 IP Protocol Translation Control Flow

DTM Master Gateway DTM Slave

Read

Read Response
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Unsolicit Report

DNP3-IP Master DNP3-IP Slave DNP3 Master DNP3 Slave
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As shown in Figure 81, the DTM Master can read and write the Slave via the DA Gateway using protocol translation. The
Slave can send the Unsolicited Reporting to the Master via the DA Gateway using protocol translation.

IR807 DA SCADA Gateway Configuration
As per the topology, the interface connected to SCADA Slave has the following configuration:

interface Asyncl
no ip address

encapsulation scada
!

line 4
databits 8
stopbits 1
speed 9600
parity none

scada-gw protocol dnp3-serial
channel dnp3 chl
link-addr source 4
bind-to-interface Asyncl
session dnp3 sessionl
attach-to-channel dnp3 chl
scada-gw protocol dnp3-ip
channel dnp3ip chl
tcp-connection local-port 21000 remote-ip any
session dnp3ip_ sessionl
attach-to-channel dnp3ip chl
link-addr source 4
map-to-session dnp3_sessionl
scada-gw enable
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IR1101 DA SCADA Gateway Configuration

As per the topology, the interface connected to SCADA Slave has the following configuration:

interface Async0/2/0
no ip address

encapsulation scada
|

line 0/2/0
databits 8
stopbits 1
speed 9600
parity none

scada-gw protocol dnp3-serial
channel dnp3 chl
link-addr source 4
bind-to-interface Async0/2/0
session dnp3 sessionl
attach-to-channel dnp3_chl
scada-gw protocol dnp3-ip
channel dnp3ip chil
tcp-connection local-port 21000 remote-ip any
session dnp3ip_sessionl
attach-to-channel dnp3ip chil
link-addr source 4
map-to-session dnp3_sessionl
scada-gw enable

SCADA Master Configuration

As per the topology, the SCADA Master is residing in the Control Center. The following configuration is required in order
for the SCADA Master to communicate with SCADA Slave:

1. Open the SCADA Master Application and click Add a new DNP3 Master.
2. From the Channel tab, configure the SCADA Master as per Figure 82.

3. SCADA Master (in this case configured as TCP Client), interacts with the SCADA Slave, which is configured to act
as a TCP Server.

4. Populate the remote address field with the Loopback IP of Cellular Gateway.

5. Populate the port with 21000, which is the port used in Cisco I0S Configuration.
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Figure 82 Master Configuration

2 DNP3 Master Configuration - m] x
Device | Channel ‘ Session | Advanced ! Multiple Devices

Channel Name mDNP
Behavior
All @ Master Monitor Peer Slave Unknown
Connection Type
Serial ®:TCPjiE O TCP/P and UDP
Connection Properties
Mode
@ Client Server
Local Address | 172.16:107.11 - D-Link DUB-1312/1332 USB3.0 to Gigabit Ethernet Adapter #2
Remote Address | 192.168.150.42

Port | 21,000 =

| ok |[ Cancel |
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SCADA Slave Configuration

As per the topology, the SCADA Slave is residing in the field area. The following configuration must be required for the
SCADA Slave to communicate with SCADA Master. In this implementation, we used SCADA DTMW simulator instead of
a real SCADA device.

1. Open the SCADA Slave Application and click Add a new DNP3 Slave.

2. From the Channel tab, configure the SCADA Master, as per Figure 83.

3. On the SCADA Slave, select the appropriate serial port, baud rate, data bits, stop bits, and parity matching your
device configuration.
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Figure 83 Slave Configuration

DNP3 Outstation Configuration — 8 % | DNP3 Outstation Configuration _Bx
Device [JEURMMI Session Dstsbase Advanced Multiple Devices Device Channel  Session  Database [NONEeedl Multiple Devices
Channel Name | SDNP = | " o
—— ReFrameSize 22 i
Al Master Monitor Peer @ Siave Unknown ReFrameTimeout 15000
Connection Type > m‘ DICommon.SerialProperties ]
® Serial  TCPAP ) TCP/IP and UDP BaudRate 9600
Connection Properties FirstCharwa 0
Sertal Port | COMES - NumCharTimesBetweenfrar 4
Baud Rate | 9600 NumbDataBits BITS 8 >
NumStopits BITS 1
Parity NONE
PortDTRMode ENABLE -
PortMode NONE
PortName com4
PortRTSMode DISABLE
System Frequency 60
5 Tcp DICommon.DNP3 DNP3TCPProperties
TFragmentSize 2048
TeFramesize 292 =
Serial
Specify the properties for DNP3 over a serial connection
Import DNP3 Device Profile oK Cancel Import DNP3 Device Profile oK Ccancel

SCADA Operations

256518

The Master and the Slave can communicate via the network. Poll and Control operations are initiated from the Master.
Unsolicited Reporting is sent to the Master from the Slave. Figure 84 and Figure 85 show the Poll operation from the
SCADA Master. Control and Unsolicited Reporting can also be seen on the Master Analyzer logs.

Poll

The Poll operation is performed by the Master, which can execute a general Poll in which all the register values are read

and sent to the Master. In Figure 84 and Figure 85, we see a general Poll executed on the Master side.

As Figure 84 shows, the Master Analyzer is initially empty.

Figure 84 Master Analyzer Logs before Poll Operation

Workspace v & x || Analyzer - /mDNP/mDN®/mDNP |

x

- Y ™™ - Hew Workspace 00 0 G SRR B et L e BYSSHLEY L e K6 MavEer WadteRL

4 |} mone 11:35:24.636: ##% mOND - 192.168.150.42:21000 - TCP open

11:35:24.636: ### mDNP - 192.168.150.42:21000 - UDR: Opening UDP End Point

4 Z) mone
a 11:35:24.636:  ##4 moNe - 192.

168.150.42:21000 - UDP Open End Point returned success

11:35:24.636:  #4# moNe - 168.150.42:21000 - TCP Opening connsction

2@ mow
E

11:35:24.636:  ### mDNP - 192.168.150.42:21000 - TCP Connect success

11:35:24.636: ### mOND - 192.168.150.42:21000 - TCP transmit 24 bytss
11:35:24.636: ===> mDNP Application Header, Response

11:35:24.6 EIR(1) FIN(1) CON(0) UNS(D) SEQ# 1
11:35:24.636: c1 81 80 00

11:35:24.651: +++> mONE Process response to

11:35:24.651: Insert request in queue: Clear Restart Due to Restart IIN

11:35:24. 6 Application Header, Write Request
11:35:24.6 FIR(1) FIN(1) CON(0) UNS(0) SEQ# 2
11:35:24.651: c2 02 50 01 00 07 07 00

[11:35:24.651: 444 mDNP - 192.168.150.42:21000 - TCP transmit 21 bytes

Application Header, Response
FIR(1) FIN(1) CON(0) UNS(0) SEQ# 2
c2 81 00 00

11:35:24.651: Process respomse to request: Clear Restart Due to Restart IIN

11:35:24.651: Application Header, Read Request
11:35:24.651: FIR(1) FIN(1) CON(0) UNS(0) SEQ# 3

11:35:24.651: €3 01 3¢ 02 06 3c 03 06 3c 04 06 3c 01 06

11:35:24.651: ##4 mONP - 192,168.150,42:21000 - TCP transmit 27 bytes

11:35:24.651:
11:35:24. 651,
11:35:24.651:

==> mONp

Application Header, Response
FIR(1) FIN(1) CON(0) UNS(0) SEQ# 3
<3 81 00 00

11:35:24.651: +++> mDNR Process response to request: Integrity Poll Due to Master Restart
11:35:24.651: ===> mDND Application Header, Unsolicited
11:35:24.8 FIR(1) FIN(1) CON(1) UNS(1) SEQ# 1

11:35:24.86 £1 82 00 00

11:35:24.651: <+++ mONe Insert raquest in queus: Application Confirmation

Workspace | Resources |

request: Disable Unsolicited Due to Master Startup

11:35:24.651: ===> mDne IIN Bits:

11:35:24.651: IIN1.7 Device Restart

11:35:24.651: <+++ mDNE Build DNP3 Message: Clear Restart Due to Restart IIN

11:35:24.651; Tx Object 80 (Internal Indications), variation 1, qualifier 0x00(8 Bit Start Stop)

Clear

T
Devices
» | Workspace
Layer

] >>> MMI
(] 44+ User
||

1) Securty

V] Errers.
V] Target
(] Pause.

somy (@

4 778 DTM Network
4 B8 5c570p-67VKDT6 (masten)
DTHost
4@ ocvons

Mem: 24591 M8

mDNP

Network v 8 x

However, when the General Interrogation command is executed, the values of all the registers are displayed on the

Master Analyzer, as shown in Figure 85.
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Figure 85 Master Analyzer Logs after Poll Operation
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Clear

Edit Settings

0000 00 no oo 2

00 g

0
oL gsze Integrity Data Poll - Class 0123
00 o

2 Integrity Data Poll -

scription
‘The Integrity Poll retrieves all event (class 123) and static (Class 0) data from the

11:38:32. 633: +++> mONE Brocess response to request:| device.ltis ypically sent after device restar, loss of communication, o on a periodic
basis to ensure all data is accurate.
11:38:32. 633 Rx Object 1(Binary Imput), v

Binary Tnput 000000 = | Command Options
Binary Input [ Class 0 Only
Binary Input Secure Authentication
Binary Input p e :
Binary Input User ]
B nary; tnput Use Aggressive Mode
Binary Input
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Binary Input Scheduler
Binary Input ® once
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Binary Input Pericd
Binary Input
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Binary Input 0:01
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Binary Input 0:01
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Workspace | Resources n. T 000030 = w0l A

4 8 DTM Network

a3

4 B8 peskT0P-67VKDTS (masten)
DTHost
b @ oeean

Mem: 24738 M8

I mone

Control
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The Control operation basically sends the control command from the SCADA Master to SCADA Slave for the purpose of
controlling the operation of end devices. The control command can be executed, and the results can be seen on the
analyzer. The value of Control Relay Output is changed and the same is notified to the Master. Figure 86 shows the control
relay output status before sending the control command to the Slave.

Figure 86 Slave Register before Control

Workspace

Operation

X Network v EX

New Workspace
+~ B i Drag a column header and chop it hereto goup by that colum

L] o Name Y  PointType Y # Y Vaue Y Quaty Y Timesamp Y Host T Device Y Channel Y Sesion Y Sector Y Description Y % . B oescTOP-HAIRY (masten
: %' g o DBL #30 3] Double Bit Inputs 30 off Online 2/1/20195:08:18 AM | DTHost sONP SDNP SDNP B
L DBL#31 [31Double Bithputs 31 Off Online 21201950818 AM DTHost <P <DNP oNp + i “uons
%Esnuv oBL#32 [B1Double Bitnputs 32 off Online 2/1/20195:08:18 AM_ | DTHost sonp <oNp onp peea el

DBL#33 BIDowbleBitinputs |33 off Oniine 2/1/2019508:18 AM DTHost sONP sONP sONP Il sone
DBL#34 [BDouble Bithputs |34 Off Online 21201950818 AM | DTHost <P <DNP ONP
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oBL#37 [B1Double Bitnputs |37 off Online 2/1/20195:08:18 AM_ | DTHost soNp <oNp onp
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DBL#39 [31Double Bithputs 39 Off Online 2/1/2019508:18 AM DTHost <P ONP oNp

50 #0 110) Binary Output Statuses 0 Oniine 2/1/20195:4221 AM_ DTHost sonp <oNp <onp
l-—aa_m-m-—_l

B0 #2 [w] Binary Output Statuses 2 Oniine 2/1/201955326 AM_ DTHost <DNP <DNP <DNP

8043 110] Binary Output Statuses 3 off Online 2/1/2019508:18 AM | DTHost sonp «oNp onp

B0 44 110] Binary Output Statuses 4 off Online 2/1/2019508:18 AM DTHost sONP sONP ONP

8045 110] Binary Output Statuses 5 off Online 2/1/20195:08:18 AM_| DTHost soNp <oNp onp

5046 110] Bnary Output Satuses 6 on Oniine 21201955253 AM | DTHost sONP sONP sonp

8047 110] Binary Output Statuses 7 off Online 21201950818 AM | DTHost <P DNP ONp

8048 110) Binary Output Statuses 8 off Online 2/1/2019508:18 AM_ | DTHost soNp <oNp onp

B0 9 110] Binary Output Satuses 9 off Online 2/1/2019508:18 AM DTHost sONP sDNP sONP

80 #10 110) Binary Output Statuses 10 Off Oniine 2/1/2019508:18 AM | DTHost NP <DNP DNP

B0 #11 10) Binary Output Statuses 11 off Online 2/1/2019508:18 AM | DTHost soNp <oNp onp

B0 #12 110 Bnary Output Statuses 12 Off Oniine 2/1/2019508:18 AM | DTHost <P <DNP NP

80413 110) Binary Output Statuses 13 Off Oniine 2/1/2019508:18 AM_ | DTHost soNp <oNp onp
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80 #16 110] Bnary Output Sttuses 16 Off Oniine 2/1/2019508:18 AM | DTHost soNp <oNp onp

B0 #17 110] Bnary Output Statuses 17 Off Oniine 2/1/2019508:18 AM DTHost sONP sONP NP

80 #18 110) Bnary Output Statuses 18 Off Online 2/1/2019508:18 AM_ | DTHost soNp <oNp onp

80 #19 10) Binary Output Statuses 19 off Oniine 2/1/20195:08:18 AM_ | DTHost soNp <oNp onp
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80 421 110) Binary Output Statuses 21 off Online 2/1/20195:08:18 AM_ DTHost soNp <oNp onp

50 122 110 Bnary Output Statuses 22 Off Online 2/1/2019508:18 AM DTHost sONP sONP sONP

80423 110] Bnary Output Sttuses 23 Off Online 21201950818 AM | DTHost <DNP <DNP ONp i | X

s [ SelctView =] Dslying 28 o 287 dat pois T || e

Figure 87 shows how the SCADA Master sends the control command.
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Figure 87 Master Control Operation

Workspace 8 > |[ Analyzer - /mDNP/mDNP/mDNP | Points - /mDNP/mDNE/mON® | X [Network e x
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Figure 88 shows the Control Relay Output status changed on the SCADA Master.
Figure 88 Slave Register after Control Operation
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Unsolicited Reporting is initiated by the Slave, which is connected to the DA Gateway. Changes to the value of the Slave
register changes are notified to the SCADA Master. This notification can be seen on the Master Analyzer. Figure 89 shows
an empty screen of the SCADA Master Analyzer before any unsolicited reporting.
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Figure 89 Master Analyzer
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‘_ ;' g DBL #30 (3] Double Bit Inputs 30 off Online 21/201950818AM | DHost DNP NP

ER DBL #31 31 Double Bit Inputs 3 off Online 21201950818 AM | DTHost SONP SONP

éﬁshm’ DBL #32 (3] Double Bit Inputs 32 off Online 2/1/2019 5:08:18 AM DTHost SDNP SDNP

DBL #33 3] Double Bit Inputs. 3 off Online 217201950818 AM | DTHost SONP SONP

DBL #34 3] Double Bit Inputs. 34 off Online 217201950818 AM | DTHost SONP SONP

DB #35 [IDoubleBitnputs 35 Off Oniine 217201950618 AM | DTHost «one one

DBL #36 3] Double Bit Inputs. 36 off Online 217201950818 AM | DTHost SONP SONP.

DBL #37 (3] Double Bit Inputs 37 off Online 2/1/2019 5:08:18 AM DTHost sDNP sDNP

DBL #38 31 Deuble Bit Inputs 38 off Online 217201950818 AM | DTHost SONP SDNP

DBL #39 3] Double Bit Inputs. 39 off Onine 2/1/201950818 AM | DTHost SDNP SDNP

BO #0 10] Binary O\npul Statuses 0 Online 2/1/2019 5:42:21 AM DTHost

____l

B0 #2 o) Bmary Output Statuses 2 Online 2/1/2019 11:54:08 AM | DTHost SONP

BO #3 [10] Binary Output Statuses 3. off Online 2/1/2019 5:08:18 AM DTHost SDNP SDNP

BO #4. [10]