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CHAPTER 1

Preconfiguring Physical Interfaces

This module describes the preconfiguration of physical interfaces.
Preconfiguration is supported for these types of interfaces and controllers:
* 1-Gigabit Ethernet
* 10-Gigabit Ethernet
* 25-Gigabit Ethernet
* 40-Gigabit Ethernet
* 100-Gigabit Ethernet
* Management Ethernet
Preconfiguration allows you to configure line cards before they are inserted into the router. When the line
cards are inserted, they are instantly configured. The preconfiguration information is created in a different

system database tree (known as the preconfiguration directory on the route processor), rather than with the
regularly configured interfaces.

There may be some preconfiguration data that cannot be verified unless the line cards are present, because
the verifiers themselves run only on the line cards. Such preconfiguration data is verified when the line cards
is inserted and the verifiers are initiated. A configuration is rejected if errors are found when the configuration
is copied from the preconfiguration area to the active area.

Note One Gigabit Ethernet interface is not supported. Only physical interfaces can be preconfigured.

Note Eight quadrature amplitude modulation (8QAM) requires V2 (or higher) CFP2 version and 5.23 (or higher)
firmware.

* Physical Interface Preconfiguration Overview, on page 2

* Prerequisites for Preconfiguring Physical Interfaces, on page 2
* Benefits of Interface Preconfiguration, on page 2

* How to Preconfigure Physical Interfaces, on page 3

* Use of the Interface Preconfigure Command, on page 4
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Physical Interface Preconfiguration Overview

Preconfiguration is the process of configuring interfaces before they are present in the system. Preconfigured
interfaces are not verified or applied until the actual interface with the matching location (rack/slot/module)
is inserted into the router. When the anticipated line card is inserted and the interfaces are created, the precreated
configuration information is verified and, if successful, immediately applied to the running configuration of
the router.

\)

Note When you plug the anticipated line card in, make sure to verify any preconfiguration with the appropriate
show commands.

Use the show run command to see interfaces that are in the preconfigured state.

\}

Note We recommend filling out preconfiguration information in your site planning guide, so that you can compare
that anticipated configuration with the actual preconfigured interfaces when that line card is installed and the
interfaces are up.

2

Tip  Tip Use the commit best-effort command to save the preconfiguration to the running configuration file. The
commit best-effort command merges the target configuration with the running configuration and commits
only valid configuration (best effort). Some configuration might fail due to semantic errors, but the valid
configuration still comes up.

Prerequisites for Preconfiguring Physical Interfaces

Before preconfiguring physical interfaces, ensure that this condition is met:

* Preconfiguration drivers and files are installed. Although it may be possible to preconfigure physical
interfaces without a preconfiguration driver installed, the preconfiguration files are required to set the
interface definition file on the router that supplies the strings for valid interface names.

Benefits of Interface Preconfiguration

Preconfigurations reduce downtime when you add new cards to the system. With preconfiguration, the new
cards can be instantly configured and actively running during cards bootup.

Another advantage of performing a preconfiguration is that during a cards replacement, when the cards is
removed, you can still see the previous configuration and make modifications.
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How to Preconfigure Physical Interfaces

This task describes only the most basic preconfiguration of an interface.

Procedure

Step 1 configure

Example:

RP/0/RP0O/CPUO:routerf#configure

Enters global configuration mode.

Step 2 inter face preconfigure type interface-path-id

Example:

RP/0/RP0O/CPUO:router (config)# interface preconfigure HundredGigE 0/0/1/0

Enters interface preconfiguration mode for an interface, where type specifies the supported interface type that
you want to configure and interface-path-id specifies the location where the interface will be located in
rack/slot/module/port notation.

Step 3 Use one of the following commands:

* ipv4 address ip-address subnet-mask
* ipv4 addressip-address/ prefix

Example:

RP/0/RP0O/CPUO:router (config-if-pre)# ipv4 address 192.168.1.2/31

Assigns an IP address and mask to the interface.

Step 4 Configure additional interface parameters, as described in this manual in the configuration chapter that applies
to the type of interface that you are configuring.

Step 5 end or commit best-effort
Example:

RP/0/RP0/CPUO:router (config-if-pre)# end

or

RP/0/RP0/CPUO:router (config-if-pre)# commit
Saves configuration changes.

» When you issue the end command, the system prompts you to commit changes: Uncommitted changes

found, commit them before exiting (yes/no/cancel)?

* Entering yessaves configuration changes to the running configuration file, exits the configuration session,
and returns the router to EXEC mode.

Interface and Hardware Component Configuration Guide for Cisco NCS 540 Series Routers, 10S XR Release 24.1.x, 24.2.x, 24.3x [}



Preconfiguring Physical Interfaces |
. Use of the Interface Preconfigure Command

* Entering no exits the configuration session and returns the router to EXEC mode without committing
the configuration changes.

* Entering cancel leaves the router in the current configuration session without exiting or committing the
configuration changes.

* Use the commit best-effort command to save the configuration changes to the running configuration
file and remain within the configuration session. The commit best-effort command merges the target
configuration with the running configuration and commits only valid changes (best effort). Some
configuration changes might fail due to semantic errors.

Step 6 show running-config

Example:

RP/0/RP0O/CPUO:router# show running-config

(Optional) Displays the configuration information currently running on the router.

Example

This example shows how to preconfigure a basic Ethernet interface:

RP/0/RP0/CPUO:router# configure

RP/0/RPO/CPUO:router (config) 4 interface preconfigure HundredGigE 0/0/1/0
RP/0/RPO/CPUO:router (config-if) 4 ipv4d address 192.168.1.2/31
RP/0/RP0O/CPUO:router (config-if-pre)# commit

Use of the Interface Preconfigure Command

Interfaces that are not yet present in the system can be preconfigured with the inter face preconfigure command
in global configuration mode.

The interface preconfigure command places the router in interface configuration mode. Users should be
able to add any possible interface commands. The verifiers registered for the preconfigured interfaces verify
the configuration. The preconfiguration is complete when the user enters the end command, or any matching
exit or global configuration mode command.

N

Note It is possible that some configurations cannot be verified until the line card is inserted.

Do not enter the no shutdown command for new preconfigured interfaces, because the no form of this
command removes the existing configuration, and there is no existing configuration.

Users are expected to provide names during preconfiguration that will match the name of the interface that
will be created. If the interface names do not match, the preconfiguration cannot be applied when the interface
is created. The interface names must begin with the interface type that is supported by the router and for which
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drivers have been installed. However, the slot, port, subinterface number, and channel interface number
information cannot be validated.

\)

Note Specifying an interface name that already exists and is configured (or an abbreviated name like Hu0/3/0/0)
is not permitted.
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CHAPTER 2

Configuring Management Ethernet Interface

This module describes the configuration of Management Ethernet interfaces.

Before you can use Telnet to access the router through the LAN IP address, you must set up a Management
Ethernet interface and enable Telnet servers.

)

Note  Although the Management Ethernet interfaces on the system are present by default, you must configure these
interfaces to use them for accessing the router, using protocols and applications such as Simple Network
Management Protocol (SNMP), HTTP, extensible markup language (XML), TFTP, Telnet, and command-line
interface (CLI).

A\

Note In a High Availability setup, when an active RP interface is shut the ping to gateway fails, though standby
RP or virtual RP is up and running. RSP4 does not support inject packets from a standby RP management
interface.

* Information About Configuring Management Ethernet Interfaces, on page 7

* Prerequisites for Configuring Management Ethernet Interfaces, on page 7

* Restrictions on Cisco NCS 540 Series Routers, on page 8

* How to Perform Advanced Management Ethernet Interface Configuration, on page 8

Information About Configuring Management Ethernet Interfaces

To configure Management Ethernet interfaces, you must understand the following concept:

Prerequisites for Configuring Management Ethernet Interfaces

Before performing the Management Ethernet interface configuration procedures that are described in this
chapter, be sure that the following tasks and conditions are met:

* You have performed the initial configuration of the Management Ethernet interface.

* You know how to apply the generalized interface name specification rack/s ot/modul e/port.
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A\

Note For transparent switchover, both active and standby Management Ethernet interfaces are expected to be
physically connected to the same LAN or switch.

Restrictions on Cisco NCS 540 Series Routers

The restrictions are applicable on the following routers.

* N540-28Z4C-SYS-A

* N540-28Z4C-SYS-D

* N540X-16Z4G8Q2C-A

* N540X-16Z4G8Q2C-D

* N540-12Z20G-SYS-A

* N540-12Z220G-SYS-D

* N540X-12Z16G-SYS-A

* N540X-12Z16G-SYS-D

» Virtual IPv6 addressing is not supported on the management interface.

How to Perform Advanced Management Ethernet Interface
Configuration

This section contains the following procedures:

IPv6 Stateless Address Auto Configuration on Management Interface

Perform this task to enable IPv6 stateless auto configuration on Management interface.

Procedure
Step 1 configure
Example:
RP/0/RP0O/CPUO:router# configure
Enters global configuration mode.
Step 2 interface M gmtEth interface-path-id
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Step 3

Step 4

Step 5

IPv6 Stateless Address Auto Configuration on Management Interface .

Example:

RP/0/RP0O/CPUO:router (config)# interface MgmtEth 0/RP0/CPU0/0

Enters interface configuration mode and specifies the Ethernet interface name and notation
rack/slot/module/port.

The example indicates port 0 on the RP card that is installed in slot 0.

ipv6 address autoconfig

Example:

RP/0/RPO/CPUO:router (config-if)# ipv6 address autoconfig
Enable IPv6 stateless address auto configuration on the management port.
end or commit

Example:

RP/0/RPO/CPUO:router (config-if) # end

or

RP/0/RPO/CPUO:router (config-if)# commit
Saves configuration changes.

* When you issue the end command, the system prompts you to commit changes:

Uncommitted changes found, commit them before exiting(yes/no/cancel)?
[cancel]:

* Entering yessaves configuration changes to the running configuration file, exits the configuration session,
and returns the router to EXEC mode.

* Entering no exits the configuration session and returns the router to EXEC mode without committing
the configuration changes.

* Entering cancel leaves the router in the current configuration session without exiting or committing the
configuration changes.

* Use the commit command to save the configuration changes to the running configuration file and remain
within the configuration session.

show ipv6 interfaces interface-path-id

Example:

RP/0/RP0O/CPUO:router# show ipv6 interfaces gigabitEthernet 0/0/0/0

(Optional) Displays statistics for interfaces on the router.
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Example

This example displays :

RP/0/RP0O/CPUO:router# configure

RP/0/RPO/CPUO: router (config) 4 interface MgmtEth 0/RP0/CPU0/0
RP/0/RP0O/CPUO:router (config-if) # ipv6é address autoconfig
RP/0/RP0O/CPUO:router (config-if)# commit

RP/0/RPO/CPUO:router# show ipvé interfaces gigabitEthernet 0/0/0/0

Fri Nov 4 16:48:14.372 IST
GigabitEthernet0/2/0/0 is Up, ipv6 protocol is Up, Vrfid is default (0x60000000)
IPv6 is enabled, link-local address is fe80::dl:leff:fe2b:baf
Global unicast address(es):
5::dl:leff:fe2b:baf [AUTO CONFIGURED], subnet is 5::/64 <<<<<< auto configured address

Joined group address(es): ff02::1:ff2b:baf £f02::2 ££f02::1
MTU is 1514 (1500 is available to IPv6)

ICMP redirects are disabled

ICMP unreachables are enabled

ND DAD is enabled, number of DAD attempts 1

ND reachable time is 0 milliseconds

ND cache entry limit is 1000000000

ND advertised retransmit interval is 0 milliseconds

Hosts use stateless autoconfig for addresses.

Outgoing access list is not set

Inbound common access list is not set, access list is not set
Table Id is 0xe0800000

Complete protocol adjacency: 0

Complete glean adjacency: 0

Incomplete protocol adjacency: 0

Incomplete glean adjacency: 0O

Dropped protocol request: 0

Dropped glean request: 0

Configuring a Management Ethernet Interface

Perform this task to configure a Management Ethernet interface. This procedure provides the minimal
configuration required for the Management Ethernet interface.

Procedure
Step 1 configure
Example:
RP/0/RP0O/CPUO:router# configure
Enters global configuration mode.
Step 2 interface MgmtEth interface-path-id

Example:
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Step 3

Step 4

Step 5

Step 6

Step 7

Configuring a Management Ethernet Interface .

RP/0/RP0O/CPUO:router (config) # interface MgmtEth 0/RP0/CPUO/O

Enters interface configuration mode and specifies the Ethernet interface name and notation
rack/dlot/module/port.

The example indicates port 0 on the RP card that is installed in slot 0.

ipv4 address ip-address mask

Example:

RP/0/RP0O/CPUO:router (config-if)# ipv4 address 1.76.18.150/16 (or)
ipv4 address 1.76.18.150 255.255.0.0

Assigns an IP address and subnet mask to the interface.

* Replace ip-address with the primary IPv4 address for the interface.

* Replace mask with the mask for the associated IP subnet. The network mask can be specified in either
of two ways:

* The network mask can be a four-part dotted decimal address. For example, 255.255.0.0 indicates that
each bit equal to 1 means that the corresponding address bit belongs to the network address.

* The network mask can be indicated as a slash (/) and number. For example, /16 indicates that the first
16 bits of the mask are ones, and the corresponding bits of the address are network address.

no ipv6 address autoconfig

Example:

RP/0/RP0O/CPUO:router (config-if) # no ipvé6 address autoconfig
(Optional) Disables IPv6 address on the interface.
mtu bytes

Example:

RP/0/RP0/CPUO:router (config-if)# mtu 1488
(Optional) Sets the maximum transmission unit (MTU) byte value for the interface. The default is 1514.

* The default is 1514 bytes.

* The range for the Management Ethernet interface Interface mtu values is 64 to 1514 bytes.

no shutdown

Example:

RP/0/RPO/CPUO:router (config-if) # no shutdown

Removes the shutdown configuration, which removes the forced administrative down on the interface, enabling
it to move to an up or down state.

end or commit

Example:
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Step 8

RP/0/RP0O/CPUO:router (config-if)# end

or

RP/0/RPO/CPUO:router (config-if)# commit
Saves configuration changes.

* When you issue the end command, the system prompts you to commit changes:

Uncommitted changes found, commit them before exiting(yes/no/cancel)?
[cancel]:

* Entering yesSsaves configuration changes to the running configuration file, exits the configuration session,
and returns the router to EXEC mode.

* Entering no exits the configuration session and returns the router to EXEC mode without committing
the configuration changes.

* Entering cancel leaves the router in the current configuration session without exiting or committing the
configuration changes.

* Use the commit command to save the configuration changes to the running configuration file and remain
within the configuration session.

show interfaces M gmtEth interface-path-id

Example:

RP/0/RP0O/CPUO:router# show interfaces MgmtEth 0/RP0O/CPU0/0

(Optional) Displays statistics for interfaces on the router.

Example

This example displays advanced configuration and verification of the Management Ethernet interface
on the RP:

RP/0/RP0O/CPUO:router# configure

RP/0/RP0O/CPUO:router (config) # interface MgmtEth 0/RP0/CPU0/0
RP/0/RP0O/CPUO:router (config-if)# ipv4 address 1.76.18.150/16
RP/0/RP0O/CPUO:router (config-if) # no ipv6é address autoconfig
RP/0/RPO/CPUO:router (config-if) # no shutdown

RP/0/RP0O/CPUO:router (config-if)# commit

RP/0/RPO/CPUO:router:Mar 26 01:09:28.685 :ifmgr[190] :$LINK-3-UPDOWN :Interface
MgmtEthO/RP0O/CPU0/0, changed state to Up

RP/0/RP0O/CPUO:router (config-if)# end

RP/0/RPO/CPUO:routerf show interfaces MgmtEth 0/RP0/CPU0/0

MgmtEth0/RP0O/CPUO/0 is up, line protocol is up
Interface state transitions: 3
Hardware is Management Ethernet, address is 1005.cad8.4354 (bia 1005.cad8.4354)
Internet address is 1.76.18.150/16
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MTU 1488 bytes, BW 1000000 Kbit (Max: 1000000 Kbit)
reliability 255/255, txload 0/255, rxload 0/255
Encapsulation ARPA,
Full-duplex, 1000Mb/s, 1000BASE-T, link type is autonegotiation
loopback not set,
Last link flapped 00:00:59
ARP type ARPA, ARP timeout 04:00:00
Last input 00:00:00, output 00:00:02
Last clearing of "show interface" counters never
5 minute input rate 4000 bits/sec, 3 packets/sec
5 minute output rate 0 bits/sec, 0 packets/sec
21826 packets input, 4987886 bytes, 0 total input drops
0 drops for unrecognized upper-level protocol
Received 12450 broadcast packets, 8800 multicast packets
0 runts, 0 giants, 0 throttles, 0 parity
0 input errors, 0 CRC, 0O frame, O overrun, 0 ignored, 0 abort
1192 packets output, 217483 bytes, 0 total output drops
Output O broadcast packets, 0 multicast packets
0 output errors, 0 underruns, 0 applique, 0 resets
0 output buffer failures, 0 output buffers swapped out
3 carrier transitions

RP/0/RPO/CPUO:router# show running-config interface MgmtEth 0/RP0/CPU0/0

interface MgmtEthO/RP0O/CPU0/0
mtu 1488

ipv4 address 1.76.18.150/16
ipv6 address 2002::14c:125a/64

ipvé enable
|

The following example displays VRF configuration and verification of the Management Ethernet
interface on the RP with source address:

RP/0/RPO/CPUO:router show run interface MgmtEth 0/RP0/CPU0/0
interface MgmtEthO/RP0O/CPU0/0

vrf httpupload

ipv4 address 10.8.67.20 255.255.0.0

ipv6 address 2001:10:8:67::20/48
|

RP/0/RP0O/CPUO:router# show run http
Wed Jan 30 14:58:53.458 UTC

http client vrf httpupload
http client source-interface ipv4 MgmtEth0/RP0/CPU0/0

RP/0/RP0O/CPUO:router¥ show run vrf
Wed Jan 30 14:59:00.014 UTC

vrf httpupload

|

Verifying Management Ethernet Interface Configuration

Perform this task to verify configuration modifications on the Management Ethernet interfaces.
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Procedure

Step 1 show interfaces MgmtEth interface-path-id

Example:

RP/0/RP0O/CPUO:router# show interfaces MgmtEth 0/RPO/CPU0/0
MgmtEth0/RPO/CPU0/0 is up, line protocol is up
Interface state transitions: 3
Hardware is Management Ethernet, address is 4cel.767c.3b00 (bia 4cel.767c.3b00)
Internet address is 1.76.18.150/16
MTU 1488 bytes, BW 1000000 Kbit (Max: 1000000 Kbit)
reliability 255/255, txload 0/255, rxload 0/255
Encapsulation ARPA,
Full-duplex, 1000Mb/s, 1000BASE-T, link type is autonegotiation
loopback not set,
Last link flapped 11lwbd
ARP type ARPA, ARP timeout 04:00:00
Last input 00:00:00, output 02:26:34
Last clearing of "show interface" counters never
5 minute input rate 12000 bits/sec, 11 packets/sec
5 minute output rate 0 bits/sec, 0 packets/sec
12703775975 packets input, 3169461581071 bytes, 0 total input drops
0 drops for unrecognized upper-level protocol
Received 12696055435 broadcast packets, 3869832 multicast packets
0 runts, 0 giants, 0 throttles, 0 parity
0 input errors, 0 CRC, 0O frame, O overrun, 0 ignored, 0 abort
15836861 packets output, 6225384076 bytes, 0 total output drops
Output O broadcast packets, 4 multicast packets
0 output errors, 0 underruns, 0 applique, 0 resets
0 output buffer failures, 0 output buffers swapped out
3 carrier transitions

Displays the Management Ethernet interface configuration.

Step 2 show running-config interface M gmtEth interface-path-id

Example:

RP/0/RP0O/CPUO:router# show running-config interface MgmtEth 0/RP0O/CPU0/0
interface MgmtEthO/RP0O/CPU0/0

mtu 1488

vrf mgmt

ipv4 address 1.76.18.150 255.255.0.0

|

RP/0/RP0O/CPUO: router#

Displays the running configuration.
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CHAPTER 3

Configuring Ethernet Interfaces

This module describes the configuration of Ethernet interfaces.

The following distributed ethernet architecture delivers network scalability and performance, while enabling
service providers to offer high-density, high-bandwidth networking solutions.

* 1-Gigabit

* 10-Gigabit
* 25-Gigabit
* 40-Gigabit
* 100-Gigabit

Tip  You can programmatically configure and manage the Ethernet interfaces using openconfig-ethernet-if.yang

and openconfig-interfaces.yang OpenConfig data models. To get started with using data models, see the
Programmability Configuration Guide for Cisco NCS540 Series Routers.

These solutions are designed to interconnect the router with other systems in point-of-presence (POP)s,
including core and edge routers and Layer 2 and Layer 3 switches.

Restrictions for Configuring Ethernet Interfaces
* Router does not support configuration of the static mac address.
* As per design, traffic logs for incoming CRC error packets don’t display packets per second (PPS) and
other packet-specific information, as highlighted below.

Router# show interface tenGigE 0/0/0/10 | include packets

5 minute input rate 541242000 bits/sec, 0 packets/sec

5 minute output rate 0 bits/sec, 0 packets/sec
0 packets input, 7718374402816 bytes, 0 total input drops
Received 0 broadcast packets, 0 multicast packets
2952 packets output, 389664 bytes, 0 total output drops
Output 0 broadcast packets, 2952 multicast packets

* The router doesn’t support connecting a 1Gig copper cable to a 25GbE or higher speed QSFP ports.
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. Configuring Physical Ethernet Interfaces

* For 1Gig fibre cable, the router doesn’t support auto-negotiation for 25GbE or higher speed QSFP ports.

* Configuring Physical Ethernet Interfaces, on page 16

* Information About Configuring Ethernet, on page 19

* Link Layer Discovery Protocol (LLDP), on page 29

* Transmission of VLAN-Tagged LLDP Packets, on page 30
* Enabling LLDP Globally, on page 31

* Enabling LLDP Per Interface, on page 32

* How to Configure Interfaces in Breakout Mode, on page 33
* Disable Auto-Squelching, on page 37

Configuring Physical Ethernet Interfaces

Procedure

Step 1

Step 2

Step 3

Step 4

Use this procedure to create a basic Ethernet interface configuration.

show version

Example:

RP/0/RP0O/CPUO:router# show version

(Optional) Displays the current software version, and can also be used to confirm that the router recognizes
the line card.

show interfaces [GigE | TenGigE | TwentyFiveGigE | FortyGigE | HundredGigE] interface-path-id

Example:
RP/0/RP0/CPUO:router# show interface HundredGigE 0/0/1/0
(Optional) Displays the configured interface and checks the status of each interface port.

configure

Example:

RP/0/RPO/CPUO:router# configure terminal

Enters global configuration mode.

interface [GigE | TenGigE | TwentyFiveGigE | FortyGigE | HundredGigE] interface-path-id

Example:

RP/0/RPO/CPUO:router (config) # interface HundredGigE 0/0/1/0

Enters interface configuration mode and specifies the Ethernet interface name and notation
rack/slot/module/port. Possible interface types for this procedure are:

* GigE
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Step 5

Step 6

Step 7

Configuring Physical Ethernet Interfaces .

- 10GigE
« 25GigE
« 40GigE
« 100GigE

Note *» The example indicates a 100-Gigabit Ethernet interface in the line card in slot
1.

The supported interface-path-id ranges are:
» Gige — 0/0/0/0 - 0/0/0/31
» TenGigE — 0/0/0/0 - 0/0/0/31
» TwentyFiveGigE — 0/0/0/24 - 0/0/0/31
» FortyGigE — 0/0/1/0 - 0/0/1/1
» HundredGigE — 0/0/1/0 - 0/0/1/1

ipv4 address ip-address mask

Example:

RP/0/RP0O/CPUO:router (config-if)# ipv4 address 172.18.189.38 255.255.255.224
Assigns an IP address and subnet mask to the interface.

* Replace ip-address with the primary IPv4 address for the interface.

* Replace mask with the mask for the associated IP subnet. The network mask can be specified in either
of two ways:

* The network mask can be a four-part dotted decimal address. For example, 255.0.0.0 indicates that each
bit equal to 1 means that the corresponding address bit belongs to the network address.

* The network mask can be indicated as a slash (/) and number. For example, /8 indicates that the first 8
bits of the mask are ones, and the corresponding bits of the address are network address.

mtu bytes

Example:

RP/0/RP0/CPUO:router (config-if)# mtu 2000
(Optional) Sets the MTU value for the interface.
* The configurable range for MTU values is 1514 bytes to 9646 bytes.

* The default is 1514 bytes for normal frames and 1518 bytes for 802.1Q tagged frames.

no shutdown

Example:
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RP/0/RPO/CPUO:router (config-if) # no shutdown

Removes the shutdown configuration, which forces an interface administratively down.

Step 8 show interfaces [GigE TenGigETwentyFiveGigE TwentyFiveGigE FortyGigE HundredGigE ]
interface-path-id

Example:

RP/0/RPO/CPUO:router# show interfaces HundredGigE
0/0/1/0

(Optional) Displays statistics for interfaces on the router.

Example

This example shows how to configure an interface for a 100-Gigabit Ethernet line card:

RP/0/RP0O/CPUO:router# configure
RP/0/RP0O/CPUO: router (config) # interface HundredGigE 0/0/1/0
RP/0/RP0O/CPUO:router (config-if) # ipv4 address 172.18.189.38 255.255.255.224

RP/0/RP0O/CPUO:router (config-if) # mtu 2000

RP/0/RP0O/CPUO:router (config-if)# no shutdown
RP/0/RPO/CPUO:router (config-if) # end
Uncommitted changes found, commit them? [yes]: yes

RP/0/RPO/CPUO:router# show interfaces HundredGigE 0/0/1/0
HundredGigE0/0/1/0 is up, line protocol is up
Interface state transitions: 1
Hardware is HundredGigE, address is 6219.8864.e330 (bia 6219.8864.e330)
Internet address is 3.24.1.1/24
MTU 9216 bytes, BW 100000000 Kbit (Max: 100000000 Kbit)
reliability 255/255, txload 3/255, rxload 3/255
Encapsulation ARPA,
Full-duplex, 100000Mb/s, link type is force-up
output flow control is off, input flow control is off
Carrier delay (up) is 10 msec
loopback not set,
Last link flapped 10:05:07
ARP type ARPA, ARP timeout 04:00:00
Last input 00:08:56, output 00:00:00
Last clearing of "show interface" counters never
5 minute input rate 1258567000 bits/sec, 1484160 packets/sec
5 minute output rate 1258584000 bits/sec, 1484160 packets/sec
228290765840 packets input, 27293508436038 bytes, 0 total input drops
0 drops for unrecognized upper-level protocol
Received 15 broadcast packets, 45 multicast packets
0 runts, 0 giants, 0 throttles, 0 parity
0 input errors, 0 CRC, O frame, O overrun, 0 ignored, 0 abort
212467849449 packets output, 25733664696650 bytes, 0 total output drops
Output 23 broadcast packets, 15732 multicast packets
39 output errors, 0 underruns, 0 applique, 0 resets
0 output buffer failures, 0 output buffers swapped out
0 carrier transitions
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Information About Configuring Ethernet .

RP/0/RPO/CPUO:routery show running-config interface HundredGigE 0/0/1/0

interface HundredGigE 0/0/1/0

mtu 9216

ipv4 address 3.24.1.1 255.255.255.0
ipv6 address 3:24:1::1/64

flow ipv4 monitor perfv4 sampler fsm ingress

Information About Configuring Ethernet

This section provides the following information sections:

Default Configuration Values for 100-Gigabit Ethernet

This table describes the default interface configuration parameters that are present when an interface is enabled
on a 10-Gigabit Ethernet or 100-Gigabit Ethernet line card.

\}

Note

You must use the shutdown command to bring an interface administratively down. The interface default is

no shutdown. When a line card is first inserted into the router, if there is no established preconfiguration for
it, the configuration manager adds a shutdown item to its configuration. This shutdown can be removed only

be entering the no shutdown command.

Table 1: 100-Gigabit Ethernet line card Default Configuration Values

Parameter

Configuration File Entry

Default Value

MTU

mtu

* 1514 bytes for normal
frames

* 1518 bytes for 802.1Q
tagged frames.

* 1522 bytes for Q-in-Q
frames.

MAC address

mac address

Hardware burned-in address
(BIA)

Network Interface Speed

1Gig interfaces connected through copper or fiber cable can have interface speed of either 100 Mbps or 1000
Mbps. This is applicable on 1Gig interface with a 1000Base-T module (GLC-TE). By default 1G interface

has following capabilities:

* Speed—1000 Mbps for fiber cable and autonegotiate for copper cable
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* Duplex—Full
» Pause—Receive Part (RX) and Transmit Part (TX)

The copper and fiber cables have same default values as mentioned above but autonegotiation is default for
copper cable.

The speed can either configured or set to autonegotiate with remote end interface. When in autonegotiation
mode, an interface is capable of negotiating the speed of 100 Mbps or 1000 Mbps depending on the speed at
the remote end interface; and other parameters such as full duplex and pause are also autonegotiated.

Autonegotiation is an optional function of the Fast Ethernet standard that enables devices to automatically
exchange information over a link about speed and duplex abilities. Autonegotiation is very useful for ports
where devices with different capabilities are connected and disconnected on a regular basis.

N

Note Autonegotiation is disabled by default, but it's mandatory on QSFP-100G-CUxM link. You must enable
autonegotiation manually when you use I00GBASE-CR4 DAC cable.

Configuring Network Interface Speed

You can configure the network interface speed by using on of the following methods:

* Using the speed command
« Using the negotiation auto command

« Using both speed and negotiation auto command

\}

Note It is mandatory to configure network interface speed using the speed command.

Using the speed command

When you configure the speed of the network interface (1G) using the speed command, the interface speed
is forced to the configured speed by limiting the speed value of the auto negotiated parameter to the configured
speed.

This sample configuration forces the Gig interface speed to 100Mbps.

\}

Note The interface speed at remote end is also set to 100Mbps.

#configuration
(config) #interface GigabitEthernet 0/0/0/31
(config-if) #speed 100
(config-if) #commit
(config-if) #end

Use the show controller GigE and show interface GigE commands to verify if the speed is configured to
100Mbps and autonegotiation is disabled:
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#show controllers GigabitEthernet 0/0/0/31
Operational data for interface GigabitEthernet0/0/0/31:
State:
Administrative state:
Operational state: Up

enabled

LED state: Green On
Phy:
Media type: Four-pair Category 5 UTP PHY, full duplex
Optics:
Vendor: CISCO
Part number: SBCU-5740ARZ-CS1
Serial number: AVC194525HW
Wavelength: 0 nm

Digital Optical Monitoring:

Transceiver Temp: 0.000 C
Transceiver Voltage: 0.000 V
Alarms key: (H) Alarm high, (h) Warning high
(L) Alarm low, (1) Warning low
Wavelength Tx Power Rx Power Laser Bias
Lane (nm) (dBm) (mW) (dBm) (mW) (mA)
n/a 0.0 1.0000 0.0 1.0000 0.000
DOM alarms:
No alarms
Alarm Alarm Warning Warning Alarm
Thresholds High High Low Low
Transceiver Temp (C): 0.000 0.000 0.000 0.000
Transceiver Voltage (V): 0.000 0.000 0.000 0.000
Laser Bias (mA): 0.000 0.000 0.000 0.000
Transmit Power (mW) : 1.000 1.000 1.000 1.000
Transmit Power (dBm) : 0.000 0.000 0.000 0.000
Receive Power (mW): 1.000 1.000 1.000 1.000
Receive Power (dBm): 0.000 0.000 0.000 0.000
Statistics:
FEC:

Corrected Codeword Count: 0
Uncorrected Codeword Count: 0

MAC address information:
Operational address: 0035.1a00.e67c
Burnt-in address: 0035.1a00.e62c
Autonegotiation disabled.

Operational values:
Speed: 100Mbps
Duplex: Full Duplex
Flowcontrol: None
Loopback: None (or external)
MTU: 1514
MRU: 1514
Forward error correction:

/*Gig interface speed is set to 100Mbps */

Disabled

#show interfaces GigabitEthernet 0/0/0/31
GigabitEthernet0/0/0/31 is up, line protocol is up
Interface state transitions: 7
Hardware is GigabitEthernet, address is 0035.1a00.e62c
Internet address is Unknown
MTU 1514 bytes, BW 100000 Kbit

(bia 0035.1a00.e62c)

(Max: 100000 Kbit)
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reliability 255/255, txload 0/255, rxload 0/255
Encapsulation ARPA,
Full-duplex, 100Mb/s, TFD, link type is force-up
output flow control is off, input flow control is off
Carrier delay (up) is 10 msec
loopback not set,
Last link flapped 00:00:30
Last input 00:00:00, output 00:00:00
Last clearing of "show interface" counters never
30 second input rate 1000 bits/sec, 1 packets/sec
30 second output rate 0 bits/sec, 1 packets/sec
90943 packets input, 11680016 bytes, 0 total input drops
0 drops for unrecognized upper-level protocol
Received 0 broadcast packets, 90943 multicast packets
0 runts, 0 giants, 0 throttles, 0 parity
0 input errors, 0 CRC, 0 frame, 0 overrun, 0 ignored, 0 abort
61279 packets output, 4347618 bytes, 0 total output drops
Output 0 broadcast packets, 8656 multicast packets
0 output errors, 0 underruns, 0 applique, 0 resets
0 output buffer failures, 0 output buffers swapped out
8 carrier transitions

In the above show output you will observe that the state of the GigabitEthernet0/0/0/31 is up, and line protocol
is up. This is because the speed at both ends is 100Mbps.

Configuring Maximum Interface

Starting from Release 24.1.1, the N540-24Q8L2DD-SY'S router supports up to 1.1Tbps speed. Following are
few sample configuration combinations that will help to achieve upto 1.1Tbps speed:

* 3x100GE + 32x25GE interfaces
* 3x100GE + 31x25GE + 1x10GE interfaces
» 4x100GE + 24x25GE + 8x10GE interfaces
* 4x100GE + 28x25GE interfaces

Before the Release 24.1.1, the N540-24Q8L2DD-SYS router supports up to 1Tbps speed. This speed can be
achieved with a default combination of 2x100GE + 32x25GE interfaces. Ports with high speed bandwidth
allows support for lower speed transceivers.

Figure 1: N540-24Q8L2DD-SYS Router Supports up to 1Thps

2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32

25|25 25|25 |25|25|25|25|25| 25|25/ 25| 25| 25| 25|25

| 100 [ 100 | 25(25|25(25| |25(|25|25|25|25|25|25|25|25|25|25|25
0 1 T 1 13 15 17 19 21 23 25 27 29 31 33 |
40G/100G/200G/400G 1G/10G/25G/50G )

(QDD) isFose) 1G/10G/25G (SFP28)

Apart from the default combination, to support higher speed bandwidth on the interfaces, you need to
reconfigure the controllers so that the maximum speed is still within 1Tbps.

Router (config) #controller optics 0/0/0/x
Router (config-Optics) #speed ?
WORD 1g | 10g | 25g | 40g | 50g | 100g | 200g | 300g | 400g | none
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Following sample configuration enables up to 1Tbps speed with a combination of 2x400GE + 20x10GE
interfaces.

/* Configure speed 400g on ports 0 and 1 */
Router (config) #controller optics 0/0/0/0

Router (config-Optics) #speed 400g

Router (config-Optics) #controller optics 0/0/0/1
Router (config-Optics) #speed 400g

/* Configure speed 10g on ports from 2 to 21 */
Router (config-Optics) #controller optics 0/0/0/2
Router (config-Optics) #speed 10g

Router (config-Optics) #controller optics 0/0/0/21
Router (config-Optics) #speed 10g

/* Configure speed none on ports from 22 to 33 */
Router (config-Optics) #controller optics 0/0/0/22
Router (config-Optics) #speed none

Router (config-Optics) #controller optics 0/0/0/33
Router (config-Optics) #speed none

/* Commit all port configurations with single commit */
Router (config-Optics) #commit
Restrictions and Limitations

Depending on the capacity used on the 400GE port, there are only limited combinations with speed restrictions
in configuring S0GE ports. Below are some sample combinations on the port restrictions in the
N540-24Q8L2DD-SYS router:

* If a maximum of 200GE is configured on port 1, then ports 3, 5, 7, and 9 supports only S0GE, when
50GE is configured on ports 2, 4, 6, and 8.

Figure 2: Restricted 50GE Support on Ports 3,5,7, and 9

2 4 B 8
50| 50| 50|50
=400 =200 50| 50| 50| 50
0 1 3 5 7 9 g
40G/100G/200G/400G 1G/10G/25G/50G
(QDD) (SFP5E)

* [f a maximum of 300GE is configured on port 1, then:

* Port 7 is disabled if SOGE is configured on port 6

* Port 9 is disabled if S0GE is configured on port 8
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Figure 3: No Support on Ports 7 and 9

2 4 6 8
50| 50| 50| 50
<400 300 50 | 50
0 1 3 5 7 9
40G/100G/200G/400G 1G/10G/25G/50G
(QDD) (SFP56)

523987

* [f maximum of 400GE is configured on port 1, then:

* Port 3 is disabled if SOGE is configured on port 2

* Port 5 is disabled if S0GE is configured on port 4

* Port 7 is disabled if S0GE is configured on port 6

* Port 9 is disabled if SOGE is configured on port 8

Figure 4: No Support on Ports 35,7, and 9

2 4 6 8
50| 50| 50|50
<400 400
0 1 3 5 7 9
40G/100G/200G/400G 1G/10G/25G/50G
(QDD) (SFP56)

Using the negotiation auto command

523gel
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When you configure the network interface speed using negotiation auto command, the speed is autonegotiated
with the remote end interface. This command enhances the speed capability to 100M or 1G to be negotiated

with the peer.

This sample configuration sets the interface speed to autonegotiate:

\}

Note The interface speed at remote end is set to 100Mbps.

\)

Note From Cisco IOS XR Software Release 7.3.2 onwards, autonegotiation is not enabled by default. Use the
negotiation auto command to enable autonegotiation.

#configuration

(config) #interface GigabitEthernet 0/0/0/31

(config-if) #negotiation auto
(config-if) #commit
(config-if) #end
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Use the show controller GigE and show interface GigE commands to verify if the speed is autonegotiated:

#show interfaces GigabitEthernet 0/0/0/31
GigabitEthernet0/0/0/31 is up, line protocol is up
Interface state transitions: 10
Hardware is GigabitEthernet, address is 0035.1a00.e62c (bia 0035.1a00.e62c)
Internet address is Unknown
MTU 1514 bytes, BW 100000 Kbit (Max: 100000 Kbit)
reliability 255/255, txload 0/255, rxload 0/255
Encapsulation ARPA,
Full-duplex, 100Mb/s, TFD, link type is autonegotiation
output flow control is off, input flow control is off
Carrier delay (up) is 10 msec
loopback not set,
Last link flapped 00:00:01
Last input 00:00:00, output 00:00:00
Last clearing of "show interface" counters never
30 second input rate 1000 bits/sec, 1 packets/sec
30 second output rate 0 bits/sec, 0 packets/sec
91005 packets input, 11687850 bytes, 0 total input drops
0 drops for unrecognized upper-level protocol
Received 0 broadcast packets, 91005 multicast packets
0 runts, 0 giants, 0 throttles, 0 parity
0 input errors, 0 CRC, 0 frame, 0 overrun, 0 ignored, 0 abort
61307 packets output, 4350024 bytes, 0 total output drops
Output 0 broadcast packets, 8668 multicast packets
0 output errors, 0 underruns, 0 applique, 0 resets
0 output buffer failures, 0 output buffers swapped out
15 carrier transitions

In the above show output you see that GigabitEthernet0/0/0/31 is up, and line protocol is up.

#show controllers GigabitEthernet 0/0/0/31
Operational data for interface GigabitEthernet0/0/0/31:

State:
Administrative state: enabled
Operational state: Up
LED state: Green On

Phy:
Media type: Four-pair Category 5 UTP PHY, full duplex
Optics:
Vendor: CISCO
Part number: SBCU-5740ARZ-CS1
Serial number: AVC194525HW
Wavelength: 0 nm
Digital Optical Monitoring:
Transceiver Temp: 0.000 C
Transceiver Voltage: 0.000 V

Alarms key: (H) Alarm high, (h) Warning high
(L) Alarm low, (1) Warning low

Wavelength Tx Power Rx Power Laser Bias
Lane (nm) (dBm) (mW) (dBm) (mW) (mA)
0 n/a 0.0 1.0000 0.0 1.0000 0.000
DOM alarms:

No alarms

Alarm Alarm Warning Warning Alarm
Thresholds High High Low Low
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Transceiver Temp (C): 0.000 0.000 0.000 0.000
Transceiver Voltage (V): 0.000 0.000 0.000 0.000
Laser Bias (mA): 0.000 0.000 0.000 0.000
Transmit Power (mW) : 1.000 1.000 1.000 1.000
Transmit Power (dBm) : 0.000 0.000 0.000 0.000
Receive Power (mW) : 1.000 1.000 1.000 1.000
Receive Power (dBm) : 0.000 0.000 0.000 0.000
Statistics:
FEC:

Corrected Codeword Count: 0
Uncorrected Codeword Count: O

MAC address information:
Operational address: 0035.1a00.e67c
Burnt-in address: 0035.1a00.e62c

Autonegotiation enabled:
No restricted parameters

Operational values:
Speed: 100Mbps
Duplex: Full Duplex
Flowcontrol: None
Loopback: None (or external)
MTU: 1514
MRU: 1514

Forward error correction: Disabled

Using speed and negotiation auto command

When you configure the speed of the network interface (1G) using the speed and negotiation auto command,
the interface autonegotiates all the paramets (full-duplex and pause) except speed. The speed is forced to the
configured value.

This sample shows how to configures Gig interface speed to 100Mbps and autonegotiate other parameters:

)

Note

The interface speed at remote end is set to 100Mbps.

#configuration

(config) #interface GigabitEthernet 0/0/0/31
(config-if) #negotiation auto

(config-if) #speed 100

(config-if) #end

Use the show controller GigE and show interface GigE command to verify if the link is up, speed is forced
to 100Mbps and autonegotiation is enabled:

#show interfaces GigabitEthernet 0/0/0/31
GigabitEthernet0/0/0/31 is up, line protocol is up
Interface state transitions: 9
Hardware is GigabitEthernet, address is 0035.1a00.e62c
Internet address is Unknown
MTU 1514 bytes, BW 100000 Kbit (Max:
reliability 255/255, txload 0/255,
Encapsulation ARPA,
Full-duplex, 100Mb/s, TFD, link type is autonegotiation
output flow control is off, input flow control is off
Carrier delay (up) is 10 msec

(bia 0035.1a00.e62c)

100000 Kbit)
rxload 0/255
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loopback not set,

Last link flapped 00:00:03

Last input 00:00:00, output 00:00:00

Last clearing of "show interface" counters never
30 second input rate 0 bits/sec, 1 packets/sec
30 second output rate 0 bits/sec, 0 packets/sec

Using speed and negotiation auto command .

90968 packets input, 11683189 bytes, 0 total input drops

0 drops for unrecognized upper-level protocol

Received 0 broadcast packets, 90968 multicast packets

0 runts, 0 giants, 0 throttles, 0 parity

0 input errors, 0 CRC, O frame, O overrun, 0 ignored,

0 abort

61287 packets output, 4348541 bytes, 0 total output drops

Output O broadcast packets, 8664 multicast packets
0 output errors, 0 underruns, 0 applique, 0 resets

0 output buffer failures, 0 output buffers swapped out

12 carrier transitions

In the above show output you will observe that the GigabitEthernet0/0/0/31 is up, and line protocol is up This

is because the speed at both ends is 100Mbps.

#show controllers GigabitEthernet 0/0/0/31
Operational data for interface GigabitEthernet0/0/0/31:

State:
Administrative state: enabled
Operational state: Up
LED state: Green On

Phy:

Media type: Four-pair Category 5 UTP PHY, full duplex

Optics:
Vendor: CISCO
Part number: SBCU-5740ARZ-CS1
Serial number: AVC194525HW
Wavelength: 0 nm

Digital Optical Monitoring:
Transceiver Temp: 0.000 C
Transceiver Voltage: 0.000 V

Alarms key: (H) Alarm high, (h) Warning high
(L) Alarm low, (1) Warning low

Wavelength Tx Power Rx Power Laser Bias

Lane (nm) (dBm) (mW) (dBm) (mW) (mA)
n/a 0.0 1.0000 0.0 1.0000 0.000

DOM alarms:

No alarms
Alarm Alarm Warning Warning Alarm
Thresholds High High Low Low
Transceiver Temp (C): 0.000 0.000 0.000 0.000
Transceiver Voltage (V): 0.000 0.000 0.000 0.000
Laser Bias (mA): 0.000 0.000 0.000 0.000
Transmit Power (mW) : 1.000 1.000 1.000 1.000
Transmit Power (dBm): 0.000 0.000 0.000 0.000
Receive Power (mW): 1.000 1.000 1.000 1.000
Receive Power (dBm): 0.000 0.000 0.000 0.000

Statistics:

FEC:

Corrected Codeword Count: 0
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Uncorrected Codeword Count: O

MAC address information:
Operational address: 0035.1a00.e67c
Burnt-in address: 0035.1a00.e62c

Autonegotiation enabled:
Speed restricted to: 100Mbps /* autonegotiation is enabled and speed is forced to

100Mbps*/

Operational values:
Speed: 100Mbps
Duplex: Full Duplex
Flowcontrol: None
Loopback: None (or external)
MTU: 1514
MRU: 1514
Forward error correction: Disabled

Ethernet MTU

The Ethernet maximum transmission unit (MTU) is the size of the largest frame, minus the 4-byte frame check
sequence (FCS), that can be transmitted on the Ethernet network. Every physical network along the destination
of a packet can have a different MTU.

Cisco IOS XR software supports two types of frame forwarding processes:

* Fragmentation for IPV4 packets—In this process, [Pv4 packets are fragmented as necessary to fit within
the MTU of the next-hop physical network.

)

Note IPv6 does not support fragmentation.

* MTU discovery process determines largest packet size—This process is available for all IPV6 devices,
and for originating IPv4 devices. In this process, the originating IP device determines the size of the
largest IPv6 or IPV4 packet that can be sent without being fragmented. The largest packet is equal to the
smallest MTU of any network between the IP source and the IP destination devices. If a packet is larger
than the smallest MTU of all the networks in its path, that packet will be fragmented as necessary. This
process ensures that the originating device does not send an IP packet that is too large.

\)

Note To enable hashing for L3 header only when the majority of traffic is fragmented, use the hw-module profile
|load-balance algorithm L 3-Only command.

Jumbo frame support is automatically enable for frames that exceed the standard frame size. The default value
is 1514 for standard frames and 1518 for 802.1Q tagged frames. These numbers exclude the 4-byte frame
check sequence (FCS).

The following list describes the properties of MTUs:
* Each physical port can have a different MTU.

» Main interface of each bundle can have one MTU value.
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* L3 sub-interface (bundle or physical) shares MTU profiles and can have a maximum of 3 unique configured
MTUs per NPU.

\}

Note L2 sub-interface MTU is not supported.

Link Layer Discovery Protocol (LLDP)

Cisco Discovery Protocol (CDP) is a device discovery protocol that runs over Layer 2. Layer 2 is also known
as the data link layer that runs on all Cisco-manufactured devices, such as routers, bridges, access servers,
and switches. CDP allows the network management applications to automatically discover and learn about
other Cisco devices that connect to the network.

To support non-Cisco devices and to allow for interoperability between other devices, it also supports the
IEEE 802.1AB LLDP. LLDP is also a neighbor discovery protocol that is used for network devices to advertise
information about themselves to other devices on the network. This protocol runs over the data link layer,
which allows two systems running different network layer protocols to learn about each other.

With LLDP, you can also access the information about a particular physical network connection. If you use
a non-Cisco monitoring tool (via SNMP,) LLDP helps you identify the Object Identifiers (OIDs) that the
system supports. The following are the supported OIDs:

+1.0.8802.1.1.2.1.4.1.1.4
+1.0.8802.1.1.2.1.4.1.1.5
+ 1.0.8802.1.1.2.1.4.1.1.6
+1.0.8802.1.1.2.1.4.1.1.7
+1.0.8802.1.1.2.1.4.1.1.8
+ 1.0.8802.1.1.2.1.4.1.1.9
+ 1.0.8802.1.1.2.1.4.1.1.10
+1.0.8802.1.1.2.1.4.1.1.11
+1.0.8802.1.1.2.1.4.1.1.12
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Transmission of VLAN-Tagged LLDP Packets

Table 2: Feature History Table

Feature Name Release Description
Transmission of VLAN-Tagged |Release 7.9.1 With this release, transmitting
LLDP Packets VLAN-tagged LLDP packets on

the subinterfaces is supported.
Earlier, if LLDP is enabled on a
subinterface, the LLDP packets are
sent without a VLAN tag.

VLAN-tagged LLDP packets help
to identify unauthorized devices on
the network and discover VLANs
configured on the network devices.
You can monitor and enforce
VLAN segregation, ensuring that
devices are connected to the correct
VLANSs and preventing
unauthorized access to sensitive
network segments.

You can enable VLAN tagging for
LLDP packets globally or on each
subinterface using these commands:

* Globally: lldp
subinterfaces-tagged

« Each subinterface: Ildp tagged

You can now transmit VLAN-tagged LLDP packets on the subinterfaces. When VLAN-tagged LLDP
transmission is enabled either globally or at subinterface level, VLAN information is added to the Ethernet
header of the constructed LLDP packet. For VLAN tagging, LLDP packet includes a TLV called the "Port
VLAN ID TLV" to convey VLAN information. This TLV contains the VLAN ID associated with the port or
interface of the sending device. It provides the receiving device with information about the VLAN membership
of the transmitting port. With this, the devices can exchange VLAN information during LLDP discovery and
facilitate the configuration and management of VLANs across the network.

Global VLAN-tagged LLDP Processing

You can enable VLAN tagging of LLDP packets globally on all subinterfaces after enabling LLDP on all
subinterfaces.

When you enable LLDP globally, all subinterfaces are automatically enabled for both transmit and receive
operations. You can override this default operation at the subinterface to disable receive or transmit operation.

The global attributes are available for LDDP under subinterface as well. See Enabling LLDP Globally for
more details.
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Subinterface-level VLAN-tagged LLDP Processing

Instead of enabling VLAN tagging of LLDP packets on all subinterfaces on the system, you can enable it
only for specific subinterfaces. You can also disable either transmit or receive on the subinterface using lldp
transmit disable or I1dp receive disable commands.

Enabling LLDP Globally

To run LLDP on the router, you must enable it globally. When you enable LLDP globally, all interfaces that
support LLDP are automatically enabled for both transmit and receive operations.

You can override this default operation at the interface to disable receive or transmit operations.

The following table describes the global attributes that you can configure:

Attribute Default Range Description

Holdtime 120 0-65535 Specifies the holdtime (in
sec) that are sent in
packets

Reinit 2 2-5 Delay (in sec) for LLDP
initialization on any
interface

Timer 30 5-65534 Specifies the rate at which
LLDP packets are sent (in
sec)

To enable LLDP globally, complete the following steps:

1. RP/0/RPO/CPUO:router # configure
2. RP/0/RPO/CPUO:router (config) #1ldp

3. end or commit

Running configuration

RP/0/RP0O/CPUO: router-5#show run 1lldp
Fri Dec 15 20:36:49.132 UTC
11dp

RP/0/RP0O/CPUO:router#show 1lldp neighbors

Fri Dec 15 20:29:53.763 UTC

Capability codes:
(R) Router, (B) Bridge, (T) Telephone, (C) DOCSIS Cable Device
(W) WLAN Access Point, (P) Repeater, (S) Station, (0O) Other

Device ID Local Intf Hold-time Capability Port ID
SW-NOSTG-I11-PUB.cis MgO/RP0O/CPU0/0 120 N/A Fa0/28

Total entries displayed: 1
RP/0/RP0O/CPUO:router#show 1lldp neighbors mgmtEth 0/RPO/CPU0/0

Fri Dec 15 20:30:54.736 UTC
Capability codes:
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(R) Router, (B) Bridge, (T) Telephone, (C) DOCSIS Cable Device
(W) WLAN Access Point, (P) Repeater, (S) Station, (0O) Other

Device ID Local Intf Hold-time Capability Port ID
SW-NOSTG-I11-PUB.cis Mg0/RP0/CPU0/0 120 N/A Fa0/28

Total entries displayed: 1

Enabling LLDP Per Interface

When you enable LLDP globally, all interfaces that support LLDP are automatically enabled for both transmit
and receive operations. However, if you want to enable LLDP per interface, perform the following configuration
steps:

RP/0/RP0O/CPUO:router (config)# int gigabitEthernet 0/2/0/0
RP/0/RPO/CPUO:router (config-if) # no sh

RP/0/RPO/CPUO:router (config-if) #commit

1.

2.

3

4. RP/0/RPO/CPUO:router (config-if)#11ldp ?

5. RP/0/RP0/CPUO:router (config-if)#1ldp enable
6

RP/0/RPO/CPUO:router (config-if) #commit

Running configuration

RP/0/RP0O/CPUO: router#sh running-config

Wed Jun 27 12:40:21.274 IST

Building configuration...

!l IOS XR Configuration 0.0.0

!'! Last configuration change at Wed Jun 27 00:59:29 2018 by UNKNOWN
|

interface GigabitEthernet0/0/0/0
shutdown

|

interface GigabitEthernet0/0/0/1
shutdown

|

interface GigabitEthernet0/0/0/2
shutdown

|

interface GigabitEthernet0/0/0/3
Shutdown

|

interface GigabitEthernet0/0/0/4
shutdown

|

interface GigabitEthernet0/0/0/5
shutdown

|

end
Verification

Verifying the config

RP/0/RP0O/CPUO:router#sh 1ldp interface <===== LLDP enabled only on GigEth0/0/0/3
Wed Jun 27 12:43:26.252 IST
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GigabitEthernet0/0/0/3:

Tx: enabled

Rx: enabled

Tx state: IDLE

Rx state: WAIT FOR FRAME
RP/0/RPO/CPUO:router#

RP/0/RPO/CPUO:router# show 1lldp neighbors
Wed Jun 27 12:44:38.977 IST
Capability codes:
(R) Router, (B) Bridge, (T) Telephone, (C) DOCSIS Cable Device
(W) WLAN Access Point, (P) Repeater, (S) Station, (0O) Other
Device ID Local Intf Hold-time Capability Port ID
ios Gi0/0/0/3 120 R Gi0/0/0/3 <====== LLDP
enabled only on GigEth0/0/0/3 and neighborship seen for the same.
Total entries displayed: 1

RP/0/RPO/CPUO:router#

How to Configure Interfaces in Breakout Mode

Interface breakout allows you to divide a single high-bandwidth interface into multiple lower-bandwidth
interfaces. This feature is useful for optimizing network performance and managing bandwidth allocation.

Table 3: Feature History Table

Feature name Release Information Feature Description
8x25G Breakout Port Support on | Release 24.2.11 This feature now extends support
N540-24Q8L2DD-SYS on the Cisco NCS 540 Series

routers running on Cisco IOS XR7.

An 8x25G breakout interface
allows you to split the 400G
high-density ports into multiple
lower-density ports.

You can now configure 8x25G
breakout ports using the optics
QDD-2X100-SR4-S.

Breakout port is supported on the
following Cisco NCS 540 router
variant:

* N540-24Q8L2DD-SYS
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Feature name Release Information Feature Description
Partial 4x100G and 2x100G Release 7.11.1 A breakout interface allows to split
Breakout Port Support the high-density port into multiple

lower-density ports.

You can now configure 4x100G,
3x100G, 2x100G, and 1x100G for
400G breakout ports, and 2x100G,
and 1x100G, for 200G breakout
ports.

Breakout port is supported on the
following Cisco NCS 540 router
variant:

* N540-24Q8L2DD-SYS
With breakout interfaces, you can

eliminate the need for more
network devices or modules.

Optimized Bandwidth Allocation |Release 7.11.1 Improved bandwidth allocation for
for 3x100G Breakout 3x100G breakout by utilizing 300G
bandwidth. Previously, 400G
bandwidth was allocated for
configuring 3x100G breakouts,
resulting in 100G of unused
bandwidth. This enhancement
reduces unused bandwidth and
optimizes overall bandwidth
allocation.

Information About Breakout

The router supports transmission of traffic in the breakout mode. The breakout mode enables a physical port
to be split into multiple GbE ports.

Breakout Mode options:
* 4x10GbE

* 4x25GbE
* 8x25GbE
* 4x100GbE
* 3x100GbE
* 2x100GbE
* 1x100GbE
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Table 4: Supported Breakout Modes

Port Breakout Mode Supported Optics
1/10/25GbE 4x10GbE QSFP-40G-SR4
4x25GbE QSFP-100G-SR4-S
400GbE 4x100GbE QDD-4X100G-FR-S, QDD-4X100G-LR-S,

QDD-400G-ZR-S, QDD-400G-ZRP-S, and
DP04QSDD-HEO

3x100GbE, 1x100GbE, and | QDD-400G-ZRP-S, and DP04QSDD-HEO

2x100GbE
2x100GbE QDD-2X100-SR4-S, QDD-2X100-CWDM4-S, and
QDD-2X100-LR4-S
8x25GbE QDD-2X100-SR4-S
A\
Note * The supported breakout mode is dependent on the port and optic transceiver.

Configure Breakout in a Port

This example shows how to configuring a 4x100GbE breakout in a port:

RP/0/RP0/CPUO:Router# configure

RP/0/RP0O/CPUO:Router (config) # controller optics 0/0/0/1
RP/0/RP0/CPUO:Router (config-Optics) # breakout 4x100
RP/0/RP0/CPUO:Router (config-Optics)# commit
RP/0/RP0O/CPUO:Router (config-Optics) # end

This example shows how to configuring a 3x100GbE breakout in a port:

RP/0/RP0/CPUO:Router# configure
RP/0/RP0/CPUO:Router (config) # controller optics 0/0/0/1
RP/0/RP0O/CPUO:Router (config-Optics) # breakout 3x100
RP/0/RP0/CPUO:Router (config-Optics) # commit
RP/0/RP0/CPUO:Router (config-Optics) # end

This example shows how to configuring a 8x25GbE breakout in a port:

RP/0/RP0O/CPUO:Router# configure
RP/0/RP0O/CPUO:Router (config) # controller optics 0/0/0/1
RP/0/RP0O/CPUO:Router (config-Optics)# speed 200g
RP/0/RP0/CPUO:Router (config-Optics) # breakout 8x25
RP/0/RP0O/CPUO:Router (config-Optics)# commit
RP/0/RP0O/CPUO:Router (config-Optics) # end

Remove the Breakout Configuration

Removing the 4x100GbE breakout configuration:
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https://www.cisco.com/c/en/us/products/collateral/interfaces-modules/transceiver-modules/datasheet-c78-743172.html
https://www.cisco.com/c/en/us/products/collateral/interfaces-modules/transceiver-modules/datasheet-c78-743172.html

. Verify a Breakout Configuration

RP/0/RPO/CPUO:Router# configure

RP/0/RP0O/CPUO:Router (config) # controller optics 0/0/0/1

RP/0/RP0O/CPUO:Router (config-Optics) # no breakout 4x100
RP/0/RPO/CPUO:Router (config-Optics) # commit

RP/0/RP0O/CPUO:uut (config-Optics

Verify a Breakout Configuration

) # end

Verifying a 4x100GbE breakout configuration:

Configuring Ethernet Interfaces |

RP/0/RP0O/CPUO:Router# show running-config controller optics 0/0/0/1

controller Optics0/0/0/1

breakout 4x100
|

RP/0/RP0O/CPUO:Router# show int br location 0/0/CPUO

HundredGigE0/0/0/1/0
HundredGigE0/0/0/1/1

up
up

Verifying a 3x100GbE breakout configuration:

up
up

| i HundredGigE0/0/0/1
ARPA 10000 10000000
ARPA 10000 10000000

RP/0/RP0O/CPUO:Router# show controllers npu interface-bandwidth-usage detail instance 0

location 0/RP0/CPUO
Thu Oct 26 09:08:19.554 UTC
Interface Bandwidth usage

Total BW : 1100 Gbp
Total BW used : 300 Gbps
Total BW available : 800 Gbps

)

Verifying a 8x25GbE breakout configuration:

RP/0/RP0O/CPUO:Router# show running-config controller optics 0/0/0/0

controller Optics0/0/0/0
speed 200g

breakout 8x25
|

RP/0/RP0O/CPUO:Router# show int br location 0/0/CPUO | i TwentyFiveGigEO0/0/0/0
Status

Interface

TwentyFiveGigE0/0/0/0/0
TwentyFiveGigE0/0/0/0/1
TwentyFiveGigE0/0/0/0/2
TwentyFiveGigE0/0/0/0/3
TwentyFiveGigE0/0/0/0/4
TwentyFiveGigE0/0/0/0/5
TwentyFiveGigE0/0/0/0/6
TwentyFiveGigE0/0/0/0/7

IP-Address
unassigned
unassigned
unassigned
unassigned
unassigned
unassigned
unassigned
unassigned

Down
Down
Down
Down
Down
Down
Down
Down

Down
Down
Down
Down
Down
Down
Down
Down

Protocol Vrf-Name

default
default
default
default
default
default
default
default
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Disable Auto-Squelching

Table 5: Feature History Table

Feature Name Release Information Description

Disable Auto-Squelching Release 7.11.1 This release introduces support to
disable Auto squelching. This helps
to detect weak signals that are
hidden within the laser source
noise. By disabling Auto squelch,
you can reduce the processing
overhead in systems that have
stable laser sources and minimal
noise, helping you optimize the
performance of your system. When
the Auto squelch function is
enabled, the optical module will
generate a local fault signal on the
host side if it detects a fault on the
media side. By default, Auto
squelch is enabled.

The feature introduces these
changes:

CLI:The following keyword has
been introduced.

* host auto-squelch disable

YANG DATA models;

* New XPaths for
Cisco-I0S-XR—control ler-optics—cfg
(see Github, YANG Data
Models Navigator)

This release introduces the support to disable auto-squelch functionality on the module on the host side. When
enabled, the squelch function is activated on the module when no suitable media-side input signal from the
remote end is available to be forwarded to the host-side output (example: Rx LOS is asserted). Auto squelching
is commonly used to suppress unwanted noise from laser sources in communication systems. When disabled
and no valid signal is detected on the module from the remote end, the module will generate a local fault
towards the NPU. However, disabling auto-squelching provides you with expanded signal detection. This
enables you to detect extremely weak signals that are embedded within the laser source noise. Also, by
eliminating the need to continuously monitor and suppress unwanted noise, system resources can be allocated
more efficiently, leading to improved performance.

In this feature, we introduced the host auto-squelch disable command to disable the auto-squelch functionality
when there is an invalid input signal from the remote end. This feature provides you with the flexibility to
customize the system's behavior according to your requirements.
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. Disable Auto-Squelching

Disabling Laser Squelching Configuration Example

This example shows how to disable laser squelching for a host on controller optics:

router#config

router (config) #controller 0/0/0/0

router (config-Optics) #host auto-squelch disable
router (config-Optics) #commit

Verification
This example shows how to verify the laser squelching disabled configuration:

router#show controllers optics 0/0/0/0
Host Squelch Status: disable
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CHAPTER 4

Configuring Ethernet 0AM

This module describes the configuration of Ethernet Operations, Administration, and Maintenance (OAM) .

Feature History for Configuring Ethernet 0AM

* Ethernet OAM, on page 39

* Ethernet CFM, on page 53

* CFM Over Bundles, on page 94

* CFM Adaptive Bandwidth Notifications, on page 95

* CFM with SAT and EDPL, on page 101

* Y.1731 Performance Monitoring, on page 101

* Unidirectional Link Detection Protocol, on page 110

* Ethernet SLA Statistics Measurement in a Profile, on page 114

Ethernet 0OAM

To configure Ethernet OAM (EOAM), you should understand the following concepts:

Ethernet Link OAM

Table 6: Feature History Table

Feature Name Release Description

Ethernet Link OAM on Physical |Release 7.5.2 Ethernet link OAM operates on a

Interface— (802.3ah) Link single, physical link and it can be

Monitoring and Remote Loopback configured to monitor either side
or both sides of that link. Ethernet
OAM supports:

* Link Monitoring, on page 41

* Remote Loopback, on page
41

Interface and Hardware Component Configuration Guide for Cisco NCS 540 Series Routers, 10S XR Release 24.1.x, 24.2.x, 24.3x [}



. Neighbor Discovery
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Ethernet as a Metro Area Network (MAN) or a Wide Area Network (WAN) technology benefits greatly from
the implementation of Operations, Administration and Maintenance (OAM) features. Ethernet Link OAM
(ELO) features allow you to monitor the quality of the connections on a MAN or a WAN. ELO operates on
a single physical link, and it can be configured to monitor either side or both sides of that link.

ELO can be configured in the following ways:

» Usingan EL O profile: An ELO profile can be configured to set the parameters for multiple interfaces.
This simplifies the process of configuring Ethernet Link OAM features on multiple interfaces. An ELO
profile and its features can be referenced by other interfaces, allowing them to inherit those features.
This is the preferred method of configuring custom ELO settings.

« Configuringdirectly on an interface: Individual ELO features can be configured directly on an interface
without being part of a profile. When an interface uses an ELO profile, specific parameters can still be
overridden by configuring different values directly on the interface. In such cases, the individually
configured features take precedence over the profile settings.

When an ELO packet is received on any one of the Attachment Circuit (AC) interfaces where ELO is not
configured, the AC interface multicasts the received packets to other AC interfaces that are part of the Ethernet
Virtual Private Network Broadcast Domain (EVPN-BD) to reach the peer. An ELO can be configured on any
physical Ethernet interface, including bundle members.

These standard Ethernet Link OAM features are supported on the router:

Neighbor Discovery

EFD

Neighbor discovery enables each end of a link to learn the OAM capabilities of the other end and establish
an OAM peer relationship. Each end also can require that the peer have certain capabilities before it will
establish a session. You can configure certain actions to be taken if there is a capabilities conflict or if a
discovery process times out, using the action capabilities-conflict or action discovery-timeout commands.

Ethernet Fault Detection (EFD) is a mechanism that allows Ethernet OAM protocols, such as CFM, to control
the 1ine protocol state of an interface.

Unlike many other interface types, Ethernet interfaces do not have a line protocol, whose state is independent
from that of the interface. For Ethernet interfaces, this role is handled by the physical-layer Ethernet protocol
itself, and therefore if the interface is physically up, then it is available and traffic can flow.

EFD changes this to allow CFM to act as the line protocol for Ethernet interfaces. This allows CFM to control
the interface state so that if a CFM defect (such as AIS or loss of continuity) is detected with an expected peer
MEP, the interface can be shut down. This not only stops traffic flow, but also triggers actions in any
higher-level protocols to route around the problem. For example, in the case of Layer 2 interfaces, the MAC
table would be cleared and MSTP would reconverge. For Layer 3 interfaces, the ARP cache would be cleared
and potentially the IGP would reconverge.

\)

Note EFD can only be used for down MEPs. When EFD is used to shut down the interface, the CFM frames continue
to flow. This allows CFM to detect when the problem has been resolved, and thus bring the interface backup

automatically.

This figure shows CFM detection of an error on one of its sessions EFD signaling an error to the corresponding
MAC layer for the interface. This triggers the MAC to go to a down state, which further triggers all higher
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Link Monitoring

MIB Retrieval

Link Monitoring .

level protocols (Layer 2 pseudowires, IP protocols, and so on) to go down and also trigger a reconvergence
where possible. As soon as CFM detects there is no longer any error, it can signal to EFD and all protocols
will once again go active.

Figure 5: CFM Error Detection and EFD Trigger

[BOWN] [2ven | | Pvs | [ 1Pws | [ mPLS |

Link OAM

Packet [/1O

>
IXIT

[UP] | Interface |«

Link monitoring enables an OAM peer to monitor faults that cause the quality of a link to deteriorate over
time. When link monitoring is enabled, an OAM peer can be configured to take action when the configured
thresholds are exceeded.

MIB retrieval enables an OAM peer on one side of an interface to get the MIB variables from the remote side
of the link. The MIB variables that are retrieved from the remote OAM peer are READ ONLY.

Remote Loopback

SNMP Traps

Remote loopback enables one side of a link to put the remote side of the link into loopback mode for testing.
When remote loopback is enabled, all packets initiated by the primary side of the link are looped back to the
primary side, unaltered by the remote side. In remote loopback mode, the remote side is not allowed to inject
any data into the packets.

SNMP traps can be enabled or disabled on an Ethernet OAM interface.

Unidirectional Link Detection Protocol

Unidirectional Link Detection (UDLD) is a single-hop physical link protocol for monitoring an ethernet link,
including both point-to-point and shared media links. This is a Cisco-proprietary protocol to detect link
problems, which are not detected at the physical link layer. This protocol is specifically targeted at possible
wiring errors, when using unbundled fiber links, where there can be a mismatch between the transmitting and
receiving connections of a port.
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Limitations

Configuring Ethernet 0AM |

« UDLD must not be enabled on a Switched Port Analyzer (SPAN) source or a destination port.

« UDLD must not be enabled on a port that acts as a source or destination port for SPAN.

How to Configure Ethernet 0AM

This section provides these configuration procedures:

Configuring Ethernet Link 0AM

Custom Ethernet Link OAM (ELO) settings can be configured and shared on multiple interfaces by creating
an ELO profile in Ethernet configuration mode and then attaching the profile to individual interfaces. The

profile configuration does not take effect until the profile is attached to an interface. After an ELO profile is
attached to an interface, individual Ethernet Link OAM features can be configured separately on the interface
to override the profile settings when desired.

This section describes how to configure an ELO profile and attach it to an interface.

Configuring an Ethernet Link 0AM Profile

Perform these steps to configure an Ethernet Link OAM (ELO) profile.

)

Note JOS-XR CLI refers to Ethernet Link OAM as ethernet oam in both profile and interface configurations.

Procedure

Command or Action

Purpose

Step 1

configure

Example:

RP/0/RPO/CPUO:router# configure terminal

Enters global configuration mode.

Step 2

ethernet oam profile profile-name

Example:

RP/0/RPO/CPUO:router (config) # ethernet
oam profile Profile 1

Creates a new Ethernet Link OAM (ELO)
profile and enters Ethernet OAM configuration
mode.

Step 3

link-monitor

Example:

RP/0/RP0/CPUO: router (config-eoam) #
link-monitor

Enters the Ethernet OAM link monitor
configuration mode.
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Configuring an Ethernet Link OAM Profile .

Command or Action

Purpose

Step 4

symbol-period window window

Example:

RP/0/RP0O/CPUO:router (config-eocam-1m) #
symbol-period window 60000

(Optional) Configures the window size (in
milliseconds) for an Ethernet OAM
symbol-period error event. The IEEE 802.3
standard defines the window size as a number
of symbols rather than a time duration. These
two formats can be converted either way by
using a knowledge of the interface speed and
encoding.

The range is 1000 to 60000.
The default value is 1000.

Step 5

symbol-period threshold low threshold high
threshold symbol-period threshold { ppm [
low threshold ] [ high threshold ] | symbols|
low threshold [ thousand | million | billion ]]
[ high threshold [ thousand | million | billion

11}
Example:
RP/0/RP0/CPUO: router (config-eoam-1m) #

symbol-period threshold ppm low 1 high
1000000

(Optional) Configures the thresholds (in
symbols) that trigger an Ethernet OAM
symbol-period error event. The high threshold
is optional and is configurable only in
conjunction with the low threshold.

The range is 1 to 1000000.
The default low threshold is 1.

Step 6

frame window window

Example:

RP/0/RP0O/CPUO:router (config-eocam-1m) #
frame window 6000

(Optional) Configures the frame window size
(in milliseconds) of an OAM frame error event.

The range is from 1000 to 60000.
The default value is 1000.

Step 7

framethreshold low threshold high threshold

Example:

RP/0/RP0/CPUO: router (config-eoam-1m) #
frame threshold low 10000000 high
60000000

(Optional) Configures the thresholds (in
symbols) that triggers an Ethernet OAM frame
error event. The high threshold is optional and
is configurable only in conjunction with the
low threshold.

The range is from 0 to 60000000.
The default low threshold is 1.

Step 8

frame-period window window
Example:

RP/0/RP0O/CPUO:router (config-eocam-1m) #
frame-period window 60000

RP/0/RP0O/CPUO:router (config-eocam-1m) #
frame-period window milliseconds 60000

(Optional) Configures the window size (in
milliseconds) for an Ethernet OAM
frame-period error event. The IEEE 802.3
standard defines the window size as number
of frames rather than a time duration. These
two formats can be converted either way by
using a knowledge of the interface speed. Note
that the conversion assumes that all frames are
of the minimum size.

The range is from 1000 to 60000.
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Command or Action

Purpose

The default value is 1000.

Note The only accepted values are multiples
of the line card interface module
specific polling interval, that is, 1000
milliseconds for most line card interface
modules.

Step 9

frame-period threshold lowthreshold high
threshold frame-period threshold { ppm [
low threshold ] [ high threshold | | frames|
low threshold [ thousand | million | billion ]]
[ high threshold [ thousand | million | billion

1

Example:

RP/0/RP0O/CPUO:router (config-eocam-1m) #
frame-period threshold ppm low 100
high 1000000

(Optional) Configures the thresholds (in errors
per million frames ) that trigger an Ethernet
OAM frame-period error event. The frame
period window is defined in the IEEE
specification as a number of received frames,
in our implementation it is x milliseconds. The
high threshold is optional and is configurable
only in conjunction with the low threshold.

The range is from 1 to 1000000.
The default low threshold is 1.

To obtain the number of frames, the configured
time interval is converted to a window size in
frames using the interface speed. For example,
for a 1Gbps interface, the IEEE defines
minimum frame size as 512 bits. So, we get a
maximum of approximately 1.5 million frames
per second. If the window size is configured
to be 8 seconds (8000ms) then this would give
us a Window of 12 million frames in the
specification's definition of Errored Frame
Window.

The thresholds for frame-period are measured
in errors per million frames. Hence, if you
configure a window of 8000ms (that is a
window of 12 million frames) and a high
threshold of 100, then the threshold would be
crossed if there are 1200 errored frames in that
period (that is, 100 per million for 12 million).

Step 10

frame-seconds window window

Example:

RP/0/RP0/CPUO: router (config-eoam-1m) #
frame-seconds window 900000

(Optional) Configures the window size (in
milliseconds) for the OAM frame-seconds
error event.

The range is 10000 to 900000.
The default value is 60000.

Note The only accepted values are multiples
of the line card interface module
specific polling interval, that is, 1000
milliseconds for most line card interface
modules.
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Configuring an Ethernet Link OAM Profile .

Command or Action

Purpose

Step 11

frame-secondsthreshold low threshold high
threshold

Example:

RP/0/RPO/CPUO:router (config-eocam-1m) #
frame-seconds threshold low 3 high 900

(Optional) Configures the thresholds (in
seconds) that trigger a frame-seconds error
event. The high threshold value can be
configured only in conjunction with the low
threshold value.

The range is 1 to 900

The default value is 1.

Step 12

exit
Example:

RP/0/RP0/CPUO: router (config-eoam-1m) #
exit

Exits back to Ethernet OAM mode.

Step 13

mib-retrieval

Example:

RP/0/RP0O/CPUO:router (config-eoam) #
mib-retrieval

Enables MIB retrieval in an Ethernet OAM
profile or on an Ethernet OAM interface.

Step 14

connection timeout <timeout>

Example:

RP/0/RP0/CPUO:router (config-eoam) #
connection timeout 30

Configures the connection timeout period for
an Ethernet OAM session. as a multiple of the
hello interval.

The range is 2 to 30.
The default value is 5.

Step 15

hello-interval {100mg1s}

Example:

RP/0/RP0O/CPUO:router (config-eoam) #
hello-interval 100ms

Configures the time interval between hello
packets for an Ethernet OAM session. The
default is 1 second (1s).

Step 16

mode {activelpassive}

Example:

RP/0/RPO/CPUO: router (config-eoam) # mode]
passive

Configures the Ethernet OAM mode. The
default is active.

Step 17

require-remote mode {activelpassive}

Example:

RP/0/RP0O/CPUO:router (config-eoam) #
require-remote mode active

Requires that active mode or passive mode is
configured on the remote end before the OAM
session comes up.
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Command or Action

Purpose

Step 18

require-remote mib-retrieval

Example:

RP/0/RP0O/CPUO:router (config-eoam) #
require-remote mib-retrieval

Requires that MIB-retrieval is configured on
the remote end before the OAM session comes

up.

Step 19

action capabilities-conflict {disable | efd |
error-disable-interface}

Example:

RP/0/RP0/CPUO:router (config-eoam) #
action capabilities-conflict efd

Specifies the action that is taken on an interface
when a capabilities-conflict event occurs. The
default action is to create a syslog entry.

Note « If you change the default, the log
keyword option is available in
Interface Ethernet OAM
configuration mode to override the
profile setting and log the event for

the interface when it occurs.

Step 20

action critical-event {disable|
error-disable-interface}

Example:
RP/0/RP0/CPUO: router (config-eoam) #

action critical-event
error-disable-interface

Specifies the action that is taken on an interface
when a critical-event notification is received
from the remote Ethernet OAM peer. The
default action is to create a syslog entry.

Note « If you change the default, the log
keyword option is available in
Interface Ethernet OAM
configuration mode to override the
profile setting and log the event for

the interface when it occurs.

Step 21

action discovery-timeout {disable| efd |
error-disable-interface}

Example:

RP/0/RPO/CPUO:router (config-eoam) #
action discovery-timeout efd

Specifies the action that is taken on an interface
when a connection timeout occurs. The default
action is to create a syslog entry.

Note * If you change the default, the log
keyword option is available in
Interface Ethernet OAM
configuration mode to override the
profile setting and log the event for

the interface when it occurs.

Step 22

action dying-gasp {disable]|
error-disable-interface}

Example:

RP/0/RPO/CPUO:router (config-eoam) #

Specifies the action that is taken on an interface
when a dying-gasp notification is received
from the remote Ethernet OAM peer. The
default action is to create a syslog entry.
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Command or Action

Purpose

action dying-gasp
error-disable-interface

Note « If you change the default, the log
keyword option is available in
Interface Ethernet OAM
configuration mode to override the
profile setting and log the event for
the interface when it occurs.

Step 23

action high-threshold
{error-disable-interface | log}

Example:
RP/0/RP0/CPUO: router (config-eoam) #

action high-threshold
error-disable-interface

Specifies the action that is taken on an interface
when a high threshold is exceeded. The default
is to take no action when a high threshold is
exceeded.

Note * If you change the default, the
disablekeyword option is available
in Interface Ethernet OAM
configuration mode to override the
profile setting and take no action
at the interface when the event
occurs.

Step 24

action session-down {disable| efd |
error-disable-interface}

Example:

RP/0/RPO/CPUO:router (config-eoam) #
action session-down efd

Specifies the action that is taken on an interface
when an Ethernet OAM session goes down.

Note * If you change the default, the log
keyword option is available in
Interface Ethernet OAM
configuration mode to override the
profile setting and log the event for
the interface when it occurs.

Step 25

action session-up disable

Example:

RP/0/RP0O/CPUO:router (config-eoam) #
action session-up disable

Specifies that no action is taken on an interface
when an Ethernet OAM session is established.
The default action is to create a syslog entry.

Note * If you change the default, the log
keyword option is available in
Interface Ethernet OAM
configuration mode to override the
profile setting and log the event for
the interface when it occurs.

Step 26

action uni-directional link-fault {disable|
efd | error-disable-interface}

Specifies the action that is taken on an interface
when a link-fault notification is received from
the remote Ethernet OAM peer. The default
action is to create a syslog entry.
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Command or Action

Purpose

Note « If you change the default, the log
keyword option is available in
Interface Ethernet OAM
configuration mode to override the
profile setting and log the event for

the interface when it occurs.

Step 27

action wiring-conflict {disable|efd | log}

Example:

RP/0/RPO/CPUO:router (config-eoam) #
action session-down efd

Specifies the action that is taken on an interface
when a wiring-conflict event occurs. The
default is to put the interface into error-disable
state.

Note  ° If you change the default, the
error-disable-interface keyword
option is available in Interface
Ethernet OAM configuration mode
to override the profile setting and
put the interface into error-disable

state when the event occurs.

Step 28

uni-directional link-fault detection

Example:

RP/0/RP0O/CPUO:router (config-eoam) #
uni-directional link-fault detection

Enables detection of a local, unidirectional link
fault and sends notification of that fault to an
Ethernet OAM peer.

Step 29

commit

Example:

RP/0/RP0O/CPUO:router (config-if) # commit

Saves the configuration changes to the running
configuration file and remains within the
configuration session.

Step 30

end

Example:

RP/0/RP0O/CPUO:router (config-if)# end

Ends the configuration session and exits to the
EXEC mode.

Attaching an Ethernet Link 0AM Profile to an Interface

Perform these steps to attach an Ethernet Link OAM (ELO) profile to an interface.

\}

Note

I0S-XR CLI refers to Ethernet Link OAM as ethernet oam in both profile and interface configurations.
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Procedure

Configuring Ethernet Link OAM at an Interface and Overriding the Profile Configuration .

Command or Action Purpose
Step 1 configure Enters global configuration mode.
Example:
RP/0/RPO/CPUO:router# configure terminal
Step 2 interface [ | HundredGigE| TenGigE] Enters interface configuration mode and
interface-path-id specifies the Ethernet interface name and
notation rack/slot/module/port.
Example:
RP/0/RPO/CPUO:router (config)# interface
TenGigE
0/0/0/0
Step 3 ethernet oam Enables Ethernet OAM and enters interface
Ethernet OAM configuration mode.
Example:
RP/0/RPO/CPUO: router (config-if) # ethernet]
oam
Step 4 profile profile-name Attaches the specified Ethernet OAM profile
(profile-name), and all of its configuration, to
Example: .
the interface.
RP/0/RP0O/CPUO:router (config-if-eoam) #
profile Profile 1
Step 5 commit Saves the configuration changes to the running
configuration file and remains within the
Example: . .
configuration session.
RP/0/RP0O/CPUO:router (config-if) # commit
Step 6 end Ends the configuration session and exits to the
EXEC mode.
Example:

RP/0/RPO/CPUO:router (config-if) # end

Configuring Ethernet Link 0AM at an Interface and Overriding the Profile Configuration

Using an Ethernet Link OAM (ELO) profile is an efficient way of configuring multiple interfaces with a
common ELO configuration. However, if you want to use a profile but also change the behavior of certain
functions for a particular interface, then you can override the profile configuration. To override certain profile
settings that are applied to an interface, you can configure that command in interface Ethernet OAM

configuration mode to change the behavior for that interface.

In some cases, only certain keyword options are available in interface Ethernet OAM configuration due to
the default settings for the command. For example, without any configuration of the action commands, several
forms of the command have a default behavior of creating a syslog entry when a profile is created and applied
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to an interface. Therefore, the log keyword is not available in Ethernet OAM configuration for these commands
in the profile because it is the default behavior. However, the log keyword is available in Interface Ethernet

OAM configuration if the default is changed in the profile configuration so you can retain the action of creating
a syslog entry for a particular interface.

To see all of the default ELO configuration settings, see the Verifying the Ethernet Link OAM Configuration,
on page 51 section.

To configure ELO settings at an interface and override the profile configuration, perform these steps.

)

Note

I0S-XR CLI refers to Ethernet Link OAM as ethernet oam in both profile and interface configurations.

Procedure

Command or Action

Purpose

Step 1

configure

Example:

RP/0/RPO/CPUO:router# configure terminal

Enters global configuration mode.

Step 2

interface [HundredGigE | TenGigE]
interface-path-id

Example:
RP/0/RPO/CPUO:router (config)# interface

TenGigE
0/0/0/0

Enters interface configuration mode and
specifies the Ethernet interface name and
notation rack/slot/module/port.

Note * The example indicates an 8-port
10-Gigabit Ethernet interface in

modular services card slot 1.

Step 3

ethernet oam

Example:

RP/0/RPO/CPUO: router (config-if) # ethernet]
oam

Enables Ethernet OAM and enters interface
Ethernet OAM configuration mode.

Step 4

interface-Ether net-OAM-command

Example:

RP/0/RP0O/CPUO:router (config-if-eoam) #
action capabilities-conflict
error-disable-interface

Configures a setting for an Ethernet OAM
configuration command and overrides the
setting for the profile configuration, where
interface-Ether net-OAM-command is one of
the supported commands on the platform in
interface Ethernet OAM configuration mode.

Step 5

commit

Example:

RP/0/RPO/CPUO:router (config-if) # commit

Saves the configuration changes to the running
configuration file and remains within the
configuration session.
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Command or Action Purpose
Step 6 end Ends the configuration session and exits to the
EXEC mode.
Example:

RP/0/RP0O/CPUO:router (config-if)# end

Verifying the Ethernet Link 0AM Configuration

Use the show ether net oam configuration command to display the values for the Ethernet Link OAM (ELO)
configuration for a particular interface, or for all interfaces. The following example shows the default values
for ELO settings:

RP/0/RP0O/CPUO:router# show ethernet oam configuration
Thu Aug 5 22:07:06.870 DST
GigabitEthernet0/0/0/0:

Hello interval: 1ls
Mib retrieval enabled: N
Uni-directional link-fault detection enabled: N
Configured mode: Active
Connection timeout: 5
Symbol period window: 0
Symbol period low threshold: 1
Symbol period high threshold: None
Frame window: 1000
Frame low threshold: 1
Frame high threshold: None
Frame period window: 1000
Frame period low threshold: 1
Frame period high threshold: None
Frame seconds window: 60000
Frame seconds low threshold: 1
Frame seconds high threshold: None
High threshold action: None
Link fault action: Log
Dying gasp action: Log
Critical event action: Log
Discovery timeout action: Log
Capabilities conflict action: Log
Wiring conflict action: Error-Disable
Session up action: Log
Session down action: Log
Require remote mode: Ignore
Require remote MIB retrieval: N

Configuration Examples for Ethernet 0AM

This section provides the following configuration examples:

Configuration Examples for Ethernet Link 0AM Interfaces

This section provides the following configuration examples:

Configuring an Ethernet Link OAM Profile Globally: Example
This example shows how to configure an Ethernet Link OAM (ELO) profile globally:
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configure terminal
ethernet oam profile Profile 1
link-monitor
symbol-period window 60000
symbol-period threshold ppm low 10000000 high 60000000
frame window 60
frame threshold ppm low 10000000 high 60000000
frame-period window 60000
frame-period threshold ppm low 100 high 12000000
frame-seconds window 900000
frame-seconds threshold low 3 high 900
exit
mib-retrieval
connection timeout 30
require-remote mode active
require-remote mib-retrieval
action dying-gasp error-disable-interface
action critical-event error-disable-interface
action discovery-timeout error-disable-interface
action session-down error-disable-interface
action capabilities-conflict error-disable-interface
action wiring-conflict error-disable-interface
action remote-loopback error-disable-interface
commit

Configuring Ethernet Link OAM Features on an Individual Interface: Example

Configuring Ethernet 0AM |

This example shows how to configure Ethernet Link OAM (ELO) features on an individual interface:

configure terminal
interface TenGigE 0/0/0/0
ethernet oam
link-monitor
symbol-period window 60000
symbol-period threshold ppm low 10000000 high 60000000
frame window 60
frame threshold ppm low 10000000 high 60000000
frame-period window 60000
frame-period threshold ppm low 100 high 12000000
frame-seconds window 900000
frame-seconds threshold low 3 high 900
exit
mib-retrieval
connection timeout 30
require-remote mode active
require-remote mib-retrieval
action link-fault error-disable-interface
action dying-gasp error-disable-interface
action critical-event error-disable-interface
action discovery-timeout error-disable-interface
action session-down error-disable-interface
action capabilities-conflict error-disable-interface
action wiring-conflict error-disable-interface
action remote-loopback error-disable-interface
commit

Configuring Ethernet Link OAM Features to Override the Profile on an Individual Interface: Example

This example shows the configuration of Ethernet Link OAM (ELO) features in a profile followed by an

override of that configuration on an interface:
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configure terminal

ethernet oam profile Profile 1
mode passive
action dying-gasp disable
action critical-event disable
action discovery-timeout disable
action session-up disable
action session-down disable
action capabilities-conflict disable
action wiring-conflict disable
action remote-loopback disable
action uni-directional link-fault error-disable-interface
commit

configure terminal
interface TenGigE 0/0/0/0
ethernet oam
profile Profile 1
mode active
action dying-gasp log
action critical-event log
action discovery-timeout log
action session-up log
action session-down log
action capabilities-conflict log
action wiring-conflict log
action remote-loopback log
action uni-directional link-fault log
uni-directional link-fault detection
commit

Clearing Ethernet Link OAM Statistics on an Interface: Example

This example shows how to clear Ethernet Link OAM (ELO) statistics on an interface:

RP/0/RP0/CPUO:router# clear ethernet oam statistics interface gigabitethernet 0/0/0/1

Enabling SNMP Server Traps on a Router: Example

This example shows how to enable SNMP server traps on a router:

configure terminal
snmp-server traps ethernet oam events

Ethernet CFM

Ethernet Connectivity Fault Management (CFM) is a service-level OAM protocol that provides tools for
monitoring and troubleshooting end-to-end Ethernet services per VLAN. This includes proactive connectivity
monitoring, fault verification, and fault isolation. CFM uses standard Ethernet frames and can be run on any
physical media that is capable of transporting Ethernet service frames. Unlike most other Ethernet protocols
which are restricted to a single physical link, CFM frames can transmit across the entire end-to-end Ethernet
network.
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Note Enable a maximum of 32 VLAN ranges per NPU. Else, when you reload the device, all CFM sessions over
the 802.1Q VLAN interface might go down. Also, the corresponding bundle interface might go down. If more
than 32 VLAN ranges exist on an NPU, remove the additional VLAN ranges and reload the device to address
the issue. This is not applicable for NCS 5700 line cards.

CFM is defined in two standards:
* IEEE 802.1ag—Defines the core features of the CFM protocol.

* ITU-T Y.1731—Redefines, but maintains compatibility with the features of IEEE 802.1ag, and defines
some additional features.

Starting with Cisco IOS XR Release 7.3.1, IEEE 802.1ag is supported on the following Cisco NCS 540
variants:

* N540X-6Z18G-SYS-A
* N540X-6Z18G-SYS-D
* N540X-8Z16G-SYS-A
* N540X-8Z16G-SYS-D

Starting with Cisco IOS XR Release 7.10.1, IEEE 802.1ag is supported for all Cisco NCS 540 variants.
Ethernet CFM supports these functions of ITU-T Y.1731:

* ETH-CC, ETH-RDI, ETH-LB, ETH-LT, ETH-BNM, ETH-CSF—These are equivalent to the
corresponding features defined in IEEE 802.1ag.

N

Note The Linktrace responder procedures defined in IEEE 802.1ag are used rather than
the procedures defined in Y.1731; however, these are interoperable.

* ETH-AIS—The reception of ETH-LCK messages is also supported.

To understand how the CFM maintenance model works, you need to understand these concepts and features:

Maintenance Domains

A maintenance domain describes a management space for the purpose of managing and administering a
network. A domain is owned and operated by a single entity and defined by the set of interfaces internal to it
and at its boundary, as shown in this figure.
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Figure 6: CFM Maintenance Domain
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A maintenance domain is defined by the bridge ports that are provisioned within it. Domains are assigned
maintenance levels, in the range of 0 to 7, by the administrator. The level of the domain is useful in defining
the hierarchical relationships of multiple domains.

CFM maintenance domains allow different organizations to use CFM in the same network, but independently.
For example, consider a service provider who offers a service to a customer, and to provide that service, they
use two other operators in segments of the network. In this environment, CFM can be used in the following
ways:

* The customer can use CFM between their CE devices, to verify and manage connectivity across the
whole network.

* The service provider can use CFM between their PE devices, to verify and manage the services they are
providing.

* Each operator can use CFM within their operator network, to verify and manage connectivity within
their network.

Each organization uses a different CFM maintenance domain.

This figure shows an example of the different levels of maintenance domains in a network.

\}

Note In CFM diagrams, the conventions are that triangles represent MEPs, pointing in the direction that the MEP
sends CFM frames, and circles represent MIPs.

Interface and Hardware Component Configuration Guide for Cisco NCS 540 Series Routers, 10S XR Release 24.1.x, 24.2.x, 24.3x [}



Configuring Ethernet 0AM |

. Services

Figure 7: Different CFM Maintenance Domains Across a Network
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To ensure that the CFM frames for each domain do not interfere with each other, each domain is assigned a
maintenance level, between 0 and 7. Where domains are nested, as in this example, the encompassing domain
must have a higher level than the domain it encloses. In this case, the domain levels must be negotiated between
the organizations involved. The maintenance level is carried in all CFM frames that relate to that domain.

207ssl

CFM maintenance domains may touch or nest, but cannot intersect. This figure illustrates the supported
structure for touching and nested domains, and the unsupported intersection of domains.

Figure 8: Supported CFM Maintenance Domain Structure

Sc:ena_rb A : Scenario B: Scenario C: -
Touching Domains OK Mested Domains OK Intersecting Domains E
Mot Allowed -

Services

A CFM service allows an organization to partition its CFM maintenance domain, according to the connectivity
within the network. For example, if the network is divided into a number of virtual LANs (VLANs), a CFM
service is created for each of these. CFM can then operate independently in each service. It is important that
the CFM services match the network topology, so that CFM frames relating to one service cannot be received
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in a different service. For example, a service provider may use a separate CFM service for each of their
customers, to verify and manage connectivity between that customer's end points.

A CFM service is always associated with the maintenance domain that it operates within, and therefore with
that domain's maintenance level. All CFM frames relating to the service carry the maintenance level of the
corresponding domain.

\)

Note CFM Services are referred to as Maintenance Associationsin IEEE 802.1ag and as Maintenance Entity Groups
in ITU-T Y.1731.

Maintenance Points

A CFM Maintenance Point (MP) is an instance of a particular CFM service on a specific interface. CFM only
operates on an interface if there is a CFM maintenance point on the interface; otherwise, CFM frames are
forwarded transparently through the interface.

A maintenance point is always associated with a particular CFM service, and therefore with a particular
maintenance domain at a particular level. Maintenance points generally only process CFM frames at the same
level as their associated maintenance domain. Frames at a higher maintenance level are always forwarded
transparently, while frames at a lower maintenance level are normally dropped. This helps enforce the
maintenance domain hierarchy, and ensures that CFM frames for a particular domain cannot leak out beyond
the boundary of the domain.

There are two types of MP:

» Maintenance End Points (MEPs)—Created at the edge of the domain. Maintenance end points (MEPs)
are members of a particular service within a domain and are responsible for sourcing and sinking CFM
frames. They periodically transmit continuity check messages and receive similar messages from other
MEPs within their domain. They also transmit traceroute and loopback messages at the request of the
administrator. MEPs are responsible for confining CFM messages within the domain.

» Maintenance Intermediate Points (MIPs)—Created in the middle of the domain. Unlike MEPS, MIPs do
allow CFM frames at their own level to be forwarded.

MIP Creation

Unlike MEPs, MIPs are not explicitly configured on each interface. MIPs are created automatically according
to the algorithm specified in the CFM 802.1ag standard. The algorithm, in brief, operates as follows for each
interface:

* The bridge-domain or cross-connect for the interface is found, and all services associated with that
bridge-domain or cross-connect are considered for MIP auto-creation.

* The level of the highest-level MEP on the interface is found. From among the services considered above,
the service in the domain with the lowest level that is higher than the highest MEP level is selected. If
there are no MEPs on the interface, the service in the domain with the lowest level is selected.

* The MIP auto-creation configuration (mip auto-create command) for the selected service is examined
to determine whether a MIP should be created.
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Note Configuring a MIP auto-creation policy for a service does not guarantee that a
MIP will automatically be created for that service. The policy is only considered
if that service is selected by the algorithm first.

MEP and CFM Processing Overview

The boundary of a domain is an interface, rather than a bridge or host. Therefore, MEPs can be sub-divided
into two categories:

* Down MEPs—Send CFM frames from the interface where they are configured, and process CFM frames
received on that interface. Down MEPs transmit AIS messages upward (toward the cross-connect).

» Up MEPs—Send frames into the bridge relay function, as if they had been received on the interface
where the MEP is configured. They process CFM frames that have been received on other interfaces,
and have been switched through the bridge relay function as if they are going to be sent out of the interface
where the MEP is configured. Up MEPs transmit AIS messages downward (toward the wire). However,
AIS packets are only sent when there is a MIP configured on the same interface as the MEP and at the
level of the MIP.

)

Note The terms Down MEP and Up MEP are defined in the IEEE 802.1ag and ITU-T Y.1731 standards, and refer
to the direction that CFM frames are sent from the MEP. The terms should not be confused with the operational
status of the MEP.

This figure illustrates the monitored areas for Down and Up MEPs.
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Figure 9: Monitored Areas for Down and Up MEPs
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This figure shows maintenance points at different levels. Because domains are allowed to nest but not intersect
(see Supported CFM Maintenance Domain Structure), a MEP at a low level always corresponds with a MEP
or MIP at a higher level. In addition, only a single MIP is allowed on any interface—this is generally created
in the lowest domain that exists at the interface and that does not have a MEP.
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MIPs and Up MEPs can only exist on switched (Layer 2) interfaces, because they send and receive frames
from the bridge relay function. Down MEPs can be created on switched (Layer 2) interfaces.

MEPs continue to operate normally if the interface they are created on is blocked by the Spanning Tree Protocol
(STP); that is, CFM frames at the level of the MEP continue to be sent and received, according to the direction
of the MEP. MEPs never allow CFM frames at the level of the MEP to be forwarded, so the STP block is
maintained.
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MIPs also continue to receive CFM frames at their level if the interface is STP blocked, and can respond to
any received frames. However, MIPs do not allow CFM frames at the level of the MIP to be forwarded if the
interface is blocked.

\)

Note

A separate set of CFM maintenance levels is created every time a VLAN tag is pushed onto the frame.
Therefore, if CFM frames are received on an interface which pushes an additional tag, so as to “tunnel” the
frames over part of the network, the CFM frames will not be processed by any MPs within the tunnel, even
if they are at the same level. For example, if a CFM MP is created on an interface with an encapsulation that
matches a single VLAN tag, any CFM frames that are received at the interface that have two VLAN tags will
be forwarded transparently, regardless of the CFM level.

CFM Protocol Messages

The CFM protocol consists of a number of different message types, with different purposes. All CFM messages
use the CFM EtherType, and carry the CFM maintenance level for the domain to which they apply.

This section describes the following CFM messages:

Continuity Check (IEEE 802.1ag and ITU-T Y.1731)

Continuity Check Messages (CCMs) are “heartbeat” messages exchanged periodically between all the MEPs
in a service. Each MEP sends out multicast CCMs, and receives CCMs from all the other MEPs in the
service—these are referred to as peer MEPS. This allows each MEP to discover its peer MEPs, and to verify
that there is connectivity between them.

MIPs also receive CCMs. MIPs use the information to build a MAC learning database that is used when
responding to Linktrace. For more information about Linktrace, see Linktrace (IEEE 802.1ag and ITU-T
Y.1731).

Figure 10: Continuity Check Message Flow
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All the MEPs in a service must transmit CCMs at the same interval. The interval at which CCMs are being
transmitted is called CCM interval. IEEE 802.1ag defines 7 possible intervals that can be used:

*3.3ms
* 10ms
* 100ms
e 1s
* 10s
* 1 minute
* 10 minutes
A MEP detects a loss of connectivity with one of its peer MEPs when a certain number of CCMs have been

missed. This occurs when sufficient time has passed during which a certain number of CCMs were expected,
given the CCM interval. This number is called the loss threshold, and is usually set to 3.

CFM is supported only on interfaces which have Layer 2 transport feature enabled.

Maintenance Association Identifier (MAID)

Continuity Check Messages (CCM) are essential for detecting various defects in network services. They carry
critical information that helps in the identification and maintenance of the service. This is a breakdown of the
information contained in CCM messages:

» Maintenance Domain Identifier (MDID): A configured identifier unique to the domain of the
transmitting Maintenance End Point (MEP). It is crucial for the identification of the maintenance domain.

*» Short MA Name (SMAN): A configured identifier specific to the service of the transmitting MEP. It
is used to identify the service within the maintenance domain.

» Maintenance Association I dentifier (MAID): A combination of MDID and SMAN. Together, these
identifiers form the MAID, which is a composite identifier that must be uniformly configured across all
MEPs within the same service.

)

Note MDID only supports null value and SMAN supports ITU Carrier Code (ICC) or a numerical. No other values
are supported.

Supported MAID Formatsfor Offloaded M EPs (applicable for NCS 5700 line cards only)
* No Domain Name Format
* MD Name Format = 1-NoDomainName
* Short MA Name Format = 3 - 2 bytes integer value
* Short MA NAme Length =2 - fixed length

* Short MA Name = 2 bytes of integer

* 1731 Maid Format
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* MD Name Format = 1-NoDomainName

* MA Name Format(MEGID Format) = 32

* MEGID Length = 13 - fixed length

* MEGID(ICCCode) = 6 Bytes

* MEGID(UMC) = 7 Bytes

* ITU Carrier Code (ICC) - Number of different configurable ICC code - 15 (for each NPU)
* Unique MEG ID Code (UMC) - 4

These are some examples:

* Configuring domain ID null: ethernet cfm domain SMB level 3id null

* Configuring SMAN: ethernet cfm domain SMB level 3id null service 901234AB xconnect group
99999 p2p 99999 id number 1

This table summarizes the supported values and parameters for MDID and SMAN. This table only details the
MAID restriction on the hardware offload feature. There is no MAID restriction for software offload or
non-offloaded MEPs.

Format MDID SMAN Support Comment
No 2 byte integer Yes Up to 2000 entries
No 13 bytes Yes Up to 15 unique
ICCCode (6 ICC
bytes) and UMC Up to 4K UMC
(7 bytes)
values
48 bytes string 1-48 bytes of MDID and SMAN No Most commonly
based used

Guidelines and Restrictions for MAID

* Configure each MEP within the service with a distinct MEP ID, which is a unique numeric identifier.

* Configure MEP CrossCheck for all MEPs with intervals of less than 10s, as Dynamic Remote MEPs are
not supported for these.

* In a Remote Defect Indication (RDI), each MEP includes sequence number in the CCMs it is sending,
if it has detected a defect relating to the CCMs it is receiving. This notifies all the MEPs in the service
that a defect has been detected somewhere in the service. Sequence numbering is not supported for MEPs
with CCM intervals of less than 10s.

* CCM Tx/Rx statistics counters are not supported for MEPs with less than 10s intervals.
* Sender TLV and Cisco Proprietary TLVs are not supported for MEPs with less than 10s intervals.

* The status of the interface where the MEP is operating (for example, up - when the interface is up, or
down - when the interface is down) should not be confused with the direction of any MEPs on the interface
(Up MEPs/Down MEPs).
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Defect Identification using CCM Analysis
These defects can be detected from the received CCMs:

¢ Interval mismatch: The CCM interval in the received CCM does not match the interval that the MEP is
configured to send CCMs.

* Level mismatch: A MEP receives a CCM carrying a lower maintenance level than the MEP's own
configured level.

* Loop: A CCM is received with a source MAC address that matches the MAC address of the MEP's
operating interface, indicating a loop.

* Configuration error: A received CCM contains a MEP ID that duplicates the MEP ID of the receiving
MEP, signaling a configuration issue.

* Cross-connect error: A CCM with a non-matching MAID is received, often pointing to a VLAN
misconfiguration that causes service leakage.

* Peer interface down: A CCM is received that indicates the interface on the peer is down.

» Remote defect indication: A CCM is received carrying a remote defect indication. This does not trigger
the local MEP to send out CCMs with a remote defect indication.

By monitoring the sequence numbers in CCMs from peer MEPs, out-of-sequence CCMs can be identified,
although these are not classified as CCM defects.

Loopback (IEEE 802.1ag and ITU-T Y.1731)

Loopback Messages (LBM) and Loopback Replies (LBR) are used to verify connectivity between a local
MEP and a particular remote MP. At the request of the administrator, a local MEP sends unicast LBMs to the
remote MP. On receiving each LBM, the target maintenance point sends an LBR back to the originating MEP.
Loopback indicates whether the destination is reachable or not—it does not allow hop-by-hop discovery of
the path. It is similar in concept to an ICMP Echo (ping). Since loopback messages are destined for unicast
addresses, they are forwarded like normal data traffic, while observing the maintenance levels. At each device
that the loopback reaches, if the outgoing interface is known (in the bridge's forwarding database), then the
frame is sent out on that interface. If the outgoing interface is not known, then the message is flooded on all
interfaces.

This figure shows an example of CFM loopback message flow between a MEP and MIP.

Interface and Hardware Component Configuration Guide for Cisco NCS 540 Series Routers, 10S XR Release 24.1.x, 24.2.x, 24.3x [}



Configuring Ethernet 0AM |
. Linktrace (IEEE 802.1ag and ITU-T Y.1731)

Figure 11: Loopback Messages

Customer Dperatnr A Cperatar B Customer
Equipment Bridg Bridges Equipment

N T AN TR TR TR TR T

MEF MIF MIP MEF
> 5 4
¥

1. Loopback Request

|
1. Ilmpl:ac}-; Reply

Loopback messages can be padded with user-specified data. This allows data corruption to be detected in the
network. They also carry a sequence number which allows for out-of-order frames to be detected.

TR0

Linktrace (IEEE 802.1ag and ITU-T Y.1731)

Linktrace Messages (LTM) and Linktrace Replies (LTR) are used to track the path (hop-by-hop) to a unicast
destination MAC address. At the request of the operator, a local MEP sends an LTM. Each hop where there
is a maintenance point sends an LTR back to the originating MEP. This allows the administrator to discover
connectivity data about the path. It is similar in concept to IP traceroute, although the mechanism is different.
In IP traceroute, successive probes are sent, whereas CFM Linktrace uses a single LTM which is forwarded
by each MP in the path. LTMs are multicast, and carry the unicast target MAC address as data within the
frame. They are intercepted at each hop where there is a maintenance point, and either retransmitted or dropped
to discover the unicast path to the target MAC address.

This figure shows an example of CFM linktrace message flow between MEPs and MIPs.

[l Interface and Hardware Component Configuration Guide for Cisco NCS 540 Series Routers, 10S XR Release 24.1.x, 24.2.x, 24.3.x
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Linktrace (IEEE 802.1ag and ITU-T Y.1731) .

Figure 12: Linktrace Message Flow
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The linktrace mechanism is designed to provide useful information even after a network failure. This allows
it to be used to locate failures, for example after a loss of continuity is detected. To achieve this, each MP
maintains a CCM Learning Database. This maps the source MAC address for each received CCM to the
interface through which the CCM was received. It is similar to a typical bridge MAC learning database, except
that it is based only on CCMs and it times out much more slowly—on the order of days rather than minutes.

)

Note

In IEEE 802.1ag, the CCM Learning Database is referred to as the MIP CCM Database. However, it applies
to both MIPs and MEPs.

In IEEE 802.1ag, when an MP receives an LTM message, it determines whether to send a reply using the
following steps:

1

3.

The target MAC address in the LTM is looked up in the bridge MAC learning table. If the MAC address
is known, and therefore the egress interface is known, then an LTR is sent.

If the MAC address is not found in the bridge MAC learning table, then it is looked up in the CCM learning
database. If it is found, then an LTR is sent.

If the MAC address is not found, then no LTR is sent (and the LTM is not forwarded).

If the target MAC has never been seen previously in the network, the linktrace operation will not produce any
results.

Interface and Hardware Component Configuration Guide for Cisco NCS 540 Series Routers, 10S XR Release 24.1.x, 24.2.x, 24.3x [}
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