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Note

Introduction

This document describes the commands used to configure IP switching features such as Cisco Express
Forwarding, Distributed Cisco Express Forwarding, and Fast Switching in Cisco 10S software.

Prior to Cisco |OS Release 12.3(14)T, the commands for configuring 1P switching features were
presented in the Cisco |OS Switching Services Command Reference.

Refer to the configuration guide indicated here for configuration guidelines:

For Information About Configuring
This Cisco 10S Feature... Refer to the Following Cisco 10S Configuration Guide...
I P switching features Cisco |0S IP Switching Configuration Guide.
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I ceftable consistency-check

cef table consistency-check

To enable Cisco Express Forwarding table consistency checker types and parameters, use the cef table
consistency-check command in global configuration mode. To disable consistency checkers, use the no
form of this command.

cef table consistency-check {ipv4 | ipv6} [type{lc-detect | scan-lc-rp | scan-rp-Ic | scan-rib-ios
| scan-ios-rib} [count count-number [period seconds] | period seconds] | error-message |
auto-repair [delay seconds [holddown seconds] | holddown seconds] | data-checking]

no cef table consistency-check {ipv4 | ipv6} [type {lc-detect | scan-lc-rp | scan-rp-Ic |
scan-rib-ios | scan-ios-rib} [count count-number [period seconds] | period seconds] |
error-message | auto-repair | data-checking]

Syntax Description ipv4 Checks | Pv4 addresses.
ipv6 Checks IPv6 addresses.

Note  On the Cisco 10000 series routers, 1Pv6 is supported on Cisco 10S
Release 12.2(28)SB and later releases.

type (Optional) Specifies the type of consistency check to enable.

Ic-detect (Optional) (Distributed platforms such as the Cisco 7500 series only)
Detects missing prefixes on the line card. The information is confirmed by
the Route Switch Processor (RSP).

This consistency checker operates on the line card by retrieving I P prefixes
that are missing from its Forwarding Information Base (FIB) table. If IP
prefixes are missing, the line card cannot forward packets for these
addresses. This consistency checker then sends IP prefixes to the RSP for
confirmation. If the RSP detects that it has the relevant entry, an
inconsistency is detected, and an error message is displayed. Finally, the
RSP sends a signal back to the line card confirming that the IP prefix is an
inconsistency.

scan-lc-rp (Optional) (Distributed platforms only) Performs a passive scan check of
tables on the line card.

This consistency checker operates on the line card by examining the FIB
table for a configurable time period and sending the next x prefixes to the
RSP. The RSP does an exact lookup, and if it finds the prefix missing, it
reports an inconsistency. Finally, the RSP sends asignal back to the line card
for confirmation.

scan-rp-lc (Optional) Operates on the RSP (opposite of the scan-Ic-rp consistency

checker) by examining the FIB table for a configurable time period and
sending the next x prefixes to the line card.

Theline card does an exact lookup. If it findsthe prefix missing, theline card
reports an inconsistency and signals the RSP for confirmation.

scan-rib-ios (Optional) Compares the Routing Information Base (RIB) to the FIB table
and provides the number of entries missing from the FIB table.
scan-ios-rib (Optional) Compares the FIB table to the RIB and provides the number of

entries missing from the RIB.
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cef table consistency-check

count count-number (Optional) Specifiesthe maximum number of prefixesto check per scan. The
rangeisfrom 2 to 10000. The default count number is 1000 prefixes per scan
for the scan-rib-ios and scan-ios-rib keywords. The default count number
is O for the Ic-detect, scan-Ic-rp, and scan-rp-lc keywords.

period seconds (Optional) Period between scans. Valid values are from 30 to 3600 seconds.
The default is 60 seconds.

error-message (Optional) Enables the consistency checker to generate an error message
when it detects an inconsistency. By default, this function is disabled.

auto-repair (Optional) Enables the auto repair function. By default, this functionis

enabled. You can enter the no form of the command to disable auto repair or
enter the default form of the command to return the auto repair settingsto a
10-second delay and 300-second holddown.

delay seconds (Optional) Specifies how long the consistency checker waits to fix an
inconsistency. The range is 10 to 300 seconds. The default delay is
10 seconds.

holddown seconds (Optional) Specifies how long the consistency checker waitsto reenable auto

repair after auto repair runs. The range is from 300 to 3000 seconds. The
default delay is 300 seconds.

data-checking (Optional) Enables the consistency checker data-checking utility. By
default, this function is disabled.

Command Default All consistency checkers are disabled.

Command Modes Global configuration (config)

Command History Release Modification
12.2(25)S This command was introduced. This command replaces the ip cef table
consistency-check command.
12.2(28)SB This command was integrated into Cisco 10S Release 12.2(28)SB.
12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.
12.2(33)SXH This command was integrated into Cisco 10S Release 12.2(33)SXH.
12.4(20)T This command was integrated into Cisco 10S Release 12.4(20)T.
Cisco 10S XE This command was integrated into Cisco 10S XE Release 2.1 and
Release 2.1 implemented on the Cisco ASR 1000 Series Aggregation Services Router.
Examples The following example enables the Cisco Express Forwarding consistency checker to check 1Pv4
addresses:

Rout er (config)# cef table consistency-check ipv4

The following example enables the Cisco Express Forwarding consistency checker to check 1Pv4
addresses and specifies the scan-rp-Ic checker to run every 60 seconds for 5000 prefixes:

Rout er (config)# cef table consistency-check ipv4 type scan-rp-1c count 5000 period 60

Cisco 10S IP Switching Command Reference
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The following example enables the Cisco Express Forwarding consistency checker to check 1Pv4
addresses and display an error message when it finds an inconsistency:

Rout er (config)# cef table consistency-check ipv4 error-nessage

Related Commands =~ Command Description

clear cef table Clears the Cisco Express Forwarding tables.

clear ip cef inconsistency Clears Cisco Express Forwarding inconsistency statistics and
records found by the Cisco Express Forwarding consistency
checkers.

debug cef Enables the display of information about Cisco Express
Forwarding events.

debug ip cef table Enables the collection of events that affect entries in the

Cisco Express Forwarding tables.

show cef table consistency-check Displays Cisco Express Forwarding consistency checker table
values.

show ip cef inconsistency Displays Cisco Express Forwarding IP prefix inconsistencies.
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cef table download

To set download characteristics for prefixes or routes in the Cisco Express Forwarding table, use the
cef table download command in global configuration mode. To return to the default download
characteristics, use the no form of this command.

cef table download {catch-all | connected-route | default-route | receive-route |
recur sive-dependents | route-in-vrf} priority priority-number

no cef table download { catch-all | connected-route | default-route | receive-route |
recur sive-dependents | route-in-vrf} priority priority-number

Syntax Description

Command Default

Command Modes

catch-all Any route not matched, which include Internet routes. The default priority
is4.

connected-route Route directly connected to the router. The default priority is 2.

default-route Default route, 0.0.0.0/0 or ::/0. The default priority is 1.

receive-route Receive route, local address on router. The default priority is 2.

recursive-dependents  Route with recursive dependents, matches next-hop of other recursive
routes. The default priority is 1.

route-in-vrf Route in a Virtual Private Network (VPN) routing and forwarding (VRF)
table. The default priority is 3.

priority Sets the table download priority.

priority-number Select one of the following as the priority number:

e 1—1st priority
e 2—2nd priority
e 3—3rd priority
e 4—A4th priority

The default download characteristics apply to routes and prefixes downloaded from the Route Processor
(RP) to the line cards.

Global configuration (config)

Command History

Usage Guidelines

Release Modification
12.2(33)SRE This command was introduced.

Use this command to change the priority of how prefixes and routes in the Cisco Express Forwarding
table are downloaded from the RP to the line cards.

Default download priorities are set up to improve convergence when topology changes occur in
networks of distributed platform, such as the Cisco 7600 series routers and the Cisco Catalyst 6000
series switches.
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Examples

Prefixes and routes are categorized and downloaded at four different priorities. Table 1 lists the
download priority and the associated prefix or route type.

Table 1 Download Priorities and Associated Prefix or Route Category
Download Priority Prefix or Route Type
Priority 1 (P1) e Default routes

¢ Routes with recursive dependents, typically Interior Gateway
Protocol (IGP) prefixes that are the next hop of internal Border
Gateway Protocol (iBGP) learned routes

Priority 2 (P2) ¢ Directly connected routes
¢ Receiveroutes; that is, the host routes for the interface address of
the router
Priority 3 (P3) e Any routein aVRF table
Priority 4 (P4) ¢ Any other route

In atypical network, a small number of |GP prefixes have many iBGP prefixes recursing through them.
When an IGP topology change occurs, the key to updating the forwarding of the iBGP prefixesisto
update the IGP prefix through which they recurse. If these prefixes with recursing dependents are
downloaded before other prefixes, convergence will be faster. Therefore, the default priority for routes
with recursive dependentsis P1.

Prioritizing the download of directly connected prefixes and their associated local interface address
allows for faster and more deterministic failure detection when an interface goes down. In addition,
traffic isreceived at the local interface addresses as soon as possible, which allows for faster Layer 3
protocol convergence. The default priority for directly connected and receive routesis set at P2.

V RF routes over global table routes or Internet routes have a default priority of P3, and all other routes
are prioritized at P4.

The cef table download command allows you to override a default priority so you can customize prefix
and route downloads from the RP to the line cards. To display the configured download priority, use the
show cef table download priority command.

The following example shows how to change the download priority of the default route from P1 to P2:

Rout er (config)# cef table downl oad default-route priority 2

Related Commands

Command Description

show cef table download priority  Displays the configured download priority of Cisco Express
Forwarding routes.
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cef table output-chain build

To configure characteristics for Cisco Express Forwarding table output chain building for the forwarding
of packets through the network, use the cef table output-chain build command in global configuration
mode. To disable Cisco Express Forwarding table output chain-building characteristics, use the no form
of this command. To restore the general Cisco Express Forwarding table output chain-building
characteristics to their default values, use either the default form of this command.

General Characteristics
cef table output-chain build favor { convergence-speed | memory-utilization}
no cef table output-chain build favor

default cef table output-chain build favor

Individual Overrides

cef table output-chain build {indirection [non-recursive-prefix] [recursive-prefix] |
inplace-modify [load-sharing] [push-counter]}

no cef table output-chain build {indirection [non-recursive-prefix] [recursive-prefix] |
inplace-modify [load-sharing] [push-counter]}

default cef table output-chain build {indirection [non-recursive-prefix] [recursive-prefix] |
inplace-modify [load-sharing] [push-counter]}

Syntax Description conver gence-speed Configures a faster convergence speed for table output chain building.
memory-utilization Configures less memory use for table output chain building.
default Removes any table output chain building characteristic.
indirection Enables insertion of indirection objects for table output chain building.
non-recursive-prefix  (Optional) Enablesinsertion of indirection objects for nonrecursive prefixes.
recursive-prefix (Optional) Enables insertion of indirection objects for recursive prefixes.
inplace-modify Enables in-place modification of objects in the forwarding chain.
load-sharing (Optional) Enables in-place modification of load-balancing objects in the
forwarding chain.
push-counter (Optional) Enables in-place modification of packet countersin the output
chain.
Command Default Convergence speed and indirection characteristics are enabled by default for the building of

Cisco Express Forwarding table output chains.

Command Modes Global configuration (config)

Cisco 10S IP Switching Command Reference
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Command History Release Modification
12.2(33)SRA This command was introduced.
12.2(33)SB This command was integrated into Cisco |0S Release 12.2(33)SB.
12.2(33)SXH This command was integrated into Cis 10S Release 12.2(33)SXH.
12.4(20)T This command was integrated into Cisco |OS Release 12.4(20)T.
Usage Guidelines General Characteristics

Use the cef table output-chain build favor command to override the Cisco Express Forwarding table
default operational behavior used to build output chains for forwarding of network traffic.

The default behavior for output chain building favors convergence, if this behavior is permitted by the
platform. (See your platform documentation for information on the convergence of recursive and
nonrecursive prefixes.) Depending on your network requirements and resources, you might choose to do
one of the following:

¢ Use the conver gence-speed keyword to increase convergence speed, which requires additional
system resources, especially additional memory.

e Usethe memory-utilization keyword to decrease memory use, which decreases convergence speed
and uses fewer system resources.

The default is platform-specific and usually sufficient. The default falls between the options provided
for your use with this command.

For all cef table output-chain build commands, the state is enabled, disabled, or use the system
defaults. To remove any configuration you must enter the default keyword with the command instead
of the no keyword. To disable an output chain-building characteristic, enter the no keyword.

The output of the show cef table command displays the current configuration and operational state of
the Cisco Express Forwarding table.

Individual Overrides
This command is used for troubleshooting purposes only.

Note  Usethis command only on the advice of field personnel from Cisco.

The use of the cef table output-chain build command with either the indirection or inplace-modify
keyword overrides specific Cisco Express Forwarding table output chain-building behavior. Indirection
characteristics are installed by default if the platform supports or permits their use.

The indirection keyword enables or disables the insertion of indirection objects for recursive or
nonrecursive prefixes or for both recursive and nonrecursive prefixes. Inserting an indirection object
into the forwarding chain allows the handling of any aggregate event that affects multiple prefixes by
the modification of the indirection object. For example, if a number of recursive prefixes all share the
same recursive nexthop, and the route to the recursive nexthop changes, a single update to an indirection
object can restore forwarding for those recursive prefixes.

If you configure the cef table output-chain build indirection command without a prefix type, recursive
and nonrecursive prefixes are explicitly enabled. This command would override any preference
configured with the existing cef table output-chain build favor command.
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Theinplace-modify keyword enables or disables the ability to modify certain objectsin the forwarding
chain by modifying the data that an object holds. The alternative is a complete replacement of the object
and the relinking of all links to the object.

To return to system default settings for Cisco Express Forwarding table output chain building, use the
default form of the command.

The output of the show cef table command displays the current configuration and operational state of
the Cisco Express Forwarding table.

Examples The following example shows how to configure the use of less memory for table output chain building:

Rout er (config)# cef table output-chain build favor nenory

Use this command if your priority is to save memory and your network does not require a faster
convergence speed for table output chain building for forwarding of network traffic.

Related Commands = Command Description

show cef table Displays the configuration and operational state of the FIB.
show ip cef switching statistics  Displays switching statistics in the FIB.
show ipv6 cef switching statistics Displays switching statisticsin the IPv6 FIB.
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cef table rate-monitor-period

To set atime period over which to calculate the rate of route updates from the Routing Information Base
(RIB) to the Cisco Express Forwarding Forwarding Information Base (FIB) tables, use the cef table
rate-monitor-period command in global configuration mode. To return to the default time period, use
the no form of this command.

cef table rate-monitor-period minutes

no cef table rate-monitor-period minutes

Syntax Description minutes Thetime period, in minutes, over which to calculate the rate of route updates
to Cisco Express Forwarding tables. The range is from 1 to 60. The
default is 5.

Command Default If the command is not configured, the sampling rate is every 5 minutes.

Command Modes Global configuration (config)

Command History Release Modification
12.2(25)S This command was introduced.
12.2(28)SB This command was integrated into Cisco 10S Release 12.2(28)SB.
12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.
12.2(33)SXH This command was integrated into Cisco 10S Release 12.2(33)SXH.
12.4(20)T This command was integrated into Cisco |10S Release 12.4(20)T.

Usage Guidelines Use this command to change the sampling rate period over which to monitor route updates from the RIB
to the Cisco Express Forwarding |Pv4 and | Pv6 FIB tables. Changing the sampling period allowsyou to
calculate the rate of route insertion into the FIB at any interval length from 1 minute to 60 minutes.

Examples The following exampl e shows how to set the time period to 1 minute over which to calculate the rate of
route updates from the RIB to the IPv4 FIB and | Pv6 FIB:

Rout er (config)# cef table rate-nonitor-period 1

Related Commands  Command Description

show cef table Displays the configuration and operational state of the Cisco Express
Forwarding FIB table.
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clear adjacency

Syntax Description

Command Modes

To clear the Cisco Express Forwarding adjacency table, use the clear adjacency command in privileged
EXEC mode.

clear adjacency

This command has no arguments or keywords.

Privileged EXEC (#)

Command History

Usage Guidelines

Examples

Release Modification

11.2GS This command was introduced to support the Cisco 12012 Internet router.

11.1CC Support was added for multiple platforms.

12.2(25)S This command was integrated into Cisco 10S Release 12.2(25)S.

12.2(28)SB This command was integrated into Cisco 10S Release 12.2(28)SB and
implemented on the Cisco 10000 series routers.

12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.

12.2(33)SXH This command was integrated into Cisco 10S Release 12.2(33)SXH.

12.4(20)T This command was integrated into Cisco 10S Release 12.4(20)T.

Using the clear adjacency command repopul ates adjacencies from sources. Any remaining stale
adjacencies (meaning those that fail to repopulate on request) are then purged. Layer 2 next hop
information is reevaluated.

Clearing adjacencies cause the adjacency tableto repopulate from the Layer 2 to Layer 3 mapping tables.
To reeval uate the mappings, clear the source information by using a Cisco |OS command, such as the
clear arp-cache command.

For Cisco 7500 Routers

On adistributed system, the adjacency tables that reside on line cards are always synchronized to the
adjacency table that resides on the Route/Switch Processor (RSP). Refreshing the adjacencies also
refreshes adjacencies on line cards and purges stale entries. (Entering the clear adjacency command on
aline card has no effect.)

The following example clears the adjacency table:

Rout er# cl ear adj acency
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Related Commands =~ Command Description
clear arp-cache Deletes all dynamic entries from the ARP cache.
debug adjacency Enables the display of information about the adjacency database.
show adjacency Displays Cisco Express Forwarding adjacency table information.

show mls cef adjacency Displays information about the hardware Layer 3 switching adjacency
node.
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clear adjacency epoch
N

Note Theclear adjacency epoch command is not available in Cisco 10S Releases 12.2(25)S, 12.2(28)SB,
12.2(33)SRA, 12.2(33)SXH, 12.4(20)T and later releases.

To begin anew epoch and increment the epoch number of the Cisco Express Forwarding adjacency table,
use the clear adjacency epoch command in privileged EXEC mode.

clear adjacency epoch

Syntax Description  This command has no arguments or keywords.

Command Modes Privileged EXEC (#)

Command History Release Modification

12.2(8)T This command was introduced.

12.2(25)S This command was removed. It is not available in Cisco 10S
Release 12.2(25)S and later Cisco 10S 12.2S releases.

12.2(28)SB This command was removed. It is not available in Cisco |0S
Release 12.2(28)SB and later Cisco |0S 12.2SB releases.

12.2(33)SRA This command was removed. It is not available in Cisco 10S
Release 12.2(33)SRAand later Cisco |0S 12.2SR releases.

12.2(33)SXH This command was removed. It is not available in Cisco 10S
Release 12.2(33)SXH and later Cisco 10S 12.2S rel eases.

12.4(20)T This command was removed. It is not available in Cisco |10S

Release 12.4(20)T and later Cisco |OS 12.4T releases.

Usage Guidelines Theclear adjacency epoch command increments the epoch and flushes entries with the old epoch. This
command clears inconsistencies.

Use the clear adjacency epoch command when you want to rebuild the adjacency table. A new
adjacency table might be required because the user wants to remove inconsistencies from the table.

Examples The following example shows how to begin a new epoch and increments the epoch number of the
adjacency table:

Rout er# cl ear adj acency epoch

Cisco 10S IP Switching Command Reference
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clear cef interface

To clear the Cisco Express Forwarding per-interface traffic policy statistics for an interface, use the
clear cef interface command in privileged EXEC mode.

clear cef interface [interface-type interface-number] policy-statistics

Syntax Description interface-type Type of interface to clear the policy statistics for
interface-number Port, connector, or interface card number
policy-statistics Policy statistics for the specified interface.

Command Modes Privileged EXEC (#)

Command History Release Modification
12.0(9)S This command was introduced to support the Cisco 12000 series Internet
routers.
12.0(17)ST This command was introduced to support the Cisco 12000 series Internet
routers.
12.2(13)T This command was integrated into Cisco 10S Release 12.2(13)T.
12.4(20)T This command was integrated into Cisco 10S Release 12.4(20)T.
Usage Guidelines This command clears the Cisco Express Forwarding Border Gateway Protocol (BGP) traffic policy

statistics counters for an interface.

If you do not specify an interface type and interface number the policy statistics for all interfaces are

cleared.
Examples The following example clears the Cisco Express Forwarding BGP traffic policy statistics counters:
Router# clear cef interface ethernet 0/0 policy-statistics
Rout er #
Related Commands = Command Description
bgp-policy Enables BGP policy accounting or policy propagation on an
interface.
show cef interface policy-statistics Displays detailed Cisco Express Forwarding policy

statistical information for all interfaces.
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To clear Cisco Express Forwarding information from line cards, use the clear cef linecard command in

privileged EXEC mode.

clear cef linecard W

clear cef linecard [slot-number] [adjacency | interface | prefix]

Syntax Description

Command Modes

slot-number (Optional) Line card slot number to clear. When you omit this argument,
all line card slots are cleared.

adjacency (Optional) Clearsline card adjacency tables and rebuilds adjacency for the
specified line card.

interface (Optional) Clearsline card interface information and recreatesthe interface
information for the specified line card.

prefix (Optional) Clears line card prefix tables and starts rebuilding the

Forwarding Information Base (FIB) table.

Privileged EXEC (#)

Command History

Usage Guidelines

Note

Release Modification

11.2GS This command was introduced to support the Cisco 12012 Internet router.

11.1CC Support was added for multiple platforms.

12.2(25)S This command was integrated into Cisco 10S Release 12.2(25)S.

12.2(28)SB This command was integrated into Cisco 10S Release 12.2(28)SB and
implemented on the Cisco 7000 series router. This command is not
supported on the Cisco 10000 series router.

12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.

12.2(33)SXH This command was integrated into Cisco 10S Release 12.2(33)SXH.

This command is available only on distributed platforms (such as the Cisco 7500 series) running
distributed Cisco Express Forwarding.

Cisco Express Forwarding information on the line cards is cleared; however, Cisco Express Forwarding
information on the Route Processor (RP) is not affected.

After you clear Cisco Express Forwarding information from line cards, the corresponding information
from the RSP is propagated to the line cards. Interprocess communications (IPC) ensures that
Cisco Express Forwarding information on the Route Switch Processor (RSP) matches the Cisco Express
Forwarding information on the line cards.

Because this command might require significant processing resources and can cause dropped traffic or
system error messages about excessive CPU usg, its use is recommended only as a last resort for
debugging or mitigating serious problems.

Cisco 10000 series routers do not support the clear cef linecard command.
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Examples The following example clears the Cisco Express Forwarding information from the line cards:

clear cef linecard

Related Commands ~ Command Description
show cef linecard Displays Cisco Express Forwarding-related interface information by line
card.

Cisco 10S IP Switching Command Reference
.m. March 2011 |



| 1P Switching Commands

clear cef load-balance statistics W

clear cef load-balance statistics

To clear Cisco Express Forwarding (CEF) load balancing information, use the clear cef load-balance
statistics command in privileged EXEC mode.

clear cef load-balance statistics

Syntax Description ~ This command has no arguments or keywords.

Command Default Cisco Express Forwarding load balancing information is not cleared.

Command Modes Privileged EXEC (#)

Command History Release Modification

15.0(1)M This command was introduced in a release earlier than Cisco |0S
Release 15.0(1)M.

12.2(33)SRC This command was integrated into arelease earlier than Cisco 10S
Release 12.2(33)SRC.

12.2(33)SXI This command was integrated into arelease earlier than Cisco 10S
Release 12.2(33)SXI.

Cisco 10S XE This command was integrated into Cisco 10S XE Release 2.1.

Release 2.1

Usage Guidelines Cisco Express Forwarding load balancing is based on a combination of source and destination packet
information; it allows you to optimize resources by distributing traffic over multiple paths for transferring
datato a destination. You can use the clear cef load-balance statistics command to clear Cisco Express
Forwarding load balancing information. To select and configure the load balancing algorithm and to record
the statistics, use theip cef load-sharing algorithm command.

Examples The following example shows how to clear CEF load balancing information:

Rout er# cl ear cef |oad-bal ance statistics

Related Commands = Command Description
ip cef load-sharing Selects a Cisco Express Forwarding |oad-balancing algorithm.
algorithm
show cef Displays information about packets forwarded by Cisco Express

Forwarding.
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clear cef table

To clear the Cisco Express Forwarding tables, use the clear cef table command in privileged EXEC
mode.

clear cef table{ipv4 | ipv6} [vrf {vrf-name|* }]

Syntax Description ipv4 Clears the Cisco Express Forwarding tables for 1Pv4 addresses.
ipv6 Clears the Cisco Express Forwarding tables for |Pv6 addresses.

Note  On the Cisco 10000 series routers |Pv6 is supported on Cisco 10S
Release 12.2(28)SB and later releases.

vrf (Optional) Specifies all VPN routing and forwarding (V RF) instance tables or a specific
VREF table for an IPv4 or |Pv6 address.

vrf-name  (Optional) Clears the specific VRF table for IPv4 or IPv6 addresses.
* (Optional) Clears all the VRF tables for IPv4 or |Pv6 addresses.

Command Modes Privileged EXEC (#)

Command History Release Modification
12.2(25)S This command was introduced.
12.2(28)SB This command was integrated into Cisco 10S Release 12.2(28)SB.
12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.
12.2(33)SXH This command was integrated into Cisco 10S Release 12.2(33)SXH.
12.4(20)T This command was integrated into Cisco |0S Release 12.4(20)T.

Usage Guidelines Theclear cef table command clears the selected table or address family of tables (for |Pv4 or |Pv6) and
updates (refreshes) them throughout the router (including the Route Processor and line cards). The
command increments the table epoch, updates the tables, distributes the updated information to the line
cards, and performs a distributed purge of any stale entries in the tables based on the noncurrent epoch
number. This ensures that any inconsistencies that occurred over time are removed.

Because this command might require significant processing resources and can cause dropped traffic or
system error messages about excessive CPU usg, it’s use is recommended only as a last resort for
debugging or mitigating serious problems.

Cisco Express Forwarding tables are also cleared automatically during bootup or online insertion and
removal (OIR) of line cards.

Note  On the Cisco 10000 series routers, IPv6 is supported on Cisco |OS Release 12.2(28)SB or later
releases.

Examples The following example clears the Cisco Express Forwarding tables for the IPv6 address family:

Router# clear cef table ipv6 vrf *
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The following example clears the Cisco Express Forwarding tables for a VRF table named vrfl in the
IPv4 address family:

Rout er # cl ear

cef table ipv4d vrf vrfl

The following example clearsthe Cisco Express Forwarding tablesfor all VRF tablesin the |Pv4 address
family. This example shows output with Cisco Express Forwarding table debugging enabled:

Rout er # cl ear

06: 56:
06: 56:
06: 56:
06: 56:
06: 56:

0220

06: 56:

01:
01:
01:
01:
01:

01:

FlI Bt abl e:
Fl Bt abl e:
Fl Bt abl e:
FlI Bt abl e:
Fl Bt abl e:

FlI Bt abl e:

Trying nodify.

06: 56:

00000

06: 56:

01:

01:

Tryi ng

06: 56:

00000

06: 56:

01:

01:

Tryi ng

06: 56:

0220

06: 56:

01:

01:

FI Bt abl e:

FI Bt abl e:
nmodi fy.
FlI Bt abl e:

FI Bt abl e:
nodi fy.
FI Bt abl e:

FlI Bt abl e:

Trying nodify.
06: 56: 01: FIBtable:

220

06: 56: 01: FIBtable:
Trying nodify.

06: 56: 01:

05

06: 56:

rying

06: 56:
06: 56:
06: 56:
06: 56:
06: 56:
06: 56:

01:

FlI Bt abl e:

Fl Bt abl e:

nodi fy.

01:
01:
01:
01:
01:
06:

00420005

06: 56:

06:

FlI Bt abl e:
FI Bt abl e:
FlI Bt abl e:
Fl Bt abl e:
FlI Bt abl e:
FlI Bt abl e:

FlI Bt abl e:

gs 00420005
06: 56: 06: FI Bt abl e:
rying nodify.

cef table ipv4d vrf *

Refreshi ng tabl e | Pv4: Defaul t

I nval i dated 224.0.0.0/4 in |Pv4: Defaul t

Del eted 224.0.0.0/4 from | Pv4: Def aul t

Val i dated 224.0.0.0/4 in |Pv4: Defaul t

| Pv4: Event up, 10.1.41.0/24, vrf Default, 1 path, flags 0100
| Pv4: Adding route for 10.1.41.0/24 but route already exists.
| Pv4: Event up, 10.0.0.11/32, vrf Default, 1 path, flags 010
| Pv4: Adding route for 10.0.0.11/32 but route already exists
| Pv4: Event up, 10.0.0.15/32, vrf Default, 1 path, flags 010
| Pv4: Adding route for 10.0.0.15/32 but route already exists
| Pv4: Event up, 10.0.0.7/32, vrf Default, 1 path, flags 0100
| Pv4: Adding route for 10.0.0.7/32 but route already exists.
| Pv4: Event up, 10.0.0.0/8, vrf Default, 1 path, flags 00000
| Pv4: Adding route for 10.0.0.0/8 but route already exists.

| Pv4: Event up, 0.0.0.0/0, vrf Default, 1 path, flags 004200
| Pv4: Adding route for 0.0.0.0/0 but route already exists. T
Starting purge of table | Pv4:Default to epoch 13

Invalidated 10.1.41.1/32 in | Pv4: Default

Del eted 10.1.41.1/32 from | Pv4: Def aul t

Purged 1 prefix fromtable |Pv4: Default

Val i dated 10.1.41.1/32 in | Pv4: Defaul t

| Pv4: Event nodified, 0.0.0.0/0, vrf Default, 1 path, flags

| Pv4: Event up, default, 0.0.0.0/0, vrf Default, 1 path, fla

| Pv4: Adding route for 0.0.0.0/0 but route already exists. T

[ March 2011

Cisco 108 IP Switching Command Reference



IP Switching Commands |

W clear ceftable

Related Commands =~ Command Description
clear ip cef inconsistency Clears Cisco Express Forwarding inconsistency statistics and
records found by the Cisco Express Forwarding consistency
checkers.
debug cef Enables the display of information about Cisco Express
Forwarding events.
debug ip cef table Enables the collection of events that affect entries in the

Cisco Express Forwarding tables.

show cef table consistency-check Displays Cisco Express Forwarding consistency checker table
values.

show ip cef inconsistency Displays Cisco Express Forwarding IP prefix inconsistencies.
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clear ip cache

To delete entriesin the routing table cache used to fast switch IP traffic, usethe clear ip cache command
in privileged EXEC mode.

clear ip cache [prefix mask]

Syntax Description prefix mask (Optional) Deletes only the entries in the cache that match the prefix and
mask combination.

Command Modes Privileged EXEC (#)

Command History Release Modification
10.0 This command was introduced.
12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.
12.2SX Thiscommand is supported in the Cisco |OS Release 12.2SX train. Support

in a specific 12.2SX release of this train depends on your feature set,
platform, and platform hardware.

12.4(20)T This command was integrated into Cisco 10S Release 12.4(20)T.

Usage Guidelines Use this command to clear routes from the routing table cache. You can remove all entriesin the routing
cache or you can remove only those entries associated with a specified prefix and mask.

N

Note  |Pv4 fast switching is not supported in Cisco 10S 12.4(20)T and later releases.

Examples The following command shows how to delete the all of the entries in the routing table cache:

Router# clear ip cache

The following command show how to delete entries in the router table associated with the prefix and
mask 192.168.32.0 255.255.255.0:

Router# clear ip cache 192.168.32.0 255.255.255.0

Related Commands  Command Description
ip route-cache Controls the use of high-speed switching caches for I P routing.
show ip cache Displays the routing table cache used to fast switch IP traffic.

Cisco 10S IP Switching Command Reference
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clear ip cef epoch
N

Note Theclear ip cef epoch command is not available in Cisco |0S Releases 12.2(25)S, 12.2(28)SB,
12.2(33)SRA, 12.2(33)SXH, 12.4(20)T, and later releases.

To begin a new epoch and increment the epoch number for one or all Cisco Express Forwarding tables,
use the clear ip cef epoch command in privileged EXEC mode.

clear ip cef epoch [all-vrfs | full | vrf [table]]

Syntax Description all-vrfs (Optional) Begins a new epoch for all Forwarding Information Base (FIB)
tables.
full (Optional) Begins a new epoch for all tables, including adjacency tables.
vrf (Optional) Begins a new epoch for the specified FIB table.
table (Optional) Virtual Private Network (VPN) routing and forwarding (VRF)
instance name.

Command Modes Privileged EXEC (#)

Command History Release Modification

12.2(8)T This command was introduced.

12.2(14)S This command was integrated into Cisco 10S Release 12.2(14)S.

12.2(25)S This command was removed. It is not available in Cisco 10S
Release 12.2(25)S and later Cisco 10S 12.2S releases.

12.2(28)SB This command was removed. It is not available in Cisco |0S
Release 12.2(28)SB and later Cisco 10S 12.2SB releases.

12.2(33)SRA This command was removed. It is not available in Cisco 10S
Release 12.2(33)SRAand later Cisco 10S 12.2SR releases.

12.2(33)SXH This command was removed. It is not available in Cisco |0S
Release 12.2(33)SXH and later Cisco 10S 12.2SX releases.

12.4(20)T This command was removed. It is not available in Cisco 10S

Release 12.4(20)T and later Cisco |OS 12.4T releases.

Usage Guidelines Use the clear ip cef epoch command when you want to rebuild a table. This command increments the
epoch number and flushes entries with the old epoch number. This command clears any inconsistencies
that might exist, so if everything in the system is working correctly, this command does not affect the
Cisco Express Forwarding forwarding tables other than changing the current epoch values.
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Examples The following example shows the output before and after you clear the epoch table and increment the
epoch number:

Rout er# show i p cef epoch
CEF epoch information:

Tabl e: Default-table
Tabl e epoch: 2 (43 entries at this epoch)

Adj acency tabl e
Tabl e epoch: 2 (5 entries at this epoch)

Router# clear ip cef epoch full
Rout er# show i p cef epoch
CEF epoch infornation:
Tabl e: Default-table
Tabl e epoch: 3 (43 entries at this epoch)

Adj acency table
Tabl e epoch: 3 (5 entries at this epoch)

Related Commands  Command Description
show cef state Displays the state of Cisco Express Forwarding.
show ip cef epoch Displays the table epochs of the adjacency table and of all FIB tables.

Cisco 10S IP Switching Command Reference
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clear ip cef epoch full

To begin anew epoch and increment the epoch number for all Cisco Express Forwarding tables
(including the adjacency table), use the clear ip cef epoch full command in privileged EXEC mode.

clear ip cef epoch full

Syntax Description ~ This command has no arguments or keywords.

Command Modes Privileged EXEC (#)

Command History Release Modification
12.2(14)SX This command was introduced on the Supervisor Engine 720.
12.2(17d)SXB  Support for this command on the Supervisor Engine 2 was extended to
Release 12.2(17d)SXB.
12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.
12.4(20)T This command was integrated into Cisco 10S Release 12.4(20)T.

Usage Guidelines Use the clear ip cef epoch full command when you want to rebuild a table. This command allows old
and new table entries to be distinguished within the same data structure and allows you to retain the old
Cisco Express Forwarding database table while constructing the new table.

These show commands display epoch information:

e show ip cef summary—Displays the table epoch for a specific Forwarding Information Base (FIB)
table.

e show ip cef detail—Displays the epoch value for each entry of a specific FIB table.
e show adjacency summary—Displays the adjacency table epoch.

¢ show adjacency detail—Displays the epoch value for each entry of the adjacency table.

Examples This example shows the output before and after you clear the epoch table and increment the epoch
number:

Rout er# show i p cef epoch
CEF epoch information:

Tabl e: Def aul t -t abl e
Tabl e epoch:2 (164 entries at this epoch)

Adj acency tabl e
Tabl e epoch:1 (33 entries at this epoch)

Cisco 10S IP Switching Command Reference
.m. March 2011 |



| 1P Switching Commands

clear ip cefepoch full

Router# clear ip cef epoch full
Rout er# show i p cef epoch

CEF epoch information:

Tabl e: Def aul t -t abl e
Tabl e epoch: 3 (164 entries at this epoch)

Adj acency table
Tabl e epoch:2 (33 entries at this epoch)

Related Commands  Command Description
show adjacency detail Displays the information about the protocol detail and timer.
show adjacency Displays a summary of Cisco Express Forwarding adjacency information.
summary
show ip cef detail Displays detailed FIB entry information.

show ip cef summary  Displays a summary of the FIB.
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clear ip cef event-log
N

Note Effectivewith Cisco |0S 12.2(25)S, the clear ip cef event-log command is replaced by the monitor
event-trace cef ipv4 clear command. See the monitor event-trace (EXEC) command for more
information.

To clear the Cisco Express Forwarding event-log buffer, use the clear ip cef event-log command in
privileged EXEC mode.

clear ip cef event-log

Syntax Description  This command has no arguments or keywords.

Command Modes Privileged EXEC (#)

Command History Release Modification

12.0(15)S This command was introduced.

12.2(2)T This command was integrated into Cisco 10S Release 12.2(2)T.

12.2(25)S This command was replaced by the monitor event-trace cef ipv4 clear
command.

12.2(33)SRA This command was replaced by the monitor event-trace cef ipv4 clear
command.

12.2SX This command is supported in the Cisco |OS Release 12.2SX train. Support

in a specific 12.2SX release of this train depends on your feature set,
platform, and platform hardware.

12.4(20)T This command was replaced by the monitor event-trace cef ipv4 clear
command.

Usage Guidelines This command clears the entire Cisco Express Forwarding table event log that holds Forwarding
Information Base (FIB) and adjacency events.

Examples The following example shows how to clear the Cisco Express Forwarding event-log buffer:

Router# clear ip cef event-1log
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Related Commands

Command

Description

cef table consistency-check

Enables Cisco Express Forwarding table consistency checker
types and parameters.

ip cef table event-log

Controls Cisco Express Forwarding table event-log
characteristics.

show ip cef events

Displays all recorded Cisco Express Forwarding FIB and
adjacency events.
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clear ip cef inconsistency

To clear the Cisco Express Forwarding inconsistency checker statistics and records found by the
Cisco Express Forwarding consistency checkers, use the clear ip cef inconsistency command in
privileged EXEC mode.

clear ip cef inconsistency

Syntax Description ~ This command has no arguments or keywords.

Command Modes Privileged EXEC (#)

Command History Release Modification

12.0(15)S This command was introduced.

12.2(2)T This command was integrated into Cisco 10S Release 12.2(2)T.

12.2(25)S This command was integrated into Cisco 10S Release 12.2(25)S.

12.2(14)SX Support for this command was introduced on the Supervisor Engine 720.

12.2(17d)SXB Support for this command on the Supervisor Engine 2 was extended to the
12.2(17d)SXB release.

12.2(28)SB This command was integrated into Cisco 10S Release 12.2(28)SB and
implemented on the Cisco 10000 series routers.

12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SR.

12.2(33)SXH This command was integrated into Cisco 10S Release 12.2(33)SXH.

12.4(20)T This command was integrated into Cisco 10S Release 12.4(20)T.

Usage Guidelines This command clears the Cisco Express Forwarding inconsistency checker statistics and records that
accumulate when the cef table consistency-check command is enabled.

Examples The following example shows how to clear all Cisco Express Forwarding inconsistency checker
statistics and records:

Router# clear ip cef inconsistency
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Related Commands = Command Description
cef table consistency-check Enables Cisco Express Forwarding table consistency checker
types and parameters.
show ip cef inconsistency Displays Cisco Express Forwarding IP prefix inconsistencies.
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clear ip cef prefix-statistics

To clear Cisco Express Forwarding counters by resetting the packet and byte count to zero (0), use the
clear ip cef prefix-statistics command in privileged EXEC mode.

clear ip cef network [mask] prefix-statistics

Syntax Description network Forwarding Information Base (FIB) entry specified by network.
mask (Optional) FIB entry specified by network and mask.

Command Modes Privileged EXEC (#)

Command History Release Modification
11.2GS This command was introduced to support the Cisco 12012 Internet router.
11.1CC Support for multiple platform was added.
12.2(25)S The * (asterisk) keyword was removed.
12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.
12.2SX This command is supported in the Cisco |OS Release 12.2SX train. Support

in a specific 12.2SX release of this train depends on your feature set,
platform, and platform hardware.

12.4(20)T This command was integrated into Cisco 10S Release 12.4(20)T.

Usage Guidelines When the clear statistics flag is set, statistics are cleared as the FIB table is scanned. The time period is
up to 60 seconds for all statisticsto clear. However, clearing a specific prefix is completed immediately.

Examples The following example shows how to reset the packet and byte counts to zero for Cisco Express
Forwarding entries on the 172.17.10.10 network:

Router# clear ip cef 172.17.10.10 prefix-statistics

Related Commands =~ Command Description
ip cef accounting Enables Cisco Express Forwarding network accounting.
show adjacency Displays Cisco Express Forwarding adjacency table information.
show ip cef Displays entries or a summary of the FIB table.
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clear ip mds

To clear multicast distributed switching (MDS) information from the router, use the clear ip mds
command in privileged EXEC mode.

clear ip mds{all | [vrf vrf-name] forwarding}

Syntax Description all Clear all IP MDS information.
vrf (Optional) A Virtual Private Network (VPN) routing and forwarding (VRF)
instance.
vrf-name (Optional) Name assigned to the VRF.
forwarding Clears al linecard routes from a Multicast Forwarding Information Base

(MFIB) table and resynchronizes it with the Route Processor (RP).

Command Modes Privileged EXEC (#)

Command History Release Modification
11.2(11)GS This command was introduced.
12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.
12.2SX This command is supported in the Cisco |OS Release 12.2SX train. Support

in a specific 12.2SX release of this train depends on your feature set,
platform, and platform hardware.

Usage Guidelines Cisco 12000 Series Internet Router

On a Cisco 12000 series Internet router the clear ip mds command must be run in privileged EXEC
mode on a linecard.

Examples The following example clears al line card routesin an MFIB table on a Cisco 12000 series Internet
router:

Router# attach 1
LC- Sl ot 1> enabl e
LC-Sl ot 1# clear ip nds forwarding

The following example clears all line card routesin an MFIB table on a Cisco 7500 series router:

Router# clear ip mds forwarding

Cisco 10S IP Switching Command Reference
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Related Commands = Command Description
show ip mdsinterface Displays the MFIB table and forwarding information for MDS on a
line card.
show ip mds stats Display switching statistics or line card statistics for MDS.
show ip mds summary Displays a summary of the MFIB table for MDS.
show ip mds forwarding Displays MDS information for all the interfaces on the line card.
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clear ip mds forwarding

The forwarding keyword for the clear ip mds command is no longer documented as a separate
command.

Theinformation for using the forwar ding keyword for the clear ip mds command has been incorporated

into the clear ip mds command documentation. Seethe clear ip mds command documentation for more
information.

Cisco 10S IP Switching Command Reference
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clear ip mds linecard

To reset multicast distributed switching (MDS) line card information on the router, use the clear ip mds
linecard command in privileged EXEC mode.

clear ip mdslinecard {linecard-slot-number | *}

Syntax Description linecard-slot-number Slot number containing the line card to be reset.
* Indicates that the reset should be executed on all line cards.

Command Modes Privileged EXEC (#)

Command History Release Modification
12.0(19.3)S This command was introduced.
12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.
12.2SX This command is supported in the Cisco |0S Release 12.2SX train. Support

in aspecific 12.2SX release of thistrain depends on your feature set,
platform, and platform hardware.

Usage Guidelines When the* keyword is specified instead of the linecard-slot-number argument, all MDS information on
all line cardsis cleared and reset.

Examples The following example clears and resets all MDS line card information on the router:

Router# clear ip mds linecard *

Related Commands  Command Description
show ip mds Clears MDS information from the router.
show ip mdsinterface Displays the MFIB table and forwarding information for MDS on a
line card.
show ip mds stats Display switching statistics or line card statistics for MDS.
show ip mds summary Displays a summary of the MFIB table for MDS.
show ip mds forwarding Displays MDS information for all the interfaces on the line card.
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clear ip traffic

To clear the global or system-wide I P traffic statistics for one or more interfaces, use the clear ip traffic
command in privileged EXEC mode.

clear ip traffic [inter face type number]

Syntax Description

Command Default

Command Modes

interface type number  (Optional) Clearsthe global or system-wide | P traffic statistics for a specific
interface. If the interface keyword is used, the type and number arguments
are required.

Using the clear ip traffic command with no keywords or arguments clears the global or system-wide IP
traffic statistics for all interfaces.

Privileged EXEC (#)

Command History

Usage Guidelines

Release Modification

12.42)T This command was introduced.

12.2(31)SB2 This command was integrated into Cisco 10S Release 12.2(31)SB2.

Cisco 10S XE This command was integrated into Cisco 10S XE Release 2.1.

Release 2.1

Cisco |0S XE This command was modified to include the optional interface keyword and
Release 3.1S associated type and number arguments. These modifications were made to

provide support for the IPv4 MIBs as described in RFC 4293, Management
Information Base for the Internet Protocol (1P).

15.1(4)M This command was modified. The optional interface keyword and
associated type and number arguments were added. These modifications
were made to provide support for the IPv4 MIBs as described in RFC 4293,
Management Information Base for the Internet Protocol (1P).

Using the clear ip traffic command with the optional interface keyword clears the iplfStatsTable
counters displayed for the specified interface and also clears the counters displayed by the show ip
traffic interface command.

Examples The following example clears the global or system-wide IP traffic statistics on all interfaces:
Router# clear ip traffic
The following example shows how to clear the IP traffic statistics on Ethernet interface 0/0:
Router# clear ip traffic interface ethernet 0/0
Cisco 10S IP Switching Command Reference
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The following is sample output from the show ip traffic command for Ethernet interface 0/0 after
clearing the traffic using the clear ip traffic command:

Router# show ip traffic

Et hernet0/0 IP-1F statistics :
Rcvd: O total, O total _bytes

0 format errors, 0 hop count exceeded
0 bad header, 0 no route
0 bad destination, 0 not a router
0 no protocol, O truncated
0 forwarded
0 fragnents, 0 total reassenbl ed
0 reassenbly tinmeouts, O reassenbly failures
0 discards, O delivers

0

0

0

0

0

0

Sent : total, O total _bytes O discards
generated, O forwarded
fragmented into, O fragments, O failed

Mcast : received, O received bytes
sent, 0 sent bytes

Bcast: received, 0 sent

Related Commands = Command Description
show ip traffic Displays the global or system-wide IP traffic statistics for one or more

interfaces.
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clear mis cef ip accounting per-prefix

To clear information about the | P per-prefix accounting statistics, use the clear mls cef ip accounting
per-prefix command in privileged EXEC mode.

clear mls cef ip accounting per-prefix {all | { prefix mask [instance]}}

Syntax Description all Clears all per-prefix accounting statistics information.
prefix Entry prefix in the format A.B.C.D.
mask Entry prefix mask.
instance (Optional) VPN routing and forwarding instance name.

Command Modes Privileged EXEC (#)

Command History Release Modification
12.2(17a)SX Support for this command was introduced on the Supervisor Engine 720.
12.2(17d)SXB Support for this command on the Supervisor Engine 2 was extended to
Release 12.2(17d)SXB.
12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.
Examples This example shows how to clear all information about the per-prefix accounting statistics:

Router# clear ms cef ip accounting per-prefix all
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clear pxf

To clear Parallel eXpress Forwarding (PXF) counters and statistics, use the clear pxf command in

privileged EXEC mode.

clear pxf [dma counters | interface interface | statistics { context | diversion | drop | ip | ipv6} |

Xcm counter g

Syntax Description

Command Modes

dma counters

(Optional) Clears the direct memory access (DMA) PXF counters.

interface interface

(Optional) Clears the PXF counters on the specified interface.

statistics

(Optional) Type of PXF statistics to clear. The options are:
e context—Current and historical loads on the PXF.
e diversion—Traffic diverted from the PXF.
e drop—Dropped packets and bytes.
e ip— IPand ICMP statistics.
e ipv6—IPv6 statistics.

Xcm counters

Clears the PXF Error Code Correction (ECC) counters.

Privileged EXEC (#)

Command History

Usage Guidelines

Release Modification

12.0(22)S This command was introduced on the Cisco 10000 series router.

12.2(1)XF1 This command was introduced on the Cisco uBR10012 router.

12.2(4)XF1 The xcm counter s option was introduced to support the Performance
Routing Engine (PRE1) module on the Cisco uBR10012 router.

12.3(7)X11 This command was integrated into Cisco 10S Release 12.3(7)X11.

12.3BC This command was integrated into Cisco | OS Release 12.3BC. The context
and ipv6 keyword options are not supported.

12.2(31)SB This command was integrated into Cisco 10S Release 12.2(31)SB.

12.2(33)SCA This command was integrated into Cisco |10S Release 12.2(33)SCA. The

ipv6 keyword option is not supported.

If no interfaceis specified, the command clears PXF counters on all interfaces. The clear pxf command
clears counters associated with the show pxf dma, show pxf interface, show pxf statistics, and show

pxf xcm commands.

Cisco uBR10012 Universal Broadband Router

Not all keyword options are supported in the Cisco 10S software for the Cisco uBR10012 universal
broadband router. See the command history table for the unsupported keyword options by release.

The clear pxf xcm counters command is supported only on the PRE1 and later processors for the
Cisco uBR10012 router. This command is not supported on the PRE processor.
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Examples The following example clears PXF statistics for serial interface 1/0/0:
Router# clear pxf interface serial 1/0/0
The following example clears PXF statistics on all interfaces:
Router# clear pxf interface
Related Commands  Command Description
show pxf cpu statistics Displays PXF CPU statistics.
show pxf dma Displaysthe current state of DMA buffers, error counters, and registers on the
PXF engine.
show pxf interface Displays a summary of the statistics accumulated by column 0 of the PXF
for an interface.
show pxf statistics Displays chassis-wide, summary PXF statistics.
show pxf xcm Displays PXF XCM information.
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Ip cache-invalidate-delay

To control the invalidation rate of the I P route cache, use the ip cache-invalidate-delay command in
global configuration mode. To allow the I P route cache to be immediately invalidated, use the no form
of this command.

ip cache-invalidate-delay [minimum maximum quiet threshold]

no ip cache-invalidate-delay

Syntax Description minimum (Optional) Minimum time (in seconds) between invalidation request and
actual invalidation. The default is 2 seconds.
maximum (Optional) Maximum time (in seconds) between invalidation request and
actual invalidation. The default is 5 seconds.
quiet (Optional) Length of quiet period (in seconds) before invalidation. The
default is 3 seconds with no more than zero invalidation requests.
threshold (Optional) Maximum number of invalidation requests considered to be quiet.

Command Default The invalidation rate of the IP route cache is not controlled.

Command Modes Global configuration (config)

Command History Release Modification
10.0 This command was introduced.
12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.
12.2SX This command is supported in the Cisco |OS Release 12.2SX train. Support

in a specific 12.2SX release of this train depends on your feature set,
platform, and platform hardware.

Usage Guidelines After you enter the ip cache-invalidate-delay command all cache invalidation requests are honored
immediately.

Caution  Thiscommand should only be used under the guidance of technical support personnel. Incorrect settings
can seriously degrade network performance. The command-line-interface (CL1) will not allow you to
enter the ip cache-invalidate-delay command until you configure the service internal command in
global configuration mode.

The I P fast-switching and autonomous-switching features maintain a cache of 1P routes for rapid access.
When a packet is to be forwarded and the corresponding route is not present in the cache, the packet is
process switched and a new cache entry is built. However, when routing table changes occur (such as
when alink or an interface goes down), the route cache must be flushed so that it can be rebuilt with
up-to-date routing information.
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ip cache-invalidate-delay

This command controls how the route cache is flushed. The intent isto delay invalidation of the cache
until after routing has settled down. Because route table changes tend to be clustered in a short period
of time, and the cache may be flushed repeatedly, a high CPU load might be placed on the router.

When thisfeatureis enabled, and the system requests that the route cache be flushed, the request is held
for at least minimum seconds. Then the system determines whether the cache has been “quiet” (that is,
less than threshold invalidation requests in the last quiet seconds). If the cache has been quiet, the cache
isthen flushed. If the cache does not become quiet within maximum seconds after the first request, it is
flushed unconditionally.

Manipulation of these parameters trades off CPU utilization versus route convergence time. Timing of
the routing protocolsis not affected, but removal of stale cache entriesis affected.

The following example shows how to set a minimum delay of 5 seconds, a maximum delay of 30
seconds, and a quiet threshold of no more than 5 invalidation requests in the previous 10 seconds:

Rout er (config)# service internal
Rout er (config)# ip cache-invalidate-delay 5 30 10 5

Related Commands

Command Description
ip route-cache Configures the high-speed switching caches for IP routing.
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ip cef

To enable Cisco Express Forwarding on the route processor card, use the ip cef command in global
configuration mode. To disable Cisco Express Forwarding, use the no form of this command.

Cisco 1AD2420 Series Routers, Cisco 2600 Series Routers, Cisco 3600 Series Routers, Cisco 3700 Series Routers,
Cisco 7200 Series Routers

ip cef [distributed]
no ip cef [distributed]

Cisco ASR 1000 Series Aggregation Services Routers
ip cef distributed

no ip cef distributed

Syntax Description distributed (Optional) Enables distributed Cisco Express Forwarding operation.
Distributes Cisco Express Forwarding information to line cards. Line cards
perform express forwarding.

Command Default Cisco Express Forwarding is enabled by default on most platforms. To find out if Cisco Express
Forwarding is enabled by default on your platform, enter the show ip cef command.

Command Modes Global configuration (config)

Command History Release Modification
11.1CC This command was introduced.
12.2 The default for Cisco 7200 series routers was changed from disabled to
enabled.
12.2(1)T This command was integrated into Cisco 10S Release 12.2(11)T and

implemented on the following platforms: Cisco |AD2420 series,
Cisco 2600 series, Cisco 3620 routers, Cisco 3640 routers, Cisco 3660
routers, Cisco 3700 series routers, and Cisco M C3810 multiservice access

concentrators.
12.2(28)SB This command was integrated into Cisco 10S Release 12.2(28)SB.
12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.
12.2SX Thiscommand is supported in the Cisco |OS Release 12.2SX train. Support

in aspecific 12.2SX release of thistrain depends on your feature set,
platform, and platform hardware.

12.4(20T This command was integrated into Cisco 10S Release 12.4(20)T.
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Usage Guidelines Theip cef command is not available on the Cisco 12000 series because that router series operates only
in distributed Cisco Express Forwarding mode. Distributed Cisco Express Forwarding is enabled also
on the Cisco 6500 series router.

Cisco Express Forwarding is advanced Layer 3 I P switching technology. Cisco Express Forwarding
optimizes network performance and scalability for networks with dynamic, topologically dispersed
traffic patterns, such as those associated with web-based applications and interactive sessions.

If you enable Cisco Express Forwarding and then create an access list that uses the log keyword, the
packets that match the access list are not Cisco Express Forwarding switched. They are fast switched.
Logging disables Cisco Express Forwarding.

The following example shows how to enable standard Cisco Express Forwarding operation:
Rout er(config)# ip cef

The following example shows how to enable distributed Cisco Express Forwarding operation:
Rout er(config)# ip cef distributed

Related Commands  Command Description
ip route-cache Controls the use of high-speed switching caches for IP
routing.
ip cef accounting Enables Cisco Express Forwarding network accounting.
ip cef load-sharing algorithm Selects a Cisco Express Forwarding load balancing
algorithm.

ip cef table adjacency-prefix override Enables Cisco Express Forwarding adjacency prefixes to
override static host glean routes.

cef table consistency-check Enables Cisco Express Forwarding table consistency
checker types and parameters.
show ip cef Displays entries or a summary of the FIB table.
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ip cef accounting

To enable Cisco Express Forwarding network accounting, use the ip cef accounting command in global
configuration mode or interface configuration mode. To disable network accounting of Cisco Express
Forwarding, use the no form of this command.

ip cef accounting accounting-types

no ip cef accounting accounting-types

Specific Cisco Express Forwarding Accounting Information Through Interface Configuration Mode
ip cef accounting non-recursive { external | internal}

no ip cef accounting non-recursive { external | internal}

Syntax Description accounting-types The accounting-types argument must be replaced with at least one of
the following keywords. Optionally, you can follow this keyword by
any or all of the other keywords, but you can use each keyword only
once.

¢ |oad-balance-hash—Enables load balancing hash bucket
counters.

¢ non-recursive—Enables accounting through nonrecursive
prefixes.

o per-prefix—Enables express forwarding of the collection of the
number of packets and bytes to a destination (or prefix).

¢ prefix-length—Enables accounting through prefix length.
non-recursive Enables accounting through nonrecursive prefixes.

This keyword is optional when used in global configuration mode
after another keyword is entered. See the accounting-types argument.

external Counts input traffic in the nonrecursive external bin.
internal Counts input traffic in the nonrecursive internal bin.

Command Default Accounting is disabled by default.

Command Modes Global configuration (config)
Interface configuration (config-if)

Command History Release Modification
11.2GS This command was introduced.
11.1CC Multiple platform support was added and the prefix-length keyword was
added.
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Usage Guidelines

Examples

ip cefaccounting

Release Modification

12.2(2)T Theip cef accounting non-recur sive command in interface configuration
mode was added.

12.2(25)S The load-balance-hash keyword was added.

12.2(28)SB This command was integrated into Cisco 10S Release 12.2(28)SB.

12.2(25)SG This command was integrated into Cisco 10S Release 12.2(25)SG.

12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.

12.2(33)SXH This command was integrated into Cisco 10S Release 12.2(33)SXH.

12.4(20)T This command was integrated into Cisco 10S Release 12.4(20)T.

Collecting statistics can help you better understand Cisco Express Forwarding patternsin your network.

When you enable network accounting for Cisco Express Forwarding from global configuration mode,
accounting information is collected at the Route Processor (RP) when Cisco Express Forwarding mode
is enabled and at the line cards when distributed Cisco Express Forwarding mode is enabled. You can
then display the collected accounting information using the show ip cef privileged EXEC command.

For prefixes with directly connected next hops, the non-r ecur sive keyword enables express forwarding
of the collection of packets and bytes through a prefix. This keyword is optional when this command is
used in global configuration mode.

This command in interface configuration mode must be used in conjunction with the global
configuration command. The interface configuration command allows a user to specify two different
bins (internal or external) for the accumulation of statistics. The internal bin is used by default. The
statistics are displayed through the show ip cef detail command.

Per-destination load balancing uses a series of 16 hash buckets into which the set of available paths are
distributed. A hash function operating on certain properties of the packet is applied to select a bucket
that contains a path to use. The source and destination |P addresses are the properties used to select the
bucket for per-destination load balancing. Use the load-balance-hash keyword with the ip cef
accounting command to enable per-hash-bucket counters. Enter the show ip cef prefix internal
command to display the per-hash-bucket counters.

The following example shows how to enable the collection of Cisco Express Forwarding accounting
information for prefixes directly connected to the next hops:

Router(config)# ip cef accounting non-recursive

Related Commands

Command Description

ipv6 cef accounting Enables Cisco Express Forwarding for |Pv6 (CEFv6) and distributed
CEFv6 (dCEFv6) network accounting.

show cef Displays information about packets forwarded by Cisco Express
Forwarding.

show ip cef Displays entries or a summary of the FIB table.
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ip cef linecard ipc memory

To configure the line card memory pool for the Cisco Express Forwarding queuing messages, usetheip
cef linecard ipc memory command in global configuration mode. To return to the default Inter-process
Communications (IPC) memory allocation, use the no form of this command.

ip cef linecard ipc memory kbps

no ip cef linecard ipc memory kbps

Syntax Description kbps Kilobytes of line card memory allocated. Range is 0 to 12800. The default
IPC memory allocation is 25 messages. However, this value depends on the
switching platform.

Command Default If you do not configure aline card memory pool for the Cisco Express Forwarding queuing messages,
the default is the IPC memory allocation for the switching platform.

Command Modes Global configuration (config)

Command History Release Modification
12.2(2)T This command was introduced.
Usage Guidelines This command is available only on distributed switching platforms.

If you are expecting large routing updates to the Route Processor (RP), use this command to allocate a
larger memory pool on the line cards for queuing Cisco Express Forwarding routing update messages.
The memory pool reduces the transient memory requirements on the RP.

To display and monitor the current size of the Cisco Express Forwarding message queues, use the show
cef linecard command. Also, the peak size is recorded and displayed when you use the detail keyword.

Examples The following example shows how to configure the Cisco Express Forwarding line card memory queue
to 128000 kilobytes per second:

Rout er(config)# ip cef linecard ipc nmenory 128000

Related Commands  Command Description
show cef linecard Displays detailed Cisco Express Forwarding information for the specified
line card.
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ip cef load-sharing algorithm

To select a Cisco Express Forwarding load-balancing algorithm, use the ip cef load-sharing algorithm
command in global configuration mode. To return to the default universal 1oad-balancing algorithm, use
the no form of this command.

ip cef load-sharing algorithm {original | tunnel [id] | universal [id] | include-ports{source[id]
| [destination] [id] | source [id] destination [id]}}

no ip cef load-sharing algorithm

Syntax Description

Command Default

Command Modes

original Sets the load-balancing algorithm to the original algorithm based on a
source and destination hash.

tunnel Sets the load-balancing algorithm for use in tunnel environmentsor in
environments where there are only afew |P source and destination
address pairs.

id (Optional) Fixed identifier.

universal Sets the load-balancing algorithm to the universal algorithm that uses
a source and destination and an ID hash.

include-ports source Sets the | oad-balancing algorithm to the include-ports algorithm that

uses a L ayer 4 source port.

include-ports destination Sets the load-balancing agorithm to the include-ports algorithm that
uses a Layer 4 destination port.

include-ports source Sets the load balancing algorithm to the include-ports algorithm that
destination uses Layer 4 source and destination ports.

The universal load-balancing algorithm is selected. If you do not configure the fixed identifier for a
load-balancing algorithm, the router automatically generates a unique ID.

Global configuration (config)

Command History

Release Modification

12.0(12)S This command was introduced.

12.1(5)T This command was integrated into Cisco 10S Release 12.1(5)T.

12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.

12.410)T Theinclude-ports source, include-ports destination, and the
include-ports sour ce destination keywords were added for the command.

12.2SX This command is supported in the Cisco |OS Release 12.2SX train. Support

in a specific 12.2SX release of this train depends on your feature set,
platform, and platform hardware.
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Usage Guidelines

Examples

The original Cisco Express Forwarding load-balancing algorithm produced distortions in load sharing
across multiple routers because of the use of the same algorithm on every router. When the

load-balancing algorithm is set to universal mode, each router on the network can make a different load
sharing decision for each source-destination address pair, and that resolves |oad-balancing distortions.

The tunnel algorithm is designed to share the load more fairly when only afew source-destination pairs
areinvolved.

The include-ports algorithm allows you to use the Layer 4 source and destination ports as part of the
load-balancing decision. This method benefits traffic streams running over equal-cost paths that are not
loadshared because the majority of the traffic is between peer addresses that use different port numbers,
such as Real-Time Protocol (RTP) streams. The include-ports algorithm is available in Cisco |OS
Release 12.4(11)T and later releases.

The following example shows how to enable the Cisco Express Forwarding |oad-balancing algorithm
for tunnel environments:

configure termnal

!

ip cef |oad-sharing algorithmtunnel

exit

Related Commands = Command Description
debug ip cef hash Records Cisco Express Forwarding load-balancing hash algorithm events
ip load-sharing Enables load balancing for Cisco Express Forwarding.
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ip cef optimize neighbor resolution

To configure address resolution optimization from Cisco Express Forwarding for |Pv4 for directly
connected neighbors, use the ip cef optimize neighbor resolution command in global configuration
mode. To disable address resolution optimization from Cisco Express Forwarding for directly connected
neighbors, use the no form of this command.

ip cef optimize neighbor resolution

no ip cef optimize neighbor resolution

Syntax Description  This command has no arguments or keywords.

Command Default If this command is not configured, Cisco Express Forwarding does not optimize the address resolution
of directly connected neighbors for IPv4.

Command Modes Global configuration (config)

Command History Release Modification
12.2(25)S This command was introduced.
12.2(28)SB This command was integrated into Cisco 10S Release 12.2(28)SB.
12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.
12.2(33)SXH This command was integrated into Cisco 10S Release 12.2(33)SXH.
12.4(20)T This command was integrated into Cisco 10S Release 12.4(20)T.

Usage Guidelines Theip cef optimize neighbor resolution command is very similar to the ipv6 cef optimize neighbor
resolution command, except that it is | Pv4-specific.

Use this command to trigger Layer 2 address resolution of neighbors directly from Cisco Express
Forwarding for 1Pv4.

Examples The following example shows how to optimize address resolution from Cisco Express Forwarding for
directly connected neighbors:

Rout er(config)# ip cef optim ze neighbor resol ution

Related Commands  Command Description

ipv6 cef optimize neighbor Configures address resolution optimization from Cisco Express
resolution Forwarding for 1Pv6 for directly connected neighbors.

Cisco 10S IP Switching Command Reference
[ March 2011 ..Em



M ip cef table adjacency-prefix

ip cef table adjacency-prefix

To modify how Cisco Express Forwarding adjacency prefixes are managed, use the ip cef table
adjacency-prefix command in global configuration mode. To disable Cisco Express Forwarding
adjacency prefix management, use the no form of this command.

ip cef table adjacency-prefix [override | validate]

no ip cef table adjacency-prefix [override | validate]

Syntax Description override (Optional) Enables Cisco Express Forwarding adjacency prefixesto override
static host glean routes.
validate (Optional) Enables the periodic validation of Cisco Express Forwarding

adjacency prefixes.

Defaults All Cisco Express Forwarding adjacency prefix management is disabled by default.

Command Modes Global configuration (config)

Command History Release Modification
12.0(16)S This command was introduced.
12.2(2)T This command was integrated into Cisco 10S Release 12.2(2)T.
12.1(13)EQ07 The validate keyword was added.
12.1(19.02)E The default behavior for ip cef table adjacency-prefix override was
12.3(04)XG changed to disabled.
12.3(04)XK
12.3(06.01)PI03
12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.
12.2SX This command is supported in the Cisco |OS Release 12.2SX train. Support

in a specific 12.2SX release of this train depends on your feature set,
platform, and platform hardware.

Usage Guidelines When Cisco Express Forwarding is configured, the forwarding information base (FIB) table may
conflict with static host routes that are specified in terms of an output interface or created by a Layer 2
address resolution protocols such as Address Resolution Protocol (ARP), map lists, and so on.

The Layer 2 address resolution protocol adds adjacencies to Cisco Express Forwarding, which in turn
creates a corresponding host route entry in the FIB table. Thisentry is called an adjacency prefix.

override

If the Cisco Express Forwarding adjacency prefix entries are also configured by a static host route, a
conflict occurs.
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This command ensures that adjacency prefixes can override static host glean routes, and correctly restore
routes when the adjacency prefix is deleted.

validate
When you add a /31 netmask route, the new netmask does not overwrite an existing /32 Cisco Express

Forwarding entry. This problem is resolved by configuring the validate keyword to periodically validate
prefixes derived from adjacencies in the FIB against prefixes originating from the RIB.

Examples override
The following example shows how to enable Cisco Express Forwarding table adjacency prefix override:

Router(config)# ip cef table adjacency-prefix override

validate

The following example shows how to enable Cisco Express Forwarding table adjacency prefix
validation:

Router(config)# ip cef table adjacency-prefix validate

Cisco 10S IP Switching Command Reference
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ip cef table adjacency-prefix

The override keyword for the ip cef table adjacency-prefix command is no longer documented as a
separate command.

The information for using the override keyword for the ip cef table adjacency-prefix command has
been incorporated into the ip cef table adjacency-prefix command documentation. See the ip cef table
adjacency-prefix command documentation for more information.
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ip cef table consistency-check

N

Note

Effective with Cisco 10S Release 12.4(20)T, the ip cef table consistency-check command is not
available in Cisco | OS software.

To enable consistency checker types and parameters for Cisco Express Forwarding tables, usetheip cef
table consistency-check command in global configuration mode. To disable consistency checkers, use
the no form of this command.

ip cef table consistency-check [type{lc-detect | scan-Ic | scan-rib | scan-rp}] [count
count-number] [period seconds]

no ip cef table consistency-check [type {Ic-detect | scan-Ic | scan-rib | scan-rp}] [count
count-number] [period seconds]

Suppressing Errors During Route Updates
ip cef table consistency-check [settle-time seconds]

no ip cef table consistency-check [settle-time seconds]

Syntax Description

Command Default

Command Modes

type (Optional) Specifies the type of consistency check to configure.

Ic-detect (Optional) Specifiesthat the line card or the modul e detects amissing prefix.
On theline card, a missing prefix is confirmed by Route Processor (RP).

scan-Ic (Optional) Specifies a passive scan check of tables on the line card or
module.

scan-rib (Optional) Specifies a passive scan check of tables on the RP against the

Routing Information Base (RIB). For the Cisco 7600 series router, the
scan-rib keyword specifies a passive scan check of tables on the rendezvous
point against the RIB.

scan-rp (Optional) Specifies a passive scan check of tables on the RP or on the
rendezvous point for the Cisco 7600 series router.

count count-number (Optional) Specifies the maximum number of prefixes to check per scan.
Valid values are from 1 to 225.

period seconds (Optional) Specifiesthe period of time between scans. Valid values are from
30 to 3600 seconds.

settle-time seconds (Optional) Specifies the amount of time that elapsed during which updates
for a candidate prefix are ignored as inconsistencies. Valid values are from
1 to 3600 seconds. This keyword is used during route updates.

All consistency checkers are disabled by default.

Global configuration (config)
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Command History Release

Modification

12.0(15)S

This command was introduced.

12.2(2)T

This command was integrated into Cisco 10S Release 12.2(2)T.

12.2(14)SX

Support for this command was implemented on the Supervisor Engine 720.

12.2(17d)SXB

Support for this command on the Supervisor Engine 2 was integrated into
Release 12.2(17d)SXB.

12.2(25)S

This command was replaced by the cef table consistency-check command.

12.2(28)SB

This command was replaced by the cef table consistency-check command.

12.2(33)SRA

This command was replaced by the cef table consistency-check command.

12.2(33)SXH

This command was replaced by the cef table consistency-check command.

12.4(20)T

This command was removed.

Usage Guidelines This command configures Cisco Express Forwarding table consistency checkers and parameters for the
detection mechanism types that are listed in Table 2.

Table 2 CEF Detection Mechanism Types

Detection Mechanism

Where Operates

Description

| c-detect

Line Card or
Module

Operates on the line card or module detecting and
retrieving | P prefixesthat are missing from its FIB table.
If P prefixes are missing, the line card or module cannot
forward packets for these addresses. The |c-detect
mechanism sends I P prefixes to the RP or rendezvous
point for confirmation. If the RP or rendezvous point
detects that it has the relevant entry, an inconsistency is
identified and an error message is displayed. Also, the
RP or rendezvous point sends a signal back to the line
card or module confirming that the IP prefix is an
inconsistency.

scan-lc

Line Card or
Module

Operates on the line card or module by looking through
the FIB table for a configurable time period and sending
the next n prefixesto the RP or rendezvous point. The RP
or rendezvous point performs an exact lookup. If it finds
the prefix missing, the RP or rendezvous point reports an
inconsistency. Finally, the RP or rendezvous point sends
asignal back to theline card or modulefor confirmation.

il Cisco 10S IP Switching Command Reference
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Table 2 CEF Detection Mechanism Types (continued)

Detection Mechanism |Where Operates |Description

scan-rp Route Processor |Operates on the RP or rendezvous point (opposite of the
scan-Ic) by looking through the FIB table for a
configurable time period and sending the next n prefixes
to the line card or module. The line card or module
performs an exact lookup. If it finds the prefix missing,
the line card or module reports an inconsistency and
finally signals the RP or rendezvous point for
confirmation.

scan-rib Route Processor |Operates on all RPs or rendezvous points (even
nondistributed) and scans the RIB to ensure that prefix
entries are present in the RP or rendezvous point FIB
table.

Examples The following example shows how to enable the Cisco Express Forwarding consistency checkers:

Router(config)# ip cef table consistency-check

Related Commands,  Command Description

clear ip cef inconsistency Clears Cisco Express Forwarding inconsistency statistics and records
found by the Cisco Express Forwarding consistency checkers.

debugip cef Displays various Cisco Express Forwarding table query and check
events.

show ip cef inconsistency Displays Cisco Express Forwarding IP prefix inconsistencies.
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ip cef table event-log
N

Note The ip cef table event-log command is not available in Cisco 10S Releases 12.2(25)S, 12.2(28)SB,
12.2(33)SRA, 12.2(33)SXH, 12.4(20)T, and later releases.

To control Cisco Express Forwarding table event-log characteristics, use the ip cef table event-log
command in global configuration mode.

ip cef table event-log [size event-number] [match ip-prefix mask]

no ip cef table event-log [size event-number] [match ip-prefix mask]
Specific to Virtual Private Network (VPN) Event Log

ip cef table event-log [size event-number] [vrf vrf-name] [match ip-prefix mask]

no ip cef table event-log [size event-number] [vrf vrf-name] [match ip-prefix mask]

Syntax Description size event-number (Optional) Number of event entries. Therangeisfrom 1to 4294967295. The
default is 10000.
match (Optional) Log events matching specified prefix and mask.
ip-prefix (Optional) IP prefixes matched, in dotted decimal format (A.B.C.D).
mask (Optional) Network mask written as A.B.C.D.
vrf vrf-name (Optional) Virtual Private Network (VPN) routing and forwarding instance

(VRF) Cisco Express Forwarding table and VRF name.

Defaults Default size for event log is 10000 entries.

Command Modes Global configuration (config)

Command History Release Modification

12.0(15)S This command was introduced.

12.2(2)T This command was integrated into Cisco 10S Release 12.2(2)T.

12.2(25)S This command was removed. It is not available in Cisco 10S
Release 12.2(25)S and later Cisco 10S 12.2S releases.

12.2(28)SB This command was removed. It is not available in Cisco 10S
Release 12.2(28)SB and later Cisco |0S 12.2SB releases.

12.2(33)SRA This command was removed. It is not available in Cisco 10S

Release 12.2(33)SRAand later Cisco 10S 12.2SR releases.
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Usage Guidelines

Examples

ip cef table event-log

Release Modification

12.2(33)SXH This command was removed. It is not available in Cisco 10S
Release 12.2(33)SXH and later Cisco 10S 12.2SX releases.

12.4(20)T This command was removed. It is not available in Cisco 10S

Release 12.4(20)T and later Cisco |0S 12.4T releases.

This command is used to troubleshoot inconsistencies that occur in the Cisco Express Forwarding event
log between the routes in the Routing Information Base (RIB), Route Processor (RP) Cisco Express
Forwarding tables, and line card Cisco Express Forwarding tables.

The Cisco Express Forwarding event log collects Cisco Express Forwarding events as they occur
without debugging enabled. This process allows the tracing of an event immediately after it occurs.
Cisco technical personnel may ask for information from this event log to aid in resolving problems with
the Cisco Express Forwarding feature.

When the Cisco Express Forwarding table event log has reached its capacity, the oldest event iswritten
over by the newest event until the event log size is reset using this command or cleared using the clear
ip cef event-log command.

The following example shows how to set the Cisco Express Forwarding table event log size to 5000
entries:

Rout er (config)# ip cef table event-log size 5000

Related Commands

Command Description
cef table Enables Cisco Express Forwarding table consistency checker types and
consistency-check parameters.
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ip cef table resolution-timer
N

Note The ip cef table resolution-timer command is not available in Cisco 10S Releases 12.2(25)S,
12.2(28)SB, 12.2(33)SRA, 12.2(33)SXH, 12.4(20)T and later releases.

To change the Cisco Express Forwarding background resolution timer, use the ip cef table
resolution-timer command in global configuration mode.

ip cef table resolution-timer seconds

no ip cef table resolution-timer seconds

Syntax Description seconds Timer value in seconds. Rangeisfrom 0 to 30 seconds; O is for the automatic
exponential backoff scheme.

Defaults The default configuration value is 0 seconds for automatic exponential backoff.

Command Modes Global configuration (config)

Command History Release Modification

12.2(2)T This command was introduced.

12.2(25)S This command was removed. It is not available in Cisco 10S
Release 12.2(25)S and later Cisco 10S 12.2S releases.

12.2(28)SB This command was removed. It is not available in Cisco 10S
Release 12.2(28)SB and later Cisco |0S 12.2SB releases.

12.2(33)SRA This command was removed. It is not available in Cisco 10S
Release 12.2(33)SRAand later Cisco 10S 12.2SR releases.

12.2(33)SXH This command was removed. It is not available in Cisco 10S
Release 12.2(33)SXH and later Cisco 10S 12.2SX releases.

12.4(20)T This command was removed. It is not available in Cisco 10S

Release 12.4(20)T and later Cisco |OS 12.4T releases.

Usage Guidelines The Cisco Express Forwarding background resolution timer can use either a fixed time interval or an
exponential backoff timer that reacts to the amount of resolution work required. The exponential backoff
timer starts at 1 second, increasing to 16 seconds when a network flap isin progress. When the network
recovers, the timer returns to 1 second.

The default is used for the exponential backoff timer. During normal operation, the default configuration
value set to O results in re-resolution occurring much sooner than when the timer is set at a higher fixed
interval.
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Examples The following example show how to set the Cisco Express Forwarding background resolution timer to
3 seconds:

Router(config)# ip cef table resolution-timer 3
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ip cef traffic-statistics

To change the time interval that controls when Next Hop Resolution Protocol (NHRP) sets up or tears
down aswitched virtual circuit (SVC), usetheip cef traffic-statistics command in global configuration
mode. To restore the default values, use the no form of this command.

ip cef traffic-statistics [load-interval seconds] [update-rate seconds]

no ip cef traffic-statistics

Syntax Description load-interval seconds (Optional) Length of time (in 30-second increments) during which the
average trigger-threshold and teardown-threshold intervals are
calculated before an SV C setup or teardown action is taken. (These
thresholds are configured in the ip nhrp trigger-svc command.) The
load-interval range is from 30 seconds to 300 seconds, in 30-second
increments. The default value is 30 seconds.

update-rate seconds (Optional) Frequency that the port adapter sends the accounting statistics
to the Route Processor (RP). When the route processor isusing NHRP in
distributed Cisco Express Forwarding switching mode, this value must be
set to 5 seconds. The default value is 10 seconds.

Defaults Load interval: 30 seconds
Update rate: 10 seconds

Command Modes Global configuration (config)

Command History Release Modification
12.0 This command was introduced.
12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.
12.2SX This command is supported in the Cisco |OS Release 12.2SX train. Support

in a specific 12.2SX release of this train depends on your feature set,
platform, and platform hardware.

Usage Guidelines Theip nhrp trigger-svc command sets the threshold by which NHRP sets up and tears down a
connection. The threshold is the Cisco Express Forwarding traffic load statistics. The thresholds in the
ip nhrp trigger-svc command are measured during a sampling interval of 30 seconds, by default. To
changethat interval over which that threshold is determined, use the load-interval seconds option of the
ip cef traffic-statistics command.

When NHRP is configured on a Cisco Express Forwarding switching node with a Versatile Interface
Processor (VIP2) adapter, you must make sure the update-r ate keyword is set to 5 seconds.

Other Cisco |OS features could also use the ip cef traffic-statistics command; this NHRP featurerelies
onit.
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Examples Inthe following example, the triggering and teardown thresholds are cal cul ated based on an average over
120 seconds:

ip cef traffic-statistics |load-interval 120

Related Commands  Command Description

ip nhrp trigger-svc Configures when NHRP will set up and tear down an SV C based on
aggregate traffic rates.
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Ip load-sharing

To enable load balancing for Cisco Express Forwarding on an interface, use the ip load-sharing
command in interface configuration mode. To disable load balancing for Cisco Express Forwarding on
the interface, use the no form of this command.

ip load-sharing {per-packet | per-destination}

no ip load-sharing per-packet

Syntax Description per-packet Enabl es per-packet load balancing for Cisco Express Forwarding on
theinterface. Thisfunctionality and keyword are not supported on all
platforms. See “Usage Guidelines” for more information.

per-destination Enabl es per-destination load balancing for Cisco Express
Forwarding on the interface.

Command Default Per-destination load balancing is enabled by default when you enable Cisco Express Forwarding.

Command Modes Interface configuration (config-if)

Command History Release Modification
11.2GS This command was introduced.
11.1CC This command was modified. Multiple platform support was added.
12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.
12.2SX This command is supported in the Cisco |OS Release 12.2SX train. Support

in a specific 12.2SX release of this train depends on your feature set,
platform, and platform hardware.

Usage Guidelines Per-packet load balancing allows the router to send data packets over successive equal-cost paths
without regard to individual destination hosts or user sessions. Path utilization is good, but packets
destined for a given destination host might take different paths and might arrive out of order.

N,
Note  Per-packet load balancing via Cisco Express Forwarding is not supported on Engine 2 Cisco 12000
series Internet router line cards (LCs).

Per-destination load balancing allows the router to use multiple, equal-cost paths to achieve load
sharing. Packets for a given source-destination host pair are guaranteed to take the same path, even if
multiple, equal-cost paths are available. Traffic for different source-destination host pairs tends to take
different paths.
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ip load-sharing W

If you want to enable per-packet load sharing to a particular destination, then all interfaces that can
forward traffic to the destination must be enabled for per-packet load sharing.

Per-packet load balancing can result in out-of-sequence (OOS) packet delivery errors on some routers,
which can cause applications such as Vol P to malfunction. Therefore, per-packet load balancing is not
recommended. For more information, see the release notes and caveats for your platform and software
release.

Cisco ASR 1000 Series Aggregation Services Routers

The ip load-sharing command is not supported on the Cisco ASR 1000 Series Aggregation Services
Router. Per-packet load balancing is not supported. On the Cisco ASR 1000 Series Aggregation Services
Router, per-destination load balancing is enabled by default and cannot be disabled.

The following example shows how to enable per-packet |oad balancing:
Rout er (config)# interface EO

Rout er(config-if)# ip | oad-sharing per-packet

The following example shows how to enable per-destination load balancing:

Rout er (config)# interface EO
Rout er (config-if)# ip | oad-sharing per-destination

Related Commands

Command Description
ip cef Enables CEF on the RP card.
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Ip route-cache

To control the use of switching methods for forwarding I P packets, use the ip route-cache commandin
interface configuration mode. To disable any of these switching methods, use the no form of this
command.

ip route-cache [cef | distributed | flow | policy | same-interface]

no ip route-cache [cef | distributed | flow | policy | same-interface]

Syntax Description cef (Optional) Enables Cisco Express Forwarding operation on an interface.
distributed (Optional) Enables distributed switching on the interface. (This keyword is
not supported on the Cisco 7600 routers.) Distributed switching is disabled
by default.
flow (Optional) Enables NetFlow accounting for packets that are received by the
interface. The default is disabled.
policy (Optional) Enables fast-switching for packets that are forwarded using
policy-based routing (PBR). Fast Switching for PBR (FSPBR) is disabled by
default.
same-interface (Optional) Enables fast-switching of packets onto the same interface on
which they arrived.
Command Default The switching method is not controlled.
Command Modes Interface configuration (config-if)
Command History Release Modification
10.0 This command was introduced.
11.1 The flow keyword was added.
11.2GS The cef and distributed keywords were added.
11.1CC cef keyword support was added for multiple platforms.
12.0 The policy keyword was added.
12.2(25)S This command was integrated into Cisco |0S Release 12.2(25)S. Theip
route-cache flow command is automatically remapped to the ip flow
ingress command.
12.2(28)SB This command was integrated into Cisco 10S Release 12.2(28)SB. This
command is not supported on the Cisco 10000 series router.
12.2(33)SRA This command was integrated into Cisco |OS Release 12.2(33)SRA.
12.4(20)T This command was integrated into Cisco 10S Release 12.4(20)T.
12.2(33)SXI This command was integrated into Cisco 10S Release 12.2(33)SXI.
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)

Note

Note

Note

ip route-cache W

IP Route Cache

The Cisco 10000 series routers do not support the ip route-cache command.

Using the route cache is often called fast switching. The route cache allows outgoing packets to be
load-balanced on a per-destination basis rather than on a per-packet basis. Theip r oute-cache command
with no additional keywords enables fast switching.

Entering theip r oute-cache command has no effect on a subinterface. Subinterfaces accept the no form
of the command; however, this disables Cisco Express Forwarding or distributed Cisco Express
Forwarding on the physical interface and all subinterfaces associated with the physical interface

The default behavior for Fast Switching varies by interface and media.

IPv4 fast switching is removed with the implementation of the Cisco Express Forwarding infrastructure
enhancements for Cisco |0S 12.2(25)S-based releases and Cisco |OS Release 12.4(20)T. For these and
later Cisco 10S releases, switching path are Cisco Express Forwarding switched or process switched.

IP Route Cache Same Interface

You can enable I P fast switching when the input and output interfaces are the same interface, using the
ip route-cache same-interface command. This configuration normally is not recommended, although
it isuseful when you have partially meshed media, such as Frame Relay or you are running Web Cache
Communication Protocol (WCCP) redirection. You could use this feature on other interfaces, although
it is not recommended because it would interfere with redirection of packets to the optimal path.

IP Route Cache Flow

The flow caching option can be used in conjunction with Cisco Express Forwarding switching to enable
NetFlow, which allows statistics to be gathered with a finer granularity. The statistics include |P
subprotocols, well-known ports, total flows, average number of packets per flow, and average flow
lifetime.

The ip route-cache flow command has the same functionality as the ip flow ingress command, which
isthe preferred command for enabling NetFlow. If either the ip route-cache flow command or the

ip flow ingress command is configured, both commands will appear in the output of the

show running-config command.

IP Route Cache Distributed

The distributed option is supported on Cisco routers with line cards and Versatile Interface Processors
(VIPs) that support Cisco Express Forwarding switching.

On Cisco routers with Route/Switch Processor (RSP) and VIP controllers, the VIP hardware can be

configured to switch packets received by the VIP with no per-packet intervention on the part of the RSP.
When VIP distributed switching is enabled, the input VIP interface tries to switch I P packets instead of
forwarding them to the RSP for switching. Distributed switching hel ps decrease the demand on the RSP.

If the ip route-cache distributed, ip cef distributed, and ip route-cache flow commands are
configured, the VIP performs distributed Cisco Express Forwarding switching and collects a finer
granularity of flow statistics.
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Note

Note

Examples

IP Route-Cache Cisco Express Forwarding

In some instances, you might want to disable Cisco Express Forwarding or distributed Cisco Express
Forwarding on a particular interface because that interface is configured with a feature that

Cisco Express Forwarding or distributed Cisco Express Forwarding does not support. Because all
interfaces that support Cisco Express Forwarding or distributed Cisco Express Forwarding are enabled
by default when you enable Cisco Express Forwarding or distributed Cisco Express Forwarding
operation globally, you must use the no form of the ip route-cache distributed command in the
interface configuration modeto turn Cisco Express Forwarding or distributed Cisco Express Forwarding
operation off a particular interface.

Disabling Cisco Express Forwarding or distributed Cisco Express Forwarding on an interface disables
Cisco Express Forwarding or distributed Cisco Express Forwarding switching for packets forwarded to
the interface, but does not affect packets forwarded out of the interface.

Additionally, when you disable distributed Cisco Express Forwarding on the RSP, Cisco 10S software
switches packets using the next-fastest switch path (Cisco Express Forwarding).

Enabling Cisco Express Forwarding globally disables distributed Cisco Express Forwarding on all
interfaces. Disabling Cisco Express Forwarding or distributed Cisco Express Forwarding globally
enables process switching on all interfaces.

On the Cisco 12000 series Internet router, you must not disable distributed Cisco Express Forwarding
on an interface.

IP Route Cache Policy

If Cisco Express Forwarding is already enabled, the ip route-cache route command is not required
because PBR packets are Cisco Express Forwarding-switched by default.

Before you can enable fast-switched PBR, you must first configure PBR.

FSPBR supports all of PBR’s match commands and most of PBR’s set commands, with the following
restrictions:

e Theset ip default next-hop and set default inter face commands are not supported.

e The set interface command is supported only over point-to-point links, unless a route cache entry
exists using the same interface specified in the set interface command in the route map.
Also, at the process level, the routing table is consulted to determine if the interfaceison a
reasonabl e path to the destination. During fast switching, the software does not make this check.
Instead, if the packet matches, the software blindly forwards the packet to the specified interface.

Not all switching methods are available on all platforms. Refer to the Cisco Product Catalog for
information about features available on the platform you are using.

Configuring Fast Switching and Disabling Cisco Express Forwarding Switching

The following example shows how to enable fast switching and disable Cisco Express Forwarding
switching:

Router(config)# interface ethernet 0/0/0

Rout er(config-if)# ip route-cache

The following example shows that fast switching is enabled:

Router# show ip interface fastEthernet 0/0/0
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Fast Et hernet0/0/0 is up, line protocol is up

Internet address is 10.1.1.254/24
Broadcast address is 255.255.255.224

Addr ess determ ned by non-volatile nenory
MIU i s 1500 bytes

Hel per address is not set

Directed broadcast forwarding is disabled
Mul ticast reserved groups joined: 224.0.0.10
Qut goi ng access list is not set

I nbound access list is not set

Proxy ARP is enabl ed

Security level is default

Split horizon is enabled

ICVWP redirects are al ways sent

| CWP unreachabl es are al ways sent

| CVWP mask replies are never sent

I P fast switching is enabled

I P fast switching on the sane interface is disabled
IP Flow switching is disabled

IP Distributed switching is disabled

| P Feature Fast sw tching turbo vector

I'P Null turbo vector

IP multicast fast switching is enabl ed

The following example shows that Cisco Express Forwarding switching is disabled:

Rout er# show cef interface fastEthernet 0/0/0

Fast Et hernet0/0/0 is up (if_nunber 3)

Corresponding hwi db fast_if_number 3
Corresponding hwi db firstsw >i f_nunber 3
Internet address is 10.1.1.254/24

I CVWP redirects are al ways sent

Per packet |oad-sharing is disabled

I P uni cast RPF check is disabled

I nbound access list is not set

Qut bound access list is not set

IP policy routing is disabled

Hardware idb is FastEthernet0/0/0

Fast switching type 1, interface type 18

I P CEF switching disabled

| P Feature Fast sw tching turbo vector

I'P Null turbo vector

Input fast flags 0xO0, Qutput fast flags O0x0
ifindex 1(1)

Slot 0 Slot unit 0 VC -1

Transmt limt accumul ator 0x48001A02 (0x48001A02)
I P MIU 1500

The following example shows the configuration information for FastEthernet interface 0/0/0:

Rout er# show runni ng-config

interface FastEthernet0/0/0

i p address 10.1.1.254 255.255.255.0
no i p route-cache cef
no ip route-cache distributed
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The following example shows how to enable Cisco Express Forwarding (and to disable distributed
Cisco Express Forwarding if it is enabled):

Rout er (config-if)# ip route-cache cef

The following example shows how to enable VIP distributed Cisco Express Forwarding and per-flow
accounting on an interface (regardless of the previous switching type enabled on the interface):

Rout er (config)# interface e0

Router(config-if)# ip address 10.252.245.2 255. 255.255.0
Router(config-if)# ip route-cache distributed

Rout er (config-if)# ip route-cache flow

The following example shows how to enable Cisco Express Forwarding on the router globally (which
also disables distributed Cisco Express Forwarding on any interfaces that are running distributed
Cisco Express Forwarding), and disable Cisco Express Forwarding (which enables process switching)
on Ethernet interface O:

Router(config)# ip cef
Rout er (config)# interface e0
Router(config-if)# no ip route-cache cef

The following example shows how to enable distributed Cisco Express Forwarding operation on the
router (globally), and disable Cisco Express Forwarding operation on Ethernet interface O:

Rout er (config)# ip cef distributed
Rout er (config)# interface e0
Rout er(config-if)# no ip route-cache cef

The following example shows how to reenable distributed Cisco Express Forwarding operation on
Ethernet interface O:

Router(config)# ip cef distributed
Rout er (config)# interface e0
Router(config-if)# ip route-cache distributed

Configuring Fast Switching for Traffic That Is Received and Transmitted over the Same Interface

The following example shows how to enable fast switching and disable Cisco Express Forwarding
switching:

Rout er (config)# interface ethernet 0/0/0
Router(config-if)# ip route-cache same-interface

The following example shows that fast switching on the same interface is enabled for interface
fastethernet 0/0/0:

Router# show ip interface fastEthernet 0/0/0

Fast Et hernet0/0/0 is up, line protocol is up
Internet address is 10.1.1.254/24
Broadcast address is 255.255. 255.224
Addr ess determ ned by non-volatile nenory
MIU i s 1500 bytes
Hel per address is not set
Directed broadcast forwarding is disabled
Mul ticast reserved groups joined: 224.0.0.10
Qut goi ng access list is not set
I nbound access list is not set
Proxy ARP is enabl ed
Security level is default
Split horizon is enabled
ICVWP redirects are always sent
| CWP unreachabl es are al ways sent
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| CMP mask replies are never sent
I P fast switching is enabl ed

ip route-cache W

I P fast switching on the sane interface is enabl ed

I P Flow switching is disabled

IP Distributed switching is disabled

| P Feature Fast sw tching turbo vector
I'P Null turbo vector

IP nulticast fast switching is enabl ed

IP nmulticast distributed fast switching is disabl ed

| P route-cache flags are Fast

Router Discovery is disabled

| P out put packet accounting is disabled
I P access violation accounting is disabled
TCP/ | P header conpression is disabled
RTP/ | P header conpression is disabled
Probe proxy nane replies are disabl ed
Policy routing is disabled

Net wor k address translation is disabled
WCCP Redi rect outbound is disabled

WCCP Redi rect inbound is disabled

WCCP Redirect exclude is disabled

BGP Policy Mapping is disabled

IP rmulticast nultilayer switching is disabled

The following example shows the configuration information for FastEthernet interface 0/0/0:

Rout er# show runni ng-config

nterface FastEthernet0/0/0

i p address 10.1.1.254 255.255.255.0
ip route-cache sanme-interface

no ip route-cache cef

no ip route-cache distributed

Enabling NetFlow Accounting

The following example shows how to enable NetFlow switching:

Rout er (config)# interface ethernet 0/0/0
Rout er (config-if)# ip route-cache flow

The following example shows that NetFlow accounting is enabled for FastEthernet interface 0/0/0:

Rout er# show ip interface fastEthernet 0/0/0

Fast Et hernet0/0/0 is up, line protocol is up
Internet address is 10.1.1.254/24
Broadcast address is 255.255. 255. 224
Addr ess determi ned by non-volatile menory
MIU i s 1500 bytes
Hel per address is not set
Di rected broadcast forwarding is disabled
Mul ti cast reserved groups joined: 224.0.0.10
Qut goi ng access list is not set
I nbound access list is not set
Proxy ARP is enabl ed
Security level is default
Split horizon is enabled
I CVWP redirects are always sent
| CVWP unreachabl es are al ways sent
| CVP mask replies are never sent
I P fast switching is enabl ed
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I P fast switching on the sanme interface is disabled
I'P Flow switching is enabl ed

IP Distributed switching is disabled

I P Fl ow switching turbo vector

I'P Null turbo vector

IP multicast fast switching is enabl ed

IP nulticast distributed fast switching is disabled
I P route-cache flags are Fast, Flow

Rout er Discovery is disabled

| P out put packet accounting is disabled

| P access violation accounting is disabled
TCP/ | P header conpression is disabled

RTP/ | P header conpression is disabled

Probe proxy nane replies are disabled

Policy routing is disabled

Net wor k address translation is disabled

WCCP Redi rect outbound is disabled

WCCP Redirect inbound is disabled

WCCP Redi rect exclude is disabled

BGP Policy Mapping is disabled

IP multicast nultilayer switching is disabled

Configuring Distributed Switching
The following example shows how to enable distributed switching:

Router(config)# ip cef distributed
Router(config)# interface ethernet 0/0/0
Rout er (config-if)# ip route-cache distributed

The following example shows that distributed Cisco Express Forwarding switching is for FastEthernet
interface 0/0/0:

Rout er# show cef interface fastEthernet 0/0/0

Fast Et hernet0/0/0 is up (if_number 3)
Correspondi ng hwi db fast_if_nunber 3
Corresponding hwi db firstsw > f_nunber 3
Internet address is 10.1.1.254/24
ICWP redirects are always sent
Per packet |oad-sharing is disabled
I P uni cast RPF check is disabled
I nbound access list is not set
Qut bound access list is not set
IP policy routing is disabled
Hardware idb is FastEthernet0/0/0
Fast switching type 1, interface type 18
| P Distributed CEF switching enabl ed
| P Feature Fast sw tching turbo vector
| P Feature CEF switching turbo vector
I nput fast flags Ox0, CQutput fast flags O0xO
ifindex 1(1)

Slot 0 Slot unit 0 VC -1
Transmt limt accunmul ator 0x48001A02 (0x48001A02)
| P MIU 1500

Configuring Fast Switching for PBR

The following example shows how to configure a simple policy-based routing scheme and to enable
FSPBR:

Rout er (config)# access-list 1 permt 10.1.1.0 0.0.0.255
Rout er (config)# route-map nmypbrtag pernmt 10

Rout er (confi g-route-nmap)# match ip address 1

Rout er (confi g-route-nmap)# set ip next-hop 10.1.1.195
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Rout er (config-route-map)# exit
Router(config)# interface fastethernet 0/0/0
Router(config-if)# ip route-cache policy

ip route-cache W

Rout er (config-if)# ip policy route-nmap mypbrtag

The following example shows that FSPBR is enabled for FastEthernet interface 0/0/0:

Router# show ip interface fastEthernet 0/0/0

Fast Ethernet0/0/0 is up, line protocol is up
Internet address is 10.1.1.254/24
Broadcast address is 255.255. 255. 255
Addr ess determi ned by non-volatile menory
MIU i s 1500 bytes
Hel per address is not set
Di rected broadcast forwarding is disabled

Mul ticast reserved groups joined: 224.0.0.10

Qut goi ng access list is not set

I nbound access list is not set
Proxy ARP is enabl ed

Security level is default

Split horizon is enabled

I CVWP redirects are al ways sent

| CWP unreachabl es are al ways sent
| CVP mask replies are never sent
I P fast switching is enabled

I P fast switching on the sane interface is disabled

IP Flow switching is disabled

I P CEF switching is enabl ed

IP Distributed switching is enabl ed

| P Feature Fast sw tching turbo vector
| P Feature CEF switching turbo vector
IP multicast fast switching is enabl ed

IP multicast distributed fast switching is disabl ed
I P route-cache flags are Fast, Distributed, Policy, CEF

Rout er Discovery is disabled

| P out put packet accounting is disabled

| P access violation accounting is disabled
TCP/ | P header conpression is disabled
RTP/ | P header conpression is disabled
Probe proxy nane replies are disabled

Policy routing is enabled, using route map nmy_pbr_tag

Net wor k address translation is disabled
WCCP Redi rect outbound is disabled

WCCP Redirect inbound is disabled

WCCP Redi rect exclude is disabled

BGP Policy Mapping is disabled

IP multicast nultilayer switching is disabled
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Related Commands = Command Description
exit L eaves aggregation cache mode.
ip cef Enables Cisco Express Forwarding on the RP card.
ip cef distributed Enables distributed Cisco Express Forwarding operation.
ip flow ingress Configures NetFlow on a subinterface.
set default interface Configures a default interface for PBR.
set interface Configures a specified interface for PBR.
set ip default next-hop Configures a default 1P next hop for PBR.
show cef interface Displays detailed Cisco Express Forwarding information for interfaces.
show ip interface Displays the usability status of interfaces configured for IP.
show mpoa client Displays the routing table cache used to fast switch IP traffic.
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Ip route-cache policy

The policy keyword for the ip route-cache command is no longer documented as a separate command.

The information for using the policy keyword for the ip route-cache command has been incorporated

into the ip route-cache command documentation. See the ip route-cache command documentation for
more information.
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ip verify unicast notification threshold

To configure the threshold value used to determine whether to send a Unicast Reverse Path Forwarding
(RPF) drop rate notification, use the ip verify unicast notification threshold command in interface
configuration mode. To set the notification threshold back to the default value, use the no form of this
command.

ip verify unicast notification threshold packets-per-second

no ip verify unicast notification threshold

Syntax Description packets-per-second Threshold value, in packets per second, used to determine whether to send a
Unicast RPF drop rate notification. Therangeisfrom 0 to 4294967295. The
default is 1000.

Command Default No notifications are sent.

Command Modes Interface configuration (config-if)

Command History Release Modification
12.2(31)SB2 This command was introduced.
12.2(33)SRC This command was integrated into Cisco 10S Release 12.2(33)SRC.
12.4(20)T This command was integrated into Cisco |0S Release 12.4(20)T.
12.2(33)SX12 This command was integrated into Cisco 10S Release 12.2(33)SXI2.

Usage Guidelines This command configures the threshold Unicast RPF drop rate which, when exceeded, triggers a
notification. Configuring a value of 0 means that any Unicast RPF packet drop triggers a notification.

Examples The following example shows how to configure a notification threshold value of 900 on Ethernet
interface 3/0:

Rout er> enabl e

Rout er# configure term nal

Rout er (config# interface ethernet 3/0

Router(config-if)# ip verify unicast notification threshold 900
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Related Commands

Command

Description

ip verify drop-rate
computeinterval

Configures the interval of time between Unicast RPF drop rate
computations.

ip verify drop-rate
compute window

Configures the interval of time during which the Unicast RPF drop count is
collected for the drop rate computation.

ip verify drop-rate
notify hold-down

Configures the minimum time between Unicast RPF drop rate notifications.
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ip verify unicast reverse-path
N

Note = This command was replaced by theip verify unicast source reachable-via command effective with
Cisco 10S Release 12.0(15)S. The ip verify unicast source reachable-via command allows for more
flexibility and functionality, such as supporting asymmetric routing, and should be used for any Reverse
Path Forward implementation. The ip verify unicast rever se-path command is still supported.

To enable Unicast Reverse Path Forwarding (Unicast RPF), use the ip verify unicast reverse-path
command in interface configuration mode. To disable Unicast RPF, use the no form of this command.

ip verify unicast reverse-path [list]

no ip verify unicast reverse-path [list]

Syntax Description list (Optional) Specifies anumbered access control list (ACL) in the following
ranges:

1to 99 (IP standard access list)

100 to 199 (1P extended access list)

1300 to 1999 (IP standard access list, expanded range)
2000 to 2699 (1P extended access list, expanded range)

Command Default Unicast RPF is disabled.

Command Modes Interface configuration (config-if)
Commandistory Release Modification
11.1(CC) This command was introduced. This command was not included in
Cisco I0S Release 11.2 or 11.3
12.0
12.1(2)T Added ACL support using the list argument. Added per-interface statistics
on dropped or suppressed packets.
12.0(15)S Theip verify unicast source reachable-via command replaced this

command, and the following keywords were added to the ip verify unicast
sour ce reachable-via command: allow-default, allow-self-ping, rx, and

any.

12.1(8a)E Theip verify unicast rever se-path command was integrated into
Cisco 10S Release 12.1(8a)E.

12.2(14)S Theip verify unicast rever se-path command was integrated into

Cisco 10S Release 12.2(14)S.
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ip verify unicast reverse-path Il

Release Modification

12.2(14)SX Theip verify unicast rever se-path command was integrated into
Cisco 10S Release 12.2(14)SX.

12.2(33)SRA The ip verify unicast rever se-path command was integrated into

Cisco |0S Release 12.2(33)SRA.

Usetheip verify unicast rever se-path interface command to mitigate problems caused by malformed
or forged (spoofed) I P source addresses that are received by arouter. Malformed or forged source
addresses can indicate denial of service (DoS) attacks on the basis of source I P address spoofing.

When Unicast RPF is enabled on an interface, the router examines all packets that are received on that
interface. The router checks to ensure that the source address appears in the Forwarding Information
Base (FIB) and that it matches the interface on which the packet was received. This “look backwards’
ability is available only when Cisco Express Forwarding is enabled on the router because the lookup
relies on the presence of the FIB. Cisco Express Forwarding generates the FIB as part of its operation.

To use Unicast RPF, enable Cisco Express Forwarding switching or distributed Cisco Express
Forwarding switching in the router. There is no need to configure the input interface for Cisco Express
Forwarding switching. Aslong as Cisco Express Forwarding is running on the router, individual
interfaces can be configured with other switching modes.

It is very important for Cisco Express Forwarding to be configured globally in the router. Unicast RPF
will not work without Cisco Express Forwarding.

Unicast RPF is an input function and is applied on the interface of arouter only in the ingress direction.

The Unicast Reverse Path Forwarding feature checks to determine whether any packet that is received
at arouter interface arrives on one of the best return paths to the source of the packet. The feature does
this by doing a reverse lookup in the Cisco Express Forwarding table. If Unicast RPF does not find a
reverse path for the packet, Unicast RPF can drop or forward the packet, depending on whether an ACL
is specified in the Unicast Reverse Path Forwarding command. If an ACL is specified in the command,
then when (and only when) a packet fails the Unicast RPF check, the ACL is checked to determine
whether the packet should be dropped (using a deny statement in the ACL) or forwarded (using a permit
statement in the ACL). Whether a packet is dropped or forwarded, the packet is counted in the global IP
traffic statistics for Unicast RPF drops and in the interface statistics for Unicast RPF.

If no ACL is specified in the Unicast Reverse Path Forwarding command, the router drops the forged or
malformed packet immediately and no ACL logging occurs. The router and interface Unicast RPF
counters are updated.

Unicast RPF events can be logged by specifying the logging option for the ACL entries used by the
Unicast Reverse Path Forwarding command. Log information can be used to gather information about
the attack, such as source address, time, and so on.

Where to Use RPF in Your Network

Unicast RPF may be used on interfaces in which only one path allows packets from valid source
networks (networks contained in the FIB). Unicast RPF may also be used in cases for which arouter has
multiple pathsto agiven network, aslong asthe valid networks are switched viathe incoming interfaces.
Packets for invalid networks will be dropped. For example, routers at the edge of the network of an
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Examples

Internet service provider (1SP) are likely to have symmetrical reverse paths. Unicast RPF may still be
applicable in certain multi-homed situations, provided that optional Border Gateway Protocol (BGP)
attributes such as weight and local preference are used to achieve symmetric routing.

With Unicast RPF, all equal-cost “best” return paths are considered valid. This means that Unicast RPF
works in cases where multiple return paths exist, provided that each path is equal to the othersin terms
of the routing cost (number of hops, weights, and so on) and as long as the route isin the FIB. Unicast
RPF also functions where Enhanced I nternet Gateway Routing Protocol (EIGRP) variants are being used
and unequal candidate paths back to the source IP address exist.

For example, routers at the edge of the network of an ISP are more likely to have symmetrical reverse
paths than routers that are in the core of the ISP network. Routers that are in the core of the I SP network
have no guarantee that the best forwarding path out of the router will be the path selected for packets
returning to the router. In this scenario, you should use the new form of the command, ip verify unicast
sour ce reachable-via, if there is a chance of asymmetrical routing.

The following example shows that the Unicast Reverse Path Forwarding feature has been enabled on a
seria interface:

ip cef

I or "ip cef distributed" for RSP+VIP based routers
!

interface serial 5/0/0

ip verify unicast reverse-path

The following example uses a very simple single-homed | SP to demonstrate the concepts of ingress and
egress filters used in conjunction with Unicast RPF. The example illustrates an |SP-allocated classless
interdomain routing (CIDR) block 192.168.202.128/28 that has both inbound and outbound filters on the
upstream interface. Be aware that 1SPs are usually not single-homed. Hence, provisions for
asymmetrical flows (when outbound traffic goes out one link and returns via a different link) need to be
designed into the filters on the border routers of the ISP,

ip cef distributed

|

interface Serial 5/0/0

description Connection to Upstream | SP

i p address 192. 168. 200. 225 255. 255. 255. 255

no ip redirects

no i p directed-broadcast

no i p proxy-arp

ip verify unicast reverse-path

ip access-group 111 in

i p access-group 110 out

|
access-list 110 permt ip 192.168.202.128 10.0.0.31 any
access-list 110 deny ip any any |og
access-list 111 deny ip host 10.0.0.0 any |og
access-list 111 deny ip 172.16.0.0 255.255. 255. 255 any | og
access-list 111 deny ip 10.0.0.0 255.255. 255. 255 any | og
access-list 111 deny ip 172.16.0.0 255.255. 255. 255 any | og
access-list 111 deny ip 192.168.0.0 255.255.255. 255 any | og
access-list 111 deny ip 209.165.202.129 10.0.0.31 any | og
access-list 111 permt ip any any

The following example demonstrates the use of ACLs and logging with Unicast RPF. In this example,
extended ACL 197 provides entries that deny or permit network traffic for specific address ranges.
Unicast RPF is configured on Ethernet interface O to check packets arriving at that interface.
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For example, packets with a source address of 192.168.201.10 arriving at Ethernet interface O are
dropped because of the deny statement in ACL 197. In this case, the ACL information islogged (the
logging option is turned on for the ACL entry) and dropped packets are counted per-interface and
globally. Packets with a source address of 192.168.201.100 arriving at Ethernet interface O are
forwarded because of the permit statement in ACL 197. ACL information about dropped or suppressed
packets is logged (the logging option is turned on for the ACL entry) to the log server.

ip cef distributed
|

int etho/1/1

ip address 192.168.200.1 255. 255. 255
ip verify unicast

!
int eth0/1/2

ip address 192.

|
access-list 197
access-list 197
access-list 197
access-list 197
access-list 197
access-list 197
access-list 197
access-list 197
access-list 197

168. 201. 1 255. 255

deny

ip 192.168

permt ip 192.168

deny

ip 192. 168

permt ip 192.168

deny
deny
deny
deny
deny

ip host 10.0

reverse-path 197

. 201.
. 201.
. 201.
. 201.

.0.0

255

255

255

0 10.0.0.63 any | og-input
64 10.0.0.63 any | og-input
128 10.0.0.63 any |o0g-input
192 10.0.0.63 any | og-input
any | og-input

ip 172.16.0.0 255.255. 255. 255 any | o0g-i nput
ip 10.0.0.0 255.255. 255. 255 any | o0g-i nput

ip 172.16.0.0 255.255. 255. 255 any | o0g-i nput
ip 192.168.0.0 255.255.255. 255 any | o0g-i nput

Related Commands

Command

Description

ip cef

Enables Cisco Express Forwarding on the route processor card.

[ March 2011

Cisco 108 IP Switching Command Reference



M ip verify unicast source reachable-via

ip verify unicast source reachable-via

To enable Unicast Reverse Path Forwarding (Unicast RPF), use the ip verify unicast source
reachable-via command in interface configuration mode. To disable Unicast RPF, use the no form of
this command.

ip verify unicast sourcereachable-via {any | rx [12-src]} [allow-default] [allow-self-ping]
[access-list]

no ip verify unicast source reachable-via

Syntax Description any Examines incoming packets to determine whether the source addressisin
the Forwarding Information Base (FIB) and permits the packet if the source
is reachable through any interface (sometimes referred to as loose mode).

rx Examines incoming packets to determine whether the source addressisin
the FIB and permits the packet only if the source is reachable through the
interface on which the packet was received (sometimes referred to as strict

mode).
[2-src (Optional) Enables source IPv4 and source MAC address binding.
allow-default (Optional) Allows the use of the default route for RPF verification.
allow-self-ping (Optional) Allows arouter to ping its own interface or interfaces.

A

Caution  Use caution when enabling the allow-self-ping keyword. This
keyword opens a denial-of-service (DoS) hole.

access-list (Optional) Specifies a numbered access control list (ACL) in the following
ranges:

e 1to0 99 (IP standard access list)

e 100 to 199 (1P extended access list)

e 1300 to 1999 (IP standard access list, expanded range)
e 2000 to 2699 (1P extended access list, expanded range)

Command Default Unicast RPF is disabled.
Source IPv4 and source MAC address binding is disabled.

Command Modes Interface configuration (config-if)
Command History Release Modification
11.1(CC), 12.0 This command was introduced. This command was not included in
Cisco 10S Release 11.2 or 11.3.
12.12)T Added access control list (ACL) support using the access-list argument.

Added per-interface statistics on dropped or suppressed packets.
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Usage Guidelines

Note

Release Modification

12.0(15)S This command replaced the ip verify unicast rever se-path command, and
thefollowing keywords were added: allow-default, allow-self-ping, rx, and
any.

12.1(8a)E This command was integrated into Cisco 10S Release 12.1(8a)E.

12.2(14)S This command was integrated into Cisco 10S Release 12.2(14)S.

12.2(14)SX Support for this command was introduced on the Supervisor Engine 720.

12.2(17d)SXB Support for this command was introduced on the Supervisor Engine 2.

12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.

12.2(33)SRC This command was modified. The 12-src keyword was added to support the

source IPv4 and source MAC address binding feature on platforms that
support the Cisco Express Forwarding software switching path.

15.0(1)M This command was integrated into Cisco 10S Release 15.0(1)M.

Usetheip verify unicast source reachable-via interface command to mitigate problems caused by
malformed or forged (spoofed) I P source addresses that pass through a router. Malformed or forged
source addresses can indicate DoS attacks based on source | P address spoofing.

To use Unicast RPF, enable Cisco Express Forwarding or distributed Cisco Express Forwarding in the
router. There is no need to configure the input interface for Cisco Express Forwarding. Aslong as
Cisco Express Forwarding is running on the router, individual interfaces can be configured with other
switching modes.

It isimportant for Cisco Express Forwarding to be configured globally on the router. Unicast RPF does
not work without Cisco Express Forwarding.

Unicast RPFisan input function and is applied on the interface of arouter only in the ingress direction.

When Unicast RPF is enabled on an interface, the router examines all packets that are received on that
interface. The router checks to make sure that the source address appears in the FIB. If the rx keyword
is selected, the source address must match the interface on which the packet was received. If the any
keyword is selected, the source address must be present only in the FIB. Thisability to “look backwards”
is available only when Cisco Express Forwarding is enabled on the router because the lookup relies on
the presence of the FIB. Cisco Express Forwarding generates the FIB as part of its operation.

If the source address of an incoming packet is resolved to a null adjacency, the packet will be dropped.
The null interface is treated as an invalid interface by the new form of the Unicast RPF command. The
older form of the command syntax did not exhibit this behavior.

Unicast RPF checks to determine whether any packet that isreceived at arouter interface arrives on one
of the best return paths to the source of the packet. If areverse path for the packet is not found, Unicast
RPF can drop or forward the packet, depending on whether an ACL is specified in the Unicast RPF

command. If an ACL is specified in the command, when (and only when) a packet fails the Unicast RPF
check, the ACL is checked to determine whether the packet should be dropped (using a deny statement
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in the ACL) or forwarded (using a permit statement in the ACL). Whether a packet is dropped or
forwarded, the packet is counted in the global |P traffic statistics for Unicast RPF drops and in the
interface statistics for Unicast RPF.

If no ACL is specified in the ip verify unicast source reachable-via command, the router drops the
forged or malformed packet immediately, and no ACL logging occurs. The router and interface Unicast
RPF counters are updated.

Unicast RPF events can be logged by specifying the logging option for the ACL entries that are used by
the ip verify unicast source reachable-via command. Log information can be used to gather
information about the attack, such as source address, time, and so on.

Strict Mode RPF

If the source addressis in the FIB and reachable only through the interface on which the packet was
received, the packet is passed. The syntax for thismethod isip verify unicast sourcereachable-viarx.

Exists-Only (or Loose Mode) RPF

If the source addressisin the FIB and reachable through any interface on the router, the packet is passed.
The syntax for this method isip verify unicast source reachable-via any.

Because this Unicast RPF option passes packets regardless of which interface the packet enters, it is
often used on Internet service provider (ISP) routers that are “peered”’ with other ISP routers (where
asymmetrical routing typically occurs). Packets using source addresses that have not been allocated on
the Internet, which are often used for spoofed source addresses, are dropped by this Unicast RPF option.
All other packets that have an entry in the FIB are passed.

allow-default

Normally, sources found in the FIB but only by way of the default route will be dropped. Specifying the
allow-default keyword option will override this behavior. You must specify the allow-default keyword
in the command to permit Unicast RPF to successfully match on prefixes that are known through the
default route to pass these packets.

allow-self-ping

This keyword allows the router to ping its own interface or interfaces. By default, when Unicast RPF is
enabled, packets that are generated by the router and destined to the router are dropped, thereby, making
certain troubleshooting and management tasks difficult to accomplish. Issue the allow-self-ping
keyword to enable self-pinging.

A

Caution  Caution should be used when enabling the allow-self-ping keyword because this option opens a
potential DoS hole.

Using RPF in Your Network

Use Unicast RPF strict mode on interfaces where only one path allows packets from valid source
networks (networks contained in the FIB). Also, use Unicast RPF strict mode when arouter has multiple
paths to a given network, as long as the valid networks are switched through the incoming interfaces.
Packets for invalid networks will be dropped. For example, routers at the edge of the network of an ISP
are likely to have symmetrical reverse paths. Unicast RPF strict mode is applicable in certain
multihomed situations, provided that optional Border Gateway Protocol (BGP) attributes, such as weight
and local preference, are used to achieve symmetric routing.

Cisco 10S IP Switching Command Reference
.m. March 2011 |



Note

Note

Examples

ip verify unicast source reachable-via W

With Unicast RPF, all equal-cost “best” return paths are considered valid. This means that Unicast RPF
works in cases where multiple return paths exist, provided that each path is equal to the othersin terms
of the routing cost (number of hops, weights, and so on) and as long as the route isin the FIB. Unicast
RPF also functions where Enhanced I nternet Gateway Routing Protocol (EIGRP) variants are being used
and unequal candidate paths back to the source IP address exist.

Use Unicast RPF loose mode on interfaces where asymmetric paths allow packets from valid source
networks (networks contained in the FIB). Routers that are in the core of the I SP network have no
guarantee that the best forwarding path out of the router will be the path selected for packets returning
to the router.

IP and MAC Address Spoof Prevention

In Release 15.0(1)M and later, you can use the 12-src keyword to enable source |Pv4 and source MAC
address binding. To disable source 1Pv4 and source MAC address binding, use the no form of the ip
verify unicast source reachable-via command.

If an inbound packet fails this security check, it will be dropped and the Unicast RPF dropped-packet
counter will be incremented. The only exception occurs if a numbered access control list has been

specified as part of the Unicast RPF command in strict mode, and the ACL permits the packet. In this
case the packet will be forwarded and the Unicast RPF suppressed-drops counter will be incremented.

The 12-src keyword cannot be used with the loose uRPF command, ip verify unicast source
reachable-via any command.

Not all platforms support the [2-src keyword. Therefore, not all the possible keyword combinations for
strict Unicast RPF in the following list will apply to your platform:

Possible keyword combinations for strict Unicast RPF include the following:

al | ow- def aul t

al | ow sel f-ping

| 2-src

<ACL- nunmber>

al | ow-default allow sel f-ping

al | ow-default |2-src

al | ow- def aul t <ACL- nunber>

al l owsel f-ping | 2-src

al | owsel f-ping <ACL- nunber>

| 2-src <ACL- nunber>

al | ow-default allowself-ping | 2-src

al l ow-default all ow sel f-ping <ACL-nunber>
al | ow-default |2-src <ACL-nunber>

al l owsel f-ping | 2-src <ACL- nunber>

all ow-default allowself-ping | 2-src <ACL-nunber>

Single-Homed ISP Connection with Unicast RPF

The following example uses a very simple single-homed | SP connection to demonstrate the concept of
Unicast RPF. In this example, an | SP peering router is connected through a single serial interface to one
upstream | SP. Hence, traffic flows into and out of the ISP will be symmetric. Because traffic flows will
be symmetric, a Unicast RPF strict-mode deployment can be configured.

ip cef
! or “ip cef distributed” for Route Switch Processor+Versatile Interface Processor-
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(RSP+VI P-) based routers.
|

nterface Serial5/0/0

description - link to upstream | SP (single-honed)
i p address 192.168. 200. 225 255. 255. 255. 252

no ip redirects

no i p directed-broadcasts

no i p proxy-arp

ip verify unicast source reachabl e-via

ACLs and Logging with Unicast RPF

The following example demonstrates the use of ACLs and logging with Unicast RPF. In this example,
extended ACL 197 provides entries that deny or permit network traffic for specific address ranges.
Unicast RPF is configured on interface Ethernet 0/1/1 to check packets arriving at that interface.

For example, packets with a source address of 192.168.201.10 arriving at interface Ethernet 0/1/1 are
dropped because of the deny statement in ACL 197. In this case, the ACL information is logged (the
logging option is turned on for the ACL entry) and dropped packets are counted per-interface and
globally. Packets with a source address of 192.168.201.100 arriving at interface Ethernet 0/1/2 are
forwarded because of the permit statement in ACL 197. ACL information about dropped or suppressed
packets is logged (the logging option is turned on for the ACL entry) to the log server.

ip cef distributed
|

int eth0/1/1

ip address 192.168.200.1 255. 255.255.0

ip verify unicast source reachable-via rx 197
|
int eth0/1/2

ip address 192.168.201.1 255. 255. 255.0
|
access-list 197 deny ip 192.168.201.0 0.0.0.63 any | og-input
access-list 197 permt ip 192.168.201.64 0.0.0.63 any | og-input
access-|list 197 deny ip 192.168.201.128 0.0.0.63 any | og-input
access-list 197 permt ip 192.168.201.192 0.0.0.63 any |og-input
access-list 197 deny ip host 0.0.0.0 any | og-input
access-list 197 deny ip 172.16.0.0 0.255.255. 255 any | og-i nput
access-list 197 deny ip 10.0.0.0 0.255.255. 255 any |o0g-i nput
access-list 197 deny ip 172.16.0.0 0. 15.255. 255 any | og-i nput
access-list 197 deny ip 192.168.0.0 0.0.255.255 any | o0g-input

MAC Address Binding on Software Switching Platforms Like the Cisco 7200 Series Routers

The following example shows how to enable source | Pv4 and source MAC address binding on
Ethernet 0/0:

Rout er# configure term nal

Router(config)# interface Ethernet0/0

Rout er (config-if)# ip address 10.0.0.1 255.255.255.0

Rout er(config-if)# ip verify unicast source reachable-via rx | 2-src

Related Commands  Command Description
ip cef Enables Cisco Express Forwarding on the route processor card.
ip cef distributed Enables Cisco Express Forwarding on the line card.
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ip verify unicastvrf

To enable Unicast Reverse Path Forwarding (Unicast RPF) verification for a specified VRF, use the ip
verify unicast vrf command in interface configuration mode. To disable the Unicast RPF check for a
VREF, use the no form of this command.

ip verify unicast vrf vrf-name {deny | per mit}

no ip verify unicast vrf vrf-name {deny | per mit}

Syntax Description

Command Default

Command Modes

vrf-name Virtual Private Network (VPN) routing and forwarding (VRF) instance
name.

deny Specifies that traffic associated with the specified VRF is dropped after it
passes the Unicast RPF verification.

permit Specifies that traffic associated with the specified VRF is forwarded after it

passes the Unicast RPF verification.

Unicast RPF verification is disabled.

Interface configuration (config-if)

Command History

Usage Guidelines

Examples

Release Modification

12.0(29)S This command was introduced.

12.2(25)S This command was integrated into Cisco 10S Release 12.2(25)S.
12.3(14)T This command was integrated into Cisco 10S Release 12.3(14)T.
12.2(28)SB This command was integrated into Cisco 10S Release 12.2(27)SBC.
12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.
12.2(33)SXH This command was integrated into Cisco 10S Release 12.2(33)SXH.

Unicast RPF is configured to verify that the source addressisin the Forwarding I nformation Base (FIB).
Theip verify unicast vrf command is configured in interface configuration mode and is enabled for
each VRF. This command has per mit and deny keywords that are used to determine if trafficis
forwarded or dropped after Unicast RPF verification.

The following example configures Unicast RPF verification for VRF1 and VRF2. VRFL1 traffic is
forwarded. VRF2 traffic is dropped.
Rout er (config)# interface Ethernet 0

Router(config-if)# ip verify unicast vrf vrfl permt
Router(config-if)# ip verify unicast vrf vrf2 deny

Rout er (config-if)# end
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Related Commands = Command Description
import ipv4 Configures an import map to import 1Pv4 prefixes from the global routing
table to a VRF table.
ipvrf Configures a VRF routing table.
rd Creates routing and forwarding tables for a VRF.
show ip bgp Displays entries in the BGP routing table.
show ip bgp vpnv4 Displays VPN address information from the BGP table.
show ip vrf Displays the set of defined VRFs and associated interfaces.
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ipv6 cef

To enable Cisco Express Forwarding for IPv6, use the ipv6 cef command in global configuration mode.
To disable Cisco Express Forwarding for IPv6, use the no form of this command.

ipv6 cef

no ipv6 cef

Syntax Description ~ This command has no arguments or keywords.

Command Default Cisco Express Forwarding for IPv6 is disabled by default.

Command Modes Global configuration (config)

Command History Release Modification
12.0(22)S This command was introduced.
12.2(13)T This command was integrated into Cisco 10S Release 12.2(13)T.
12.2(14)S This command was integrated into Cisco 10S Release 12.2(14)S.
12.2(28)SB This command was integrated into Cisco 10S Release 12.2(28)SB.
12.2(25)SG This command was integrated into Cisco 10S Release 12.2(25)SG.
12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.
12.2(33)SXH This command was integrated into Cisco 10S Release 12.2(33)SXH.
Cisco 10S XE This command was implemented on Cisco ASR 1000 Series Aggregation
Release 2.1 Services Routers.

Usage Guidelines The ipv6 cef command is similar to theip cef command, except that it is | Pv6-specific.

Theipv6 cef command isnot available on the Cisco 12000 series I nternet routers because this distributed
platform operates only in distributed Cisco Express Forwarding for I1Pv6 mode.

Note  Theipv6 cef command is not supported in interface configuration mode.

Note = Some distributed architecture platforms, such as the Cisco 7500 series routers, support both Cisco
Express Forwarding for |Pv6 and distributed Cisco Express Forwarding for IPv6. When Cisco Express
Forwarding for 1Pv6 is configured on distributed platforms, Cisco Express Forwarding switching is
performed by the Route Processor (RP).
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Note  You must enable Cisco Express Forwarding for IPv4 by using the ip cef global configuration command
before enabling Cisco Express Forwarding for I1Pv6 by using the ipv6 cef global configuration

command.

Cisco Express Forwarding for I1Pv6 is advanced Layer 3 I P switching technology that functions the same
and offer the same benefits as Cisco Express Forwarding for 1Pv4. Cisco Express Forwarding for 1Pv6
optimizes network performance and scalability for networks with dynamic, topologically dispersed
traffic patterns, such as those associated with web-based applications and interactive sessions.

Examples Thefollowing example enables standard Cisco Express Forwarding for | Pv4 operation and then standard
Cisco Express Forwarding for IPv6 operation globally on the router.

ip cef
i pvé cef

Related Commands Command

Description

ip route-cache

Controls the use of high-speed switching caches for IP routing.

ipv6 cef accounting

Enables Cisco Express Forwarding for |Pv6 and distributed Cisco Express
Forwarding for 1Pv6 network accounting.

ipv6 cef distributed

Enables distributed Cisco Express Forwarding for 1Pv6.

show cef

Displays which packets the line cards dropped or displays which packets
were not express-forwarded.

show ipv6 cef

Displays entriesin the |Pv6 FIB.
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To enable Cisco Express Forwarding for 1Pv6 and distributed Cisco Express Forwarding for |Pv6
network accounting, use the ipv6 cef accounting command in global configuration mode or interface
configuration mode. To disable Cisco Express Forwarding for |Pv6 network accounting, use the no form

of this command.

ipv6 cef accounting I

ipv6 cef accounting accounting-types

no ipv6 cef accounting accounting-types

Specific Cisco Express Forwarding Accounting Information Through Interface Configuration Mode

ipv6 cef accounting non-recursive { external | internal}

no ipv6 cef accounting non-recursive { external | internal}

Syntax Description

Command Default

Command Modes

accounting-types

The accounting-types argument must be replaced with at least one of
the following keywords. Optionally, you can follow this keyword by
any or all of the other keywords, but you can use each keyword only
once.

¢ |oad-balance-hash—Enables load balancing hash bucket
counters.

¢ non-recursive—Enables accounting through nonrecursive
prefixes.

o per-prefix—Enables express forwarding of the collection of the
number of packets and bytes to a destination (or prefix).

¢ prefix-length—Enables accounting through prefix length.

non-recursive

Enables accounting through nonrecursive prefixes.

This keyword is optional when used in global configuration mode
after another keyword is entered. See the accounting-types argument.

external

Counts input traffic in the nonrecursive external bin.

internal

Counts input traffic in the nonrecursive internal bin.

Cisco Express Forwarding for IPv6 network accounting is disabled by default.

Global configuration (config)
Interface configuration (config-if)

Command History

Release Modification

12.0(22)S This command was introduced.

12.2(13)T This command was integrated into Cisco 10S Release 12.2(13)T.
12.2(14)S This command was integrated into Cisco 10S Release 12.2(14)S.
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Release Modification

12.2(25)S The non-recursive and load-balance-hash keywords were added.
12.2(28)SB This command was integrated into Cisco 10S Release 12.2(28)SB.
12.2(25)SG This command was integrated into Cisco 10S Release 12.2(25)SG.
12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.
12.2(33)SXH This command was integrated into Cisco 10S Release 12.2(33)SXH.
Cisco 10S XE This command was introduced on Cisco ASR 1000 Series Routers.
Release 2.1

12.4(20)T This command was integrated into Cisco 10S Release 12.4(20)T.

Usage Guidelines The ipv6 cef accounting command is similar to the ip cef accounting command, except that it is
| Pv6-specific.

Configuring Cisco Express Forwarding for I|Pv6 network accounting enables you to collect statistics on
Cisco Express Forwarding for IPv6 traffic patterns in your network.

When you enable network accounting for Cisco Express Forwarding for I1Pv6 by using the ipv6 cef
accounting command in global configuration mode, accounting information is collected at the Route
Processor (RP) when Cisco Express Forwarding for IPv6 mode is enabled and at the line cards when
distributed Cisco Express Forwarding for IPv6 mode is enabled. You can then display the collected
accounting information using the show ipv6 cef EXEC command.

For prefixes with directly connected next hops, the non-recur sive keyword enables express forwarding
of the collection of packets and bytes through a prefix. This keyword is optional when this command is
used in global configuration mode after you enter another keyword on the ipv6 cef accounting
command.

This command in interface configuration mode must be used in conjunction with the global
configuration command. The interface configuration command allows a user to specify two different
bins (internal or external) for the accumulation of statistics. The internal bin is used by default. The
statistics are displayed through the show ipv6 cef detail command.

Per-destination load balancing uses a series of 16 hash buckets into which the set of available paths are
distributed. A hash function operating on certain properties of the packet is applied to select a bucket
that contains a path to use. The source and destination |P addresses are the properties used to select the
bucket for per-destination load balancing. Use the load-balance-hash keyword with the ipv6 cef
accounting command to enable per-hash-bucket counters. Enter the show ipv6 cef prefix internal
command to display the per-hash-bucket counters.

Examples The following example enables the collection of Cisco Express Forwarding for 1Pv6 accounting
information for prefixes with directly connected next hops:

Rout er (config)# i pvé cef accounting non-recursive

Related Commands  Command Description
ip cef accounting Enable Cisco Express Forwarding network accounting (for 1Pv4).
show cef Displays information about packets forwarded by Cisco Express
Forwarding.
show ipv6 cef Displays entriesin the |Pv6 FIB.
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ipv6 cef distributed

Syntax Description

Command Default

Command Modes

To enable distributed Cisco Express Forwarding for |Pv6, use the ipv6 cef distributed command in
global configuration mode. To disable Cisco Express Forwarding for 1Pv6, use the no form of this
command.

ipv6 cef distributed

no ipv6 cef distributed

This command has no arguments or keywords.

Distributed Cisco Express Forwarding for I1Pv6 is disabled on the Cisco 7500 series routers and enabled
on the Cisco 12000 series Internet routers.

Global configuration (config)

Command History

Usage Guidelines

Note

Release Modification

12.0(22)S This command was introduced.

12.2(13)T This command was integrated into Cisco 10S Release 12.2(13)T.
12.2(14)S This command was integrated into Cisco 10S Release 12.2(14)S.
12.2(28)SB This command was integrated into Cisco 10S Release 12.2(28)SB.
12.2(25)SG This command was integrated into Cisco 10S Release 12.2(25)SG.
12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.
12.2(33)SXH This command was integrated into Cisco 10S Release 12.2(33)SXH.
Cisco 10S XE This command was implemented on Cisco ASR 1000 Series Aggregation
Release 2.1 Services Routers.

The ipv6 cef distributed command is similar to theip cef distributed command, except that it is
| Pv6-specific.

Enabling distributed Cisco Express Forwarding for IPv6 globally on the router by using the ipv6 cef
distributed in global configuration mode distributes the Cisco Express Forwarding processing of |Pv6
packets from the Route Processor (RP) to the line cards of distributed architecture platforms.

Theipv6 cef distributed command is not supported on the Cisco 12000 series Internet routers because
distributed Cisco Express Forwarding for IPv6 is enabled by default on this platform.
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)

Note

Note

Examples

To forward distributed Cisco Express Forwarding for 1Pv6 traffic on the router, configure the forwarding
of IPv6 unicast datagrams globally on your router by using the ipv6 unicast-routing global
configuration command, and configure an | Pv6 address and | Pv6 processing on an interface by using the
ipv6 address interface configuration command.

You must enable distributed Cisco Express Forwarding for IPv4 by using the ip cef distributed global
configuration command before enabling distributed Cisco Express Forwarding for IPv6 by using the
ipv6 cef distributed global configuration command.

Cisco Express Forwarding is advanced Layer 3 I P switching technology. Cisco Express Forwarding
optimizes network performance and scalability for networks with dynamic, topologically dispersed
traffic patterns, such as those associated with web-based applications and interactive sessions.

The following example enables distributed Cisco Express Forwarding for IPv6 operation:
i pvé cef distributed

Related Commands

Command Description
ip route-cache Controls the use of high-speed switching caches for IP routing.
show ipv6 cef Displays entries in the |Pv6 FIB.
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ipv6 cef load-sharing algorithm

To select a Cisco Express Forwarding |oad-balancing algorithm for 1Pv6, use the ipv6 cef load-sharing
algorithm command in global configuration mode. To return to the default universal load-balancing
algorithm, use the no form of this command.

ipv6 cef load-sharing algorithm {original | universal [id] | include-ports{source [id] |
[destination] [id] | source[id] destination [id]}}

no ipv6 cef load-sharing algorithm

Syntax Description original Sets the load-balancing algorithm to the original algorithm based on a
source and destination hash.
universal Sets the load-balancing algorithm to the universal algorithm that uses
a source and destination and an 1D hash.
id (Optional) Fixed identifier in hexadecimal format.
include-ports source Sets the load-balancing algorithm to the include-ports algorithm that

uses a Layer 4 source port.

include-ports destination Sets the | oad-balancing algorithm to the include-ports algorithm that
uses a Layer 4 destination port.

include-ports source Sets the load balancing algorithm to the include-ports algorithm that
destination uses Layer 4 source and destination ports.

Command Default The universal load-balancing algorithm is selected. If you do not configure the fixed identifier for a
|oad-balancing algorithm, the router automatically generates a unique ID.

Command Modes Global configuration (config)

Command History Release Modification
12.2(25)S This command was introduced.
12.2(28)SB This command was integrated into Cisco 10S Release 12.2(28)SB.
12.2(25)SG This command was integrated into Cisco 10S Release 12.2(25)SG.
12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.
12.2SX This command is supported in the Cisco |OS Release 12.2SX train. Support

in a specific 12.2SX release of this train depends on your feature set,
platform, and platform hardware.

12.4(20)T This command was integrated into Cisco 10S Release 12.4(20)T.
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Usage Guidelines

Examples

The ipv6 cef load-sharing algorithm command is similar to the ip cef load-sharing algorithm
command, except that it is | Pv6-specific.

When the Cisco Express Forwarding for IPv6 load-balancing algorithm is set to universal mode, each
router on the network can make a different load-sharing decision for each source-destination address
pair.

The include-ports algorithm allows you to use the Layer 4 source and destination ports as part of the
load-balancing decision. This method benefits traffic streams running over equal-cost paths that are not
|oad-shared because the majority of the traffic is between peer addresses that use different port numbers,
such as Real-Time Protocol (RTP) streams.

The following example shows how to enable the Cisco Express Forwarding |oad-balancing algorithm
for I1Pv6 for Layer-4 source and destination ports:

Rout er (config)# i pv6 cef |oad-sharing algorithminclude-ports source destination

The router automatically generates fixed I1Ds for the algorithm.

Related Commands

Command Description

debug ipv6 cef hash Displays debug messages for Cisco Express Forwarding for IPv6
and distributed Cisco Express Forwarding for IPv6 load-sharing
hash algorithm events.

ip cef load-sharing algorithm Selects a Cisco Express Forwarding |oad-balancing algorithm
(for IPv4).
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ipv6 cef optimize neighbor resolution

Syntax Description

Command Default

Command Modes

To configure address resolution optimization from Cisco Express Forwarding for IPv6 for directly
connected neighbors, use the ipv6 cef optimize neighbor resolution command in global configuration
mode. To disable address resol ution optimization from Cisco Express Forwarding for IPv6 for directly
connected neighbors, use the no form of this command.

ipv6 cef optimize neighbor resolution

no ipv6 cef optimize neighbor resolution

This command has no arguments or keywords.

If this command is not configured, Cisco Express Forwarding for I1Pv6 does not optimize the address
resolution of directly connected neighbors.

Global configuration (config)

Command History

Usage Guidelines

Examples

Release Modification

12.2(25)S This command was introduced.

12.2(28)SB This command was integrated into Cisco 10S Release 12.2(28)SB.
12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.
12.2(33)SXH This command was integrated into Cisco 10S Release 12.2(33)SXH.
12.4(20)T This command was integrated into Cisco 10S Release 12.4(20)T.

The ipv6 cef optimize neighbor resolution command is very similar to the ip cef optimize neighbor
resolution command, except that it is | Pv6-specific.

Use this command to trigger Layer 2 address resolution of neighbors directly from Cisco Express
Forwarding for 1Pv6.

The following example shows how to optimize address resolution from Cisco Express Forwarding for
IPv6 for directly connected neighbors:

Rout er (config)# i pv6 cef optim ze nei ghbor resol ution

Related Commands

Command Description
ip cef optimize neighbor Configures address resolution optimization from Cisco Express
resolution Forwarding for 1Pv4 for directly connected neighbors.
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ipv6 verify unicast reverse-path

To enable Unicast Reverse Path Forwarding (Unicast RPF) for IPv6, use the ipv6 verify unicast
rever se-path command in interface configuration mode. To disable Unicast RPF, use the no form of this
command.

ipv6 verify unicast rever se-path [access-list name]

no ipv6 verify unicast rever se-path [access-list name]

Syntax Description access-list name (Optional) Specifies the name of the access list.

Note This keyword and argument are not supported on the Cisco 12000
series Internet router.

Command Default Unicast RPF is disabled.

Command Modes Interface configuration (config-if)

Command History Release Modification
12.2(13)T This command was introduced.
12.2(14)S This command was integrated into Cisco 10S Release 12.2(14)S.
12.0(31)S This command was integrated into Cisco 10S Release 12.0(31)S and

introduced on the 10G Engine 5 SPA Interface Processor in the Cisco 12000
series Internet router.

12.2(28)SB This command was integrated into Cisco 10S Release 12.2(28)SB.

Usage Guidelines Theipv6 verify unicast rever se-path command is used to enable Unicast RPF for IPv6 in strict
checking mode. The Unicast RPF for |Pv6 feature requires that Cisco Express Forwarding for IPv6 is
enabled on the router.

)

Note Beginning in Cisco |OS Release 12.0(31)S, the Cisco 12000 series Internet router supports both the
ipv6 verify unicast reverse-path and ipv6 verify unicast source reachable-via rx commands to
enable Unicast RPF to be compatible with the Cisco |OS Release 12.3T and 12.2S software trains.

Usetheipv6 verify unicast rever se-path command to mitigate problems caused by malformed or
forged (spoofed) IP source addresses that pass through a router. Malformed or forged source addresses
can indicate denial-of-service (DoS) attacks based on source | P address spoofing.

When Unicast RPF is enabled on an interface, the router examines all packetsreceived on that interface.
The router checks to make sure that the source |Pv6 address appears in the routing table and that it is
reachable by a path through the interface on which the packet was received. Unicast RPF is an input
feature and is applied only on the input interface of arouter at the upstream end of a connection.
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Note

ipv6 verify unicast reverse-path

The Unicast RPF feature performs a reverse lookup in the CEF table to check if any packet received at
arouter interface has arrived on a path identified as a best return path to the source of the packet. If a
reverse path for the packet is not found, Unicast RPF can drop or forward the packet, depending on
whether an ACL is specified in the Unicast RPF command. If an ACL is specified in the command, then
when (and only when) a packet fails the Unicast RPF check, the ACL is checked to determine whether
the packet should be dropped (using a deny statement in the ACL) or forwarded (using a permit
statement in the ACL). Whether a packet is dropped or forwarded, the packet is counted in the global IP
traffic statistics for Unicast RPF drops and in the interface statistics for Unicast RPF.

If no ACL is specified in the Unicast RPF command, the router drops the forged or malformed packet
immediately and no ACL logging occurs. The router and interface Unicast RPF counters are updated.

Unicast RPF events can be logged by specifying the logging option for the ACL entries used by the
Unicast RPF command. Log information can be used to gather information about the attack, such as
source address, time, and so on.

When you configure Unicast RPF for I1Pv6 on the Cisco 12000 series Internet router, the most recently
configured checking mode is not automatically applied to all interfaces as on other platforms. You must
enable Unicast RPF for |Pv6 separately on each interface.

When you configure a SPA on the Cisco 12000 series Internet router, the interface addressisin the
format slot/subslot/port.

The optional access-list keyword for the ipv6 verify unicast reverse-path command is not supported
on the Cisco 12000 series Internet router. For information about how Unicast RPF can be used with
ACLson other platformsto mitigate the transmission of invalid | Pv4 addresses (perform egressfiltering)
and to prevent (deny) the reception of invalid | Pv4 addresses (perform ingress filtering), refer to the
“Configuring Unicast Reverse Path Forwarding” chapter in the “Other Security Features® section of the
Cisco 10S Security Configuration Guide.

When using Unicast RPF, all equal-cost “best” return paths are considered valid. This means that
Unicast RPF works in cases where multiple return paths exist, provided that each path is equal to the
others in terms of the routing cost (number of hops, weights, and so on).

Do not use Unicast RPF on core-facing interfaces that are internal to the network. Internal interfaces are
likely to have routing asymmetry, meaning that there are multiple routes to the source of a packet. Apply
Unicast RPF only where there is natural or configured symmetry.

For example, routers at the edge of the network of an Internet service provider (ISP) are more likely to
have symmetrical reverse paths than routers that are in the core of the ISP network. Routers that are in
the core of the ISP network have no guarantee that the best forwarding path out of the router will be the
path selected for packets returning to the router. Hence, it is not recommended that you apply Unicast
RPF where there is a chance of asymmetric routing. It is simplest to place Unicast RPF only at the edge
of anetwork or, for an ISP, at the customer edge of the network.

Examples Unicast Reverse Path Forwarding on a Serial Interface
The following example shows how to enable the Unicast RPF feature on a serial interface:
interface serial 5/0/0
ipve verify unicast reverse-path
[ March 2011

Cisco 108 IP Switching Command Reference



ipv6 verify unicast reverse-path

Unicast Reverse Path Forwarding on a Cisco 12000 Series Internet Router

The following example shows how to enable Unicast RPF for 1Pv6 with strict checking on a 10G SIP
Gigabit Ethernet interface 2/1/2;

Rout er# configure term na
Enter configuration commands, one per line. End with CNTL/Z
Rout er (config)# interface gigabitEthernet 2/1/2

Router(config-if)# ipv6 verify unicast reverse-path
Router(config-if)# exit

Unicast Reverse Path Forwarding on a Single-Homed ISP

The following example uses a very simple single-homed | SP to demonstrate the concepts of ingress and
egress filters used in conjunction with Unicast RPF. The example illustrates an |SP-allocated classless
interdomain routing (CIDR) block 209.165.202.128/28 that has both inbound and outbound filters on the
upstream interface. Be aware that 1SPs are usually not single-homed. Hence, provisions for
asymmetrical flows (when outbound traffic goes out one link and returns via a different link) need to be
designed into the filters on the border routers of the ISP,

interface Serial 5/0/0
description Connection to Upstream | SP
i pv6 address FE80::260: 3EFF: FE11: 6770/ 64
no i pvé redirects
ipv6 verify unicast reverse-path abc
|
i pv6 access-list abc
permt ipv6é host 2::1 any
deny ipv6é FECO::/10 any
i pv6 access-group abc in
i pv6 access-group jkl out
|
access-list abc permt ip FE80::260: 3EFF: FE11: 6770/ 64 2001: 0DB8: 0000: 0001: : 0001any
access-list abc deny ipv6 any any | og
access-list jkl deny ipv6 host 2001: 0DB8: 0000: 0001:: 0001 any | og
access-list jkl deny ipv6é 2001: 0DB8: 0000: 0001: FFFF: 1234: : 5. 255. 255. 255 any | og
access-list jkl deny ipv6é 2002: OEF8: 002001: 0DB8: 0000: 0001: FFFF: 1234::5172. 16.0.0
0. 15. 255. 255 any | og
access-list jkl deny ipv6é 2001: 0CB8: 0000: 0001: FFFF: 1234::5 0. 0. 255. 255 any | og
access-list jkl deny ipv6é 2003: 0DB8: 0000: 0001: FFFF: 1234::5 0.0.0.31 any | og
access-list jkl permt ipv6

ACL Logging with Unicast RPF

The following example demonstrates the use of ACLs and logging with Unicast RPF. In this example,
extended ACL abc provides entries that deny or permit network traffic for specific address ranges.
Unicast RPF is configured on interface Ethernet 0/0 to check packets arriving at that interface.

For example, packets with a source address of 8765:4321::1 arriving at Ethernet interface 0 are dropped
because of the deny statement in ACL “abc.” In this case, the ACL information islogged (the logging
option isturned on for the ACL entry) and dropped packets are counted per-interface and globally.
Packets with a source address of 1234:5678::1 arriving at Ethernet interface 0/0 are forwarded because
of the permit statement in ACL abc. ACL information about dropped or suppressed packets is logged
(the logging option is turned on for the ACL entry) to the log server.

interface ethernet 0/0

i pv6 address FE80::260: 3EFF: FE11: 6770/ 64 |ink-1oca
ipv6 verify unicast reverse-path abc

!

i pv6 access-list abc
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permt ipv6 1234:5678::/64 any | og-input
deny i pv6 8765:4321::/64 any | og-input

Related Commands = Command Description
ip cef Enables Cisco Express Forwarding on the route processor card.
ip verify unicast Enables Unicast RPF for 1Pv4 traffic.
rever se-path
ipv6 cef Enables Cisco Express Forwarding for |Pv6 interfaces.
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ipv6 verify unicast source reachable-via

To verify that a source address exists in the FIB table and enable Unicast Reverse Path Forwarding
(Unicast RPF), use the ipv6 verify unicast source reachable-via command in interface configuration
mode. To disable URPF, use the no form of this command.

ipv6 verify unicast source reachable-via {rx | any} [allow-default] [allow-self-ping]
[access-list-name]

no ipv6 verify unicast

Syntax Description rx Source is reachable through the interface on which the packet was
received.
any Source is reachable through any interface.
allow-default (Optional) Allowsthe lookup table to match the default route and use
the route for verification.
allow-self-ping (Optional) Allows the router to ping a secondary address.
access-list-name (Optional) Name of the IPv6 access list. Names cannot contain a

space or quotation mark, or begin with a numeral.

Command Default Unicast RPF is disabled.

Command Modes Interface configuration (config-if)

Command History Release Modification
12.2(25)S This command was introduced.
12.2(28)SB This command was integrated into Cisco 10S Release 12.2(28)SB.
Cisco 10S XE This command was introduced on Cisco ASR 1000 Series Aggregation
Release 2.1 Services Routers.

Usage Guidelines Theipv6 verify unicast rever se-path command is used to enable Unicast RPF for IPv6 in loose
checking mode.

Usetheipv6 verify unicast sourcereachable-via command to mitigate problems caused by malformed
or forged (spoofed) IP source addresses that pass through an IPv6 router. Malformed or forged source
addresses can indicate denial-of -service (DoS) attacks based on source |Pv6 address spoofing.

The URPF feature checks to see if any packet received at arouter interface arrives on one of the best
return pathsto the source of the packet. The feature does this by doing areverse lookup in the CEF table.
If URPF does not find a reverse path for the packet, U RPF can drop or forward the packet, depending
on whether an access control list (ACL) is specified in the ipv6 verify unicast source reachable-via
command. If an ACL is specified in the command, then when (and only when) a packet fails the URPF
check, the ACL is checked to see if the packet should be dropped (using a deny statement in the ACL)
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ipv6 verify unicast source reachable-via W

or forwarded (using a permit statement in the ACL). Whether a packet is dropped or forwarded, the
packet is counted in the global 1P traffic statistics for U RPF drops and in the interface statistics for
Unicast RPF.

If no ACL is specified in the ipv6 verify unicast source reachable-via command, the router drops the
forged or malformed packet immediately and no ACL logging occurs. The router and interface Unicast
RPF counters are updated.

U RPF events can belogged by specifying the logging option for the ACL entriesused by theipv6 verify
unicast sour ce reachable-via command. Log information can be used to gather information about the
attack, such as source address, time, and so on.

The following example enables Unicast RPF on any interface:

i pvé verify unicast source reachabl e-via any

Related Commands

Command Description

ipv6 access-list Defines an IPv6 access list and places the router in |Pv6 access list
configuration mode.

show ipv6 interface Displays the usability status of interfaces configured for 1Pv6.
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mls cef maximum-routes

To limit the maximum number of the routes that can be programmed in the hardware allowed per
protocol, use the mls cef maximum-routes command in global configuration mode. To return to the
default settings, use the no form of this command.

mls cef maximum-routes{ip | ip-multicast | ipv6 | mpls} maximum-routes

no mls cef maximum-routes{ip | ip-multicast | ipv6 | mpls}

Syntax Description ip Specifies the maximum number of IP routes.
maximum-routes  Maximum number of the routes that can be programmed in the hardware allowed
per protocol.
ip-multicast Specifies the maximum number of multicast routes.
ipv6 Specifies the maximum number of IPv6 routes.
mpls Specifies the maximum number of Multiprotocol Label Switching (MPLS) labels.
Command Default The defaults are as follows:

e For XL-mode systems:

— IPv4 unicast and MPLS—512,000 routes

— |Pv6 unicast and IPv4 multicast—256,000 routes
¢ For non-XL mode systems:

— IPv4 unicast and MPLS—192,000 routes

— IPv6 unicast and 1Pv4 multicast—32,000 routes

Note  Seethe “Usage Guidelines’ section for information on XL and non-XL mode systems.

Command Modes Global configuration (config)

Command History Release Modification
12.2(17b)SXA This command was introduced on the Supervisor Engine 720.
12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.
12.2(33)SXH This command was integrated into Cisco 10S Release 12.2(33)SXH.
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Usage Guidelines

~

Note

Note

mis cef maximum-routes 1l

If you copy aconfiguration file that contains the multilayer switching (ML S) Cisco Express Forwarding
maximum routes into the startup-config file and reload the Cisco 7600 series router, the Cisco 7600
series router reloads after it reboots.

This command is not supported on Cisco 7600 series routers that are configured with a Supervisor
Engine 2.

The mls cef maximum-routes command limits the maximum number of the routes that can be
programmed in the hardware. If routes are detected that exceed the limit for that protocol, an exception
condition is generated.

The determination of XL and non-XL mode is based on the type of Policy Feature Card (PFC) or
Distributed Forwarding Card (DFC) modules that are installed in your system. For additional
information on systems running Cisco 10S software release 12.2SXF and earlier releases see:

http://www.cisco.com/en/US/docs/switches/lan/catal yst6500/i0s/12.2SX F/native/rel ease/notes/OL _41
64.html#Policy Feature Card Guidelines_and Restrictions

For additional information on systems running Cisco |0S software release 12.2SXH and later releases
see:

http://www.cisco.com/en/US/docs/switches/|an/catal yst6500/i0s/12.2SX/rel ease/notes/ol _14271.html#
Policy _Feature_Card_Guidelines_and_Restrictions

The valid values for the maximum-routes argument depend on the system mode—XL mode or non-XL
mode. The valid values are as follows:

¢ XL mode

- IPand MPLS—Up to 1,007,000 routes

— IP multicast and IPv6—Up to 503,000 routes
¢ Non-XL mode

- IPand MPLS—Up to 239,000 routes

— IP multicast and IPv6—Up to 119,000 routes

The maximum values that you are permitted to configure is not fixed but varies depending on the values
that are allocated for other protocols.

An example of how to enter the maximum routes argument is as follows:

ms cef maxi numroutes ip 4

where 4 is 4096 |P routes (1024 x4 = 4096).

The new configurations are applied after a system reload only and do not take effect if a switchover
occurs.

In RPR mode, if you change and save the maximum-routes configuration, the redundant supervisor
engine reloads when it becomes active from either a switchover or a system reload. The reload occurs
5 minutes after the supervisor engine becomes active.

Use the show mls cef maximum-routes command to display the current maximum routes system
configuration.
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W mis cef maximum-routes

Examples This example shows how to set the maximum number of routes that are allowed per protocol:

Router(config)# ms cef maxi mumroutes ip 100

This example shows how to return to the default setting for a specific protocol:

Router(config)# no nl's cef maxi mumroutes ip

Related Commands  Command Description

show mls cef maximum-routes Displays the current maximum-route system configuration.
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mls cef tunnel fragment

To allow tunnel fragmentation, use the mls cef tunnel fragment command. To return to the default
settings, use the no form of this command.

mls cef tunnel fragment

no mls cef tunnel fragment

Syntax Description  This command has no arguments or keywords.

Command Default Tunnel fragmentation is not enabled.

Command Modes Global configuration (config)

Command History Release Modification
12.2(18)SXF This command was introduced.

12.2(33)SXH This command was modified. Support was added for PCF3BXL, PFC3C, and
PFC3CXL modes only.

12.2(33)SXI This command was modified. Support was added for PCF3BXL, PFC3C, and
PFC3CXL modes only.

12.2(33)SX12 This command was modified. Support was added for all PFC3 modes.

Usage Guidelines When you enable tunnel fragmentation, if the size of the packets that are going into a tunnel interface
exceed the MTU, the packet is fragmented. The packets that are fragmented are reassembled at the
destination point.

Examples This example shows how to allow tunnel fragmentation:

Router(config)# ms cef tunnel fragnment

This example shows how to return to the default setting:

Router(config)# no nms cef tunnel fragnent

Related Commands  Command Description

show mls cef tunnel fragment Displays the operational status of tunnel fragmentation.
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mls erm priority

Note

To assign the prioritiesto define an order in which protocols attempt to recover from the exception status,
use the mls erm priority command in global configuration mode. To return to the default settings, use
the no form of this command.

Themlserm priority command is not available in Cisco |OS Release 12.2(33)SXJ and later Cisco |OS
12.25X releases.

miserm priority ipv4 value ipv6 value mpls value

no mlserm priority ipv4 value ipvé value mpls value

Syntax Description

Command Default

Command Modes

ipvd Prioritizes the IPv4 protocol. The default priority is 1.

value Priority value; valid values are from 1 to 3.

ipv6 Prioritizes the IPv6 protocol. The default priority is 2.

mpls Prioritizes the Multiprotocol Label Switching (MPLS) protocol. The default
priority is 3.

The default priority settings are used.

Global configuration (config)

Command History

Usage Guidelines

Release Modification

12.2(14)SX This command was introduced on the Supervisor Engine 720.
12.2(17a)SX This command was changed to support the ipv6 keyword.
12.2(17b)SXA This command was changed to support the mpls keyword.
12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.
12.2(33)SXJ This command was removed. It is not available in Cisco |OS Release

12.2(33)SXJ and later Cisco 10S 12.2SX releases.

This command is not supported on Cisco 7600 series routers that are configured with a Supervisor
Engine 2.

A lower value indicates a higher priority.
When a protocol sees a Forwarding Information Base (FIB) table exception, the protocol notifiesthe FIB
Embedded Resource Manager (ERM). The FIB ERM periodically polls the FIB table exception status

and decides which protocol gets priority over another protocol when multiple protocols are running
under the exception. Only one protocol can attempt to recover from an exception at any time.
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mis erm priority W

If thereis sufficient FIB space, the protocol with the highest priority triesto recover first. Other protocols
under the exception do not start to recover until the previous protocol completes the recovery process by
reloading the appropriate FIB table.

This example shows how to set the ERM exception-recovery priority:

Router(config)# ms ermpriority ipvd 2 ipvé 1 npls 3

This example shows how to return to the default setting:

Router(config)# no ms ermpriority ipvd 2 ipvé 1 npls 3

Related Commands

Command Description

show mls cef exception Displays information about the Cisco Express Forwarding exception.
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mls ip

To enable multilayer switching (MLS) IPfor theinternal router on theinterface, usethe mlsip command
in interface configuration mode. To disable ML S IP on the interface use the no form of this command.

misip

nomlsip

Syntax Description ~ This command has no arguments or keywords.

Defaults Multicast is disabled.
Command Modes Interface configuration (config-if)
Command History Release Modification

12.2(17d)SXB Support for this command on the Supervisor Engine 2 was extended to Release
12.2(17d)SXB.

12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.

Usage Guidelines This command is not supported on Cisco 7600 series routers that are configured with a Supervisor
Engine 720.
Examples This example shows how to enable MLS IP:

Router(config-if)# nms ip

Related Commands  Command Description

mlisrp ip (interface Allows the external systems to enable MLS IP on a specified interface.
configuration)

show mlsip multicast Displaysthe MLS IP information.
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mls ip cef accounting per-prefix

To enable Multilayer Switching (MLS) per-prefix accounting, use the mlsip cef accounting per-prefix
command in global configuration mode. To disable ML S per-prefix accounting, use the no form of this
command

misip cef accounting per-prefix prefix-entry prefix-entry-mask [instance-name]

no mlsip cef accounting per-prefix

Syntax Description

Command Default

Command Modes

prefix-entry Prefix entry in the format A.B.C.D.

prefix-entry-mask Prefix entry mask in the format A.B.C.D.

instance-name (Optional) Virtual Private Network (VPN) routing and forwarding instance
name.

MLS per-prefix accounting is disabled by default.

Global configuration (config)

Command History

Usage Guidelines

Examples

Release Modification

12.2(14)SX Support for this command was introduced on the Supervisor Engine 720.

12.2(17d)SXB  Support for this command on the Supervisor Engine 2 was extended to Release
12.2(17d)SXB.

12.2(18)SXF Support for this command was implemented on the Supervisor Engine 32.

Per-prefix accounting collects the adjacency counters used by the prefix. When the prefix is used for
accounting, the adjacency cannot be shared with other prefixes. You can use per-prefix accounting to
account for the packets sent to a specific destination.

This example shows how to enable MLS per-prefix accounting:
Router(config)# ms ip cef accounting per-prefix 172.20.52.18 255. 255. 255. 255

This example shows how to disable MLS per-prefix accounting:

Router(config)# no nmls ip cef accounting per-prefix

Related Commands

Command Description
show mls cef ip Displays all the prefixes that are configured for the statistic
collection.
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mls ip cef load-sharing

To configure the Cisco Express Forwarding load balancing, use the misip cef load-sharing command
in global configuration mode. To return to the default settings, use the no form of this command.

misip cef load-sharing [full] [exclude-port {destination | source}] [simple]

no mlsip cef load-sharing

Syntax Description full (Optional) Setsthe Cisco Express Forwarding load balancing to include source and
destination Layer 4 ports and source and destination IP addresses (Layer 3).

exclude-port (Optional) Excludes the destination Layer 4 ports and source and destination 1P

destination addresses (Layer 3) from the load-balancing algorithm.
exclude-port (Optional) Excludes the source Layer 4 ports and source and destination IP
source addresses (Layer 3) from the load-balancing algorithm.
simple (Optional) Setsthe Cisco Express Forwarding load balancing for single-stage load
sharing.
Defaults Source and destination | P address and universal identification

Command Modes Global configuration (config)

Command History Release Maodification
12.2(17d)SXB  Support for this command on the Supervisor Engine 2 was introduced in
Release 12.2(17d)SXB.

12.2(17d)SXB2 This command was changed as follows:
e The simple keyword was added.

e Support for this command was introduced on the Supervisor Engine 720.

12.2(18)SXE This command was changed to include the exclude-port, destination, and sour ce
keywords on the Supervisor Engine 720 only.

12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.

Usage Guidelines Themlsip cef load-sharing command affectsthe | Pv4, the IPv6, and the Multiprotocol Label Switching
(MPLS) forwardings.

The mlsip cef load-sharing command is structured as follows:
e misip cef load-sharing full—Uses Layer 3 and Layer 4 information with multiple adjacencies.

e misip cef load-sharing full simple—Uses Layer 3 and Layer 4 information without multiple
adjacencies.

e misip cef load-sharing simple—Uses Layer 3 information without multiple adjacencies.
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For additional guidelines, refer to the Cisco 7600 Series Router Cisco |0S Software Configuration
Guide.

Examples This example shows how to set load balancing to include Layer 3 and Layer 4 ports with multiple
adjacencies:

Router(config)# ms ip cef |oad-sharing full

This example shows how to set load balancing to exclude the destination Layer 4 ports and source and
destination I1P addresses (Layer 3) from the load-balancing algorithm:

Router(config)# ms ip cef |oad-sharing full exclude-port destination

This example shows how to set load balancing to exclude the source Layer 4 ports and source and
destination IP addresses (Layer 3) from the load-balancing algorithm:

Router(config)# ms ip cef |load-sharing full exclude-port source

This example shows how to return to the default setting:

Router(config)# no ms ip cef |oad-sharing

Related Commands =~ Command Description
show mis cef ip Displays the IP entries in the ML S-hardware Layer 3-switching table.
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mls ip cef rate-limit

To rate-limit Cisco Express Forwarding-punted data packets, use the mlsip cef rate-limit command in
global configuration mode. To disable the rate-limited Cisco Express Forwarding-punted data packets,
use the no form of this command.

misip cef rate-limit packets-per-second

no misip cef rate-limit

Syntax Description

Defaults

Command Modes

packets-per-second Number of data packets per second; see the “ Usage Guidelines” section for the
valid values.

No rate limit is configured.

Global configuration (config)

Command History

Usage Guidelines

Release Maodification

12.2(14)SX Support for this command was introduced on the Supervisor Engine 720.

12.2(17d)SXB  Support for this command on the Supervisor Engine 2 was extended to Release
12.2(17d)SXB.

12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.

The valid values for the number of data packets per second are as follows:

¢ For Cisco 7600 series routers that are configured with a Supervisor Engine 2, the valid values are
from 1 to 1000000.

¢ For Cisco 7600 series routers that are configured with a Supervisor Engine 720, the valid values are
from 0 to 1000000.

Certain denial-of-service attacks target the route processing engines of routers. Certain packets that
cannot be forwarded by the Policy Feature Card (PFC) are directed to the Multilayer Switch Feature
Card (MSFC) for processing. Denial-of-service attacks can overload the route processing engine and
cause routing instability when running dynamic routing protocols. You can use the mlsip cef rate-limit
command to limit the amount of traffic that is sent to the MSFC to prevent denial-of-service attacks
against the route processing engine.

This command rate limits all Cisco Express Forwarding-punted data packets including the following:
¢ Data packets going to the local interface | P address
¢ Data packets requiring Address Resolution Protocol (ARP)

Setting the rate to alow value could impact the packets that are destined to the | P addresses of the local
interfaces and the packets that require ARP.
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You should use this command to limit these packets to a normal rate and to avoid abnormal incoming
rates.

For additional guidelines, see the Cisco 7600 Series Router Cisco |0S Software Configuration Guide.

Examples This example shows how to enable and set rate limiting:

Router(config)# ms ip cef rate-limt 50000

Related Commands  Command Description

show mis cef ip Displays the IP entries in the ML S-hardware Layer 3-switching table.
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mls ip cef rpf hw-enable-rpf-acl

Syntax Description

Command Default

Command Modes

To enable hardware unicast Reverse Path Forwarding (URPF) for packets matching the deny Access
Control List (ACL) when uRPF with ACL is enabled, use the mlsip cef rpf hw-enable-rpf-acl
command in global configuration mode. To disable hardware uRPF when RPF and ACL are enabled, use
the no form of this command.

misip cef rpf hw-enable-rpf-acl

no misip cef rpf hw-enable-rpf-acl

This command has no arguments or keywords.

URPF is disabled.

Global configuration (config)

Command History

Usage Guidelines

Examples

Release Modification
12.2(18)SXF6  This command was introduced.

This command is supported on systems configured with a PFC3 (Supervisor Engine 720 and Supervisor
Engine 32) only.

If you do not enter the misip cef rpf hw-enable-rpf-acl command, when the uRPF with ACL is
specified, packets that are permitted by the uURPF ACL areforwarded in hardware and the denied packets
are sent to the Multilayer Switching Feature Card (M SFC) for the uRPF check. This command enables
hardware forwarding with the uRPF check for the packets that are denied by the uRPF ACL. However,
in this case packets permitted by the uRPF ACL are sent to the MSFC for forwarding.

This example shows how to enable hardware uRPF when RPF and ACL are enabled:

ms ip cef rpf hw enabl e-rpf-acl

This example shows how to disable hardware uRPF when RPF and ACL are enabled:

no ms ip cef rpf hw enabl e-rpf-acl

Related Commands

Command Description

ip verify unicast Enables and configures RPF checks with ACL.
sour ce reachable-via
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mlis ip cef rpf interface-group

To define an interface group in the Reverse Path Forwarding (RPF)-VLAN table, use the mlsip cef rpf
interface-group command in global configuration mode. To delete the interface group, use the no form
of this command.

misip cef rpf interface-group group-number interfacel interface? interface3 |...]

no mlsip cef rpf interface-group group-number interfacel interface2 interface3 [...]

Syntax Description

Defaults

Command Modes

group-number Interface group number; valid values are from 1 to 4.
interface Interface number; see the “Usage Guidelines” section for formatting guidelines.

(Optional) Additional interface numbers; see the “Usage Guidelines” section for
additional information.

No groups are configured.

Global configuration (config)

Command History

Usage Guidelines

Examples

Release Modification
12.2(14)SX Support for this command was introduced on the Supervisor Engine 720.
12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.

This command is not supported on Cisco 7600 series routers that are configured with a Supervisor
Engine 2.

A single interface group contains three to six interfaces. You can configure up to four interface groups.
For each interface group, the first four entries are installed in the hardware RPF-VLAN table.

Enter the interface as interface-typemod/port.

Separate each interface entry with aspace. You do not have to include a space between the interface-type
and the mod/port arguments. See the “Examples’ section for a sample entry.

This example shows how to define an interface group:
Router(config)# ms ip cef rpf interface-group 0 F2/1 F2/2 F2/3 F2/4 F2/5 F2/6

[ March 2011

Cisco 108 IP Switching Command Reference



M mis ip cef rpf multipath

mls ip cef rpf multipath

To configure the Reverse Path Forwarding (RPF) modes, use the misip cef rpf multipath commandin
global configuration mode. To return to the default settings, use the no form of this command.

misip cef rpf multipath {interface-group | punt | pass}

no mlsip cef rpf multipath {interface-group | punt | pass}

Syntax Description interface-group Disables the RPF check for packets coming from multiple path routes; see the
“Usage Guidelines” section for additional information.
punt Redirectsthe RPF-fail ed packets to the route processor for multiple path prefix
support.
pass Disables the RPF check for packets coming from multiple path routes.
Defaults punt

Command Modes Global configuration (config)

Command History Release Modification

12.2(14)SX Support for this command was introduced on the Supervisor Engine 720.
12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.

Usage Guidelines This command is not supported on Cisco 7600 series routers that are configured with a Supervisor
Engine 2.

The interface-group mode is similar to the pass mode but utilizes the RPF_VLAN global table for the
RPF check. Packets from other multiple path prefixes always pass the RPF check.

You enter the mlsip cef rpf multipath interface-group command to define an RPF_VLAN table
interface group. One interface group contains from three to six interfaces, and you can configure up to
four interface groups. For each interface group, the first four entries are installed in the hardware
RPF_VLAN table. For the prefix that has more than three multiple paths, and all paths except two are
part of that interface group, the FIB entry of that prefix uses this RPF_VLAN entry.

Examples This example shows how to redirect the RPF-failed packets to the route processor for multiple path
prefix support:

Router(config)# ms ip cef rpf nultipath interface-group

Related Commands  Command Description
show mis cef ip Displays the IP entries in the ML S-hardware Layer 3-switching table.
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monitor elog trigger position

To monitor system events using event-logging control and trigger control parameters, use the monitor
elog trigger position command in privileged EXEC configuration mode.

monitor elog trigger position position-percentage

Syntax Description

Command Default

Command Modes

position-percentage The position of the trigger in the buffer expressed in percentage.

System events are not monitored and logged.

Privileged EXEC (#)

Command History

Examples

Release Modification
15.0(1)M This command was introduced in a release earlier than Cisco 10S
Release 15.0(1)M.

The following example shows how to monitor 50 percent of the system events using event-logging
control and trigger control parameters:

Rout er# nmonitor elog trigger position 50

Related Commands

Command Description
monitor call leg Displays the event log for an active call leg in real time.
event-log

[ March 2011
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monitor event-trace (EXEC)

To monitor and control the event trace function for a specified Cisco |OS software subsystem
component, use the monitor event-trace command in privileged EXEC mode.

monitor event-trace component { clear | continuous | disable | dump [pretty] | enable | one-shot}

Cisco 10000 Series Routers

monitor event-trace component { disable | dump | enable | size | stacktrace}

Catalyst 6500 Series Switches and Cisco 7600 Series Routers

monitor event-trace all-traces { continuous[cancel] | dump [merged] [pretty]}

monitor event-tracel3{clear | continuous[cancel] | disable | dump [pretty] | enable | interface
type mod/port | one-shot}

monitor event-trace spa{clear | continuous [cancel] | disable | dump [pretty] | enable |

one-shot}

monitor event-trace subsys{clear | continuous [cancel] | disable | dump [pretty] | enable |

one-shot}

Syntax Description component

Name of the Cisco 10S software subsystem component that is the subject of
the event trace. To get alist of components that support event tracing, use
the monitor event-trace ? command.

clear

Clears existing trace messages for the specified component from memory
on the networking device.

continuous

Continuously displays the |atest event trace entries.

disable

Turns off event tracing for the specified component.

dump

Writes the event trace results to the file configured using the monitor
event-trace command in global configuration mode. The trace messages
are saved in binary format.

pretty

(Optional) Saves the event trace message in ASCII format.

enable

Turns on event tracing for the specified component.

one-shot

Clears any existing trace information from memory, starts event tracing
again, and disables the trace when the trace reaches the size specified using
the monitor event-trace command in global configuration mode.

size

Sets the number of messages that can be written to memory for asingle
instance of atrace.

Note = Some Cisco |OS software subsystem components set the size by
default. To display the size parameter, use the show monitor
event-trace component parameter s command.

When the number of event trace messages in memory exceedsthe size, new
messages will begin to overwrite the older messages in the file.

stacktrace

Enables the stack trace at tracepoints.

all-traces

Displays the configured merged-event traces.
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Command Default

Command Modes

mer ged (Optional) Dumps the entries in all event traces sorted by time.
13 Displays information about the Layer 3 trace.

spa Displays information about the Shared Port Adapter (SPA) trace.
interface type mod/port Specifies the interface to be logged.

cancel (Optional) Cancels the continuous display of latest trace entries.
subsys Displays information about the subsystem’s initial trace.

The event trace function is disabled by default.

Privileged EXEC (#)

Command History

Usage Guidelines

Release Maodification

12.0(18)S This command was introduced.

12.2(8)T This command was integrated into Cisco 10S Release 12.2(8)T.

12.2(14)SX Support for this command was introduced on the Supervisor Engine 720.

12.2(25)S This command was integrated into Cisco 10S Release 12.2(25)S. The monitor
event-trace cef ipv4 clear command replacesthe clear ip cef event-log command.

12.2(28)SB This command was integrated into Cisco |0S Release 12.2(28)SB and

implemented on the Cisco 10000 series routers.
12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.
12.2(33)SXH This command was integrated into Cisco 10S Release 12.2(33)SXH.
12.4(20)T This command was integrated into Cisco 10S Release 12.4(20)T.

Use the monitor event-trace command to control what, when, and how event trace data is collected.
Use this command after you have configured the event trace functionality on the networking device
using the monitor event-trace command in global configuration mode.

N

Note = Theamount of data collected from the trace depends on the trace message size configured using
the monitor event-trace command in global configuration mode for each instance of atrace.

The Cisco |OS software allows for the subsystem components to define whether support for event
tracing is enabled or disabled at boot time. You can enable or disable event tracing in two ways: using
the monitor event-trace command in privileged EXEC mode or using the monitor event-trace
command in global configuration mode. To disable event tracing, you would enter either of these
commands with the disable keyword. To enable event tracing again, you would enter either of these
commands with the enable keyword.

To determine whether you can enable event tracing on a subsystem, use the monitor event-trace ?
command to get alist of software components that support event tracing. To determine whether event
tracing is enabled by default for the subsystem, use the show monitor event-trace command to display
trace messages.
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Use the show monitor event-trace command to display trace messages. Use the monitor event-trace
component dump command to save trace message information for a single event. By default, trace
information is saved in binary format. If you want to save trace messages in ASCII format, possibly for
additional application processing, use the monitor event-trace component dump pretty command.

To write the trace messages for all events currently enabled on a networking device to afile, enter the
monitor event-trace dump command.

To configure the file where you want to save trace information, use the monitor event-trace command
in global configuration mode. The trace messages are saved in a binary format.

Examples The following example shows the privileged EXEC commands to stop event tracing, clear the current
contents of memory, and reenabl e the trace function for the interprocess communication (I PC)
component. This example assumes that the tracing function is configured and enabled on the networking
device.

Rout er# nonitor event-trace ipc disable
Rout er# noni tor event-trace ipc clear
Rout er# nonitor event-trace ipc enable

The following example shows how the monitor event-trace one-shot command accomplishes the same
function as the previous example except in one command. In this example, once the size of the trace
message file has been exceeded, the trace is terminated.

Rout er# noni tor event-trace ipc one-shot

The following example shows the command for writing trace messages for an event in binary format. In
this example, the trace messages for the IPC component are written to afile.

Rout er# nmonitor event-trace ipc dunp

The following example shows the command for writing trace messages for an event in ASCII format. In
this example, the trace messages for the MBUS component are written to afile.

Rout er# nonitor event-trace nbus dunp pretty

Catalyst 6500 Series Switches and Cisco 7600 Series Routers Examples Only

This example shows how to stop event tracing, clear the current contents of memory, and reenable the
trace function for the SPA component. This example assumes that the tracing function is configured and
enabled on the networking device.

Rout er# nonitor event-trace spa disable

Rout er# noni tor event-trace spa clear
Rout er# nonitor event-trace spa enable

Related Commands  Command Description

monitor event-trace (global) Configures event tracing for a specified Cisco |0S software
subsystem component.

monitor event-trace dump-traces Saves trace messages for all event traces currently enabled on
the networking device.

show monitor event-trace Displays event trace messages for Cisco |OS software
subsystem components.

Cisco 10S IP Switching Command Reference
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monitor event-trace (global)

To configure event tracing for a specified Cisco |0S software subsystem component, use the monitor

event-trace command in global configuration mode.

monitor event-trace component { disable | dump-file filename | enable | size number | stacktrace
number} timestamps [datetime [localtime] [msec] [show-timezone] | uptime]

Cisco 10000 Series Routers

monitor event-trace component { disable | dump-file filename | enable | clear | continuous

one-shot}

Syntax Description component

Name of the Cisco | OS software subsystem component that is the object of
the event trace. To get alist of components that support event tracing, use
the monitor event-trace ? command.

disable

Turns off event tracing for the specified component.

dump-file filename

Specifies the file where event trace messages are written from memory on
the networking device. The maximum length of the filename (path and
filename) is 100 characters, and the path can point to flash memory on the
networking device or to a TFTP or FTP server.

enable

Turns on event tracing for the specified component provided that the
component has been configured using the monitor event-trace command.

size number

Sets the number of messages that can be written to memory for a single
instance of atrace. Valid values are from1 to 65536.

Note = Some Cisco |OS software subsystem components set the size by
default. To display the size parameter, use the show monitor
event-trace component parameter s command.

When the number of event trace messages in memory exceeds the
configured size, new messages will begin to overwrite the older messages
in thefile.

stacktr ace number

Enables the stack trace at tracepoints and specifies the depth of the stack
trace stored. Valid values are from 1 to 16.

timestamps

(Optional) Includes time stamp information with the event trace messages
for the specified component.

datetime

(Optional) Specifies that the time stamp information included with event
trace messages will consist of the date and time of the event trace.

localtime

(Optional) Specifiesthat the time given in the time stamp will be local time.

msec

(Optional) Includes milliseconds in the time stamp.

show-timezone

(Optional) Includes time zone information in the time stamp.

uptime

(Optional) Displays time stamped information about the system uptime.

clear

Clears existing trace messages for the specified component from memory
on the networking device.
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continuous Continuously displays the latest event trace entries.

one-shot Clears any existing trace information from memory, starts event tracing
again, and disables the trace when the trace reaches the size specified using
the monitor event-trace command.

Command Default

Command Modes

Event tracing is enabled or disabled depending on the software component.

Global configuration (config)

Command History

Usage Guidelines

~

Note

Note

Release Modification

12.0(18)S This command was introduced.

12.2(8)T This command was integrated into Cisco 10S Release 12.2(8)T.

12.2(14)SX This command was integrated into Cisco |10S Release 12.2(14)SX and
implemented on the Supervisor Engine 720.

12.2(25)S This command was integrated into Cisco 10S Release 12.2(25)S.

12.2(28)SB This command was integrated into Cisco |0S Release 12.2(28)SB and
implemented on the Cisco 10000 series routers.

12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.

12.4(20)T This command was integrated into Cisco |0S Release 12.4(20)T.

Use the monitor event-trace command to enable or disable event tracing and to configure event trace
parameters for Cisco | OS software subsystem components.

Event tracing is intended for use as a software diagnostic tool and should be configured only under the
direction of a Technical Assistance Center (TAC) representative. In Cisco 10S software images that do
not provide subsystem support for the event trace function, the monitor event-trace command is not
available.

The Cisco |OS software allows the subsystem components to define whether support for event tracing
is enabled or disabled by default. The command interface for event tracing allows you to change the
default two ways: using the monitor event-trace command in privileged EXEC mode or using the
monitor event-trace command in global configuration mode.

Additionally, default settings do not show up in the configuration file. If the subsystem software enables
event tracing by default, the monitor event-trace component enable command will not show up in the
configuration file of the networking device; however, disabling event tracing that has been enabled by
default by the subsystem will create acommand entry in the configuration file.

The amount of data collected from the trace depends on the trace message size configured using the
monitor event-trace command for each instance of atrace.

To determine whether you can enable event tracing on a subsystem, use the monitor event-trace ?
command to get alist of software components that support event tracing.
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monitor event-trace (global) | |

To determine whether event tracing is enabled by default for the subsystem, use the show monitor
event-trace command to display trace messages.

To specify the trace call stack at tracepoints, you must first clear the trace buffer.

The following example shows how to enable event tracing for the interprocess communication (I1PC)
subsystem component in Cisco 10S software and configure the size to 4096 messages. The trace
messages file is set to ipc-dump in slotO (flash memory).

configure term nal

!

nmoni tor event-trace ipc enable

monitor event-trace ipc dunp-file slotO:ipc-dunmp
nmonitor event-trace ipc size 4096

When you select Cisco Express Forwarding as the component for which to enable event tracing, you can
use the following additional arguments and keywords: monitor event-trace cef [events | interface |
ipv6 | ipv4][all]. The following example shows how to enable event tracing for |Pv4 or I1Pv6 events of
the Cisco Express Forwarding component in Cisco 10S software:

configure term nal

!

nmoni tor event-trace cef ipv4 enable

configure termnal
|

nmoni tor event-trace cef ipv6 enable
exit

The following example shows what happens when you try to enable event tracing for a component (in

this case, adjacency events) when it is already enabled:

configure term nal
|

moni tor event-trace adjacency enabl e

YEVENT_TRACE- 6- ENABLE: Trace al ready enabl ed.

Related Commands

Command Description

monitor event-trace (EXEC) Controls the event trace function for a specified Cisco |0S
software subsystem component.

monitor event-trace dump-traces Saves trace messages for all event traces currently enabled on
the networking device.

show monitor event-trace Displays event trace messages for Cisco |OS software
subsystem components.

[ March 2011
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monitor event-trace cef (EXEC)

To monitor and control the event trace function for Cisco Express Forwarding, use the monitor
event-trace cef command in privileged EXEC mode.

monitor event-trace cef {dump [merged pretty | pretty] [{events|interface|ipv4 |ipv6} {clear
| continuous [cancel] | disable | dump [pretty] | enable | one-shot}}

Syntax Description

Command Default

Command Modes

dump Writes the event trace results to the file configured with the global
configuration monitor event-trace cef command. The trace messages are
saved in binary format.

merged pretty (Optional) Sorts all event trace entries by time and writesthe entriesto afile
in ASCII format.

pretty (Optional) Saves the event trace message in ASCII format.

events Monitors Cisco Express Forwarding events.

interface Monitors Cisco Express Forwarding interface events.

ipvd Monitors Cisco Express Forwarding 1Pv4 events.

ipv6 Monitors Cisco Express Forwarding 1Pv6 events.

clear Clears existing trace messages for Cisco Express Forwarding from memory
on the networking device.

continuous Continuously displays the latest event trace entries.

cancel (Optional) Cancels the continuous display of the latest trace entries.

disable Turns off Cisco Express Forwarding event tracing.

enable Turns on Cisco Express Forwarding event tracing.

one-shot Clears any existing trace information from memory, starts event tracing

again, and disables the trace when the size of the trace message file
configured in the global configuration command is exceeded.

Event tracing for Cisco Express Forwarding is enabled by default.

Privileged EXEC (#)

Command History

Release Modification

12.0(18)S This command was introduced.

12.2(8)T This command was integrated into Cisco 10S Release 12.2(8)T.

12.2(14)SX Support for this command was introduced on the Supervisor Engine 720.

12.2(25)S This command was integrated into Cisco 10S Release 12.2(25)S.

12.2(28)SB This command was integrated into Cisco |0S Release 12.2(28)SB and
implemented on the Cisco 10000 series routers.

12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.

12.2(33)SXH This command was integrated into Cisco 10S Release 12.2(33)SXH.

il Cisco 10S IP Switching Command Reference
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Release Modification

12.4(20)T This command was integrated into Cisco 10S Release 12.4(20)T.

Cisco 10S XE This command was integrated into Cisco 10S XE Release 2.1 and

Release 2.1 implemented on the Cisco ASR 1000 Series Aggregation Services Routers.

Usage Guidelines

Use the monitor event-trace cef command to control what, when, and how Cisco Express Forwarding
event trace datais collected. Use this command after you have configured the event trace functionality
on the networking device using the monitor event-trace cef command in global configuration mode.

A
Note = Theamount of datacollected from the trace depends on the trace message size configured using
the monitor event-trace cef command in global configuration mode for each instance of atrace.

You can enable or disable Cisco Express Forwarding event tracing in one of two ways: using the
monitor event-trace cef command in privileged EXEC mode or using the monitor event-trace cef
command in global configuration mode. To disable event tracing, you would enter either of these
commands with the disable keyword. To enable event tracing again, you would enter either of these
commands with the enable keyword.

Use the show monitor event-trace cef command to display trace messages. Use the monitor
event-trace cef dump command to save trace message information for a single event. By default, trace
information is saved in binary format. If you want to save trace messages in ASCII format, possibly for
additional application processing, use the monitor event-trace cef dump pretty command.

To configure the file in which you want to save trace information, use the monitor event-trace cef
command in global configuration mode. The trace messages are saved in a binary format.

Examples The following example shows the privileged EXEC commands that stop event tracing, clear the current
contents of memory, and reenabl e the trace function for Cisco Express Forwarding events. Thisexample
assumes that the tracing function is configured and enabled on the networking device.

Router# nonitor event-trace cef events disable
Rout er# nonitor event-trace cef events clear
Rout er# nonitor event-trace cef events enable
The following example shows how to configure the continuous display of the latest Cisco Express
Forwarding event trace entries for 1Pv4 events:
Rout er# nonitor event-trace cef ipv4 continuous
The following example shows how to stop the continuous display of the latest trace entries:
Rout er# nonitor event-trace cef ipv4 continuous cancel
Cisco 10S IP Switching Command Reference
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Related Commands = Command Description

monitor event-trace cef (global) Configures event tracing for Cisco Express Forwarding.

monitor event-trace cef ipv4 Configures event tracing for Cisco Express Forwarding 1Pv4

(global) events.

monitor event-trace cef ipv6 Configures event tracing for Cisco Express Forwarding 1Pv6

(global) events.

show monitor event-trace cef Displays event trace messages for Cisco Express Forwarding.

show monitor event-trace cef events Displays event trace messages for Cisco Express Forwarding
events.

show monitor event-trace cef Displays event trace messages for Cisco Express Forwarding

interface interface events.

show monitor event-trace cef ipv4  Displays event trace messages for Cisco Express Forwarding
IPv4 events.

show monitor event-trace cef ipv6  Displays event trace messages for Cisco Express Forwarding
IPv6 events.

Cisco 10S IP Switching Command Reference
m. March 2011 |



monitor event-trace cef (global) | |

monitor event-trace cef (global)

To configure event tracing for Cisco Express Forwarding, use the monitor event-trace cef command in
global configuration mode. To disable event tracing for Cisco Express Forwarding, use the no form of
this command.

monitor event-trace cef { dump-file dump-file-name | { events | interface} {disable | dump-file
dump-file-name | enable | size number | stacktrace [depth]}}

no monitor event-trace cef { dump-file dump-file-name | { events|interface} {disable|dump-file
dump-file-name | enable | size | stacktrace [depth]}}

Syntax Description

dump-file

dump-file-name

Specifies thefile to which event trace messages are written from memory on
the networking device. The maximum length of the filename (path and
filename) is 100 characters, and the path can point to flash memory on the
networking device or toa TFTP or FTP server.

events Turns on event tracing for Cisco Express Forwarding events.

interface Turns on event tracing for Cisco Express Forwarding interface events.

disable Turns off event tracing for Cisco Express Forwarding events.

enable Turns on event tracing for Cisco Express Forwarding events if it had been
enabled with the monitor event-trace cef command.

size number Sets the number of messages that can be written to memory for asingle

instance of atrace. Range: 1 to 65536.

Note = Some Cisco |OS software subsystem components set the size by
default. To display the size parameter, use the show monitor
event-trace cef parameter s command.

When the number of event trace messages in memory exceeds the configured

size, new messages will begin to overwrite the older messages in the file.

stacktrace Enables the stack trace at tracepoints.
depth (Optional) Specifies the depth of the stack trace stored. Range: 1 to 16.

Command Default Event tracing for Cisco Express Forwarding is enabled by default.

Command Modes Global configuration (config)

Command History Release Modification
12.2(25)S This command was introduced.
12.2(28)SB This command was integrated into Cisco 10S Release 12.2(28)SB and
implemented on the Cisco 10000 series routers.
12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.
12.2(33)SXH This command was integrated into Cisco 10S Release 12.2(33)SXH.
Cisco 10S IP Switching Command Reference
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Usage Guidelines

Note

Examples

Release Modification

12.4(20)T This command was integrated into Cisco 10S Release 12.4(20)T.

Cisco 10S XE This command was integrated into Cisco |0S XE Release 2.1 and

Release 2.1 implemented on the Cisco ASR 1000 Series Aggregation Services Routers.

Use the monitor event-trace cef command to enable or disable event tracing and to configure event
trace parameters for Cisco Express Forwarding.

The Cisco | OS software allows Cisco Express Forwarding to define whether support for event tracing is
enabled or disabled by default. The command interfacefor event tracing allows you to change the defaul t
value in one of two ways: using the monitor event-trace cef command in privileged EXEC mode or
using the monitor event-trace cef command in global configuration mode.

Additionally, default settings do not appear in the configuration file. If Cisco Express Forwarding
enables event tracing by default, the monitor event-trace cef enable command does not appear in the
configuration file of the networking device; however, disabling event tracing that has been enabled by
default by the subsystem creates a command entry in the configuration file.

The amount of data collected from the trace depends on the trace message size configured using the
monitor event-trace cef command for each instance of atrace.

To determine whether event tracing is enabled by default for Cisco Express Forwarding, use the show
monitor event-trace cef command to display trace messages.

To specify the trace call stack at tracepoints, you must first clear the trace buffer.

The following example shows how to enable event tracing for Cisco Express Forwarding and configure
the buffer size to 5000 messages. The trace messages file is set to cef-dump in slotO (flash memory).

Rout er (config)# nonitor event-trace cef events enable
Rout er (config)# nonitor event-trace cef dunp-file slotO:cef-dunp
Rout er (config)# nonitor event-trace cef events size 5000

The following example shows what happens when you try to enable event tracing for Cisco Express
Forwarding events when it is already enabled:

Rout er (config)# nonitor event-trace cef events enable

Rout er (config)#
00: 04: 33: %EVENT_TRACE- 6- ENABLE: Trace al ready enabl ed.
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Related Commands = Command Description

monitor event-trace cef (EXEC) Monitors and controls the event trace function for
Cisco Express Forwarding.

monitor event-trace cef ipv4 (global)  Configures event tracing for Cisco Express Forwarding

IPv4 events.

monitor event-trace cef ipv6 (global)  Configures event tracing for Cisco Express Forwarding
IPv6 events.

show monitor event-trace cef Displays event trace messages for Cisco Express
Forwarding.

show monitor event-trace cef events Displays event trace messages for Cisco Express
Forwarding events.

show monitor event-trace cef interface Displays event trace messages for Cisco Express
Forwarding interface events.

show monitor event-trace cef ipv4 Displays event trace messages for Cisco Express
Forwarding |Pv4 events.
show monitor event-trace cef ipv6 Displays event trace messages for Cisco Express

Forwarding |Pv6 events.

Cisco 10S IP Switching Command Reference
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monitor event-trace cef ipv4 (global)

To configure event tracing for Cisco Express Forwarding |Pv4 events, use the monitor event-trace cef
ipv4 command in global configuration mode. To disable event tracing for Cisco Express Forwarding
IPv4 events, use the no form of this command.

monitor event-trace cef ipv4 {disable | distribution | dump-file dump-file-name | enable | match
{global | ip-address mask} | size number | stacktrace [depth] | vrf vrf-name [distribution |
match {global | ip-address mask}]}

no monitor event-trace cef {ipv4 {disable | distribution | dump-file dump-file-name | enable |
match | size | stacktrace [depth]} | vrf}

Syntax Description

disable Turns off event tracing for Cisco Express Forwarding |Pv4 events.

distribution Logs events related to the distribution of Cisco Express Forwarding
Forwarding Information Base (FIB) tables to the line cards.

dump-file Specifiesthefile to which event trace messages are written from memory on

dump-file-name

the networking device. The maximum length of the filename (path and
filename) is 100 characters, and the path can point to flash memory on the
networking deviceor toa TFTP or FTP server.

enable Turns on event tracing for Cisco Express Forwarding IPv4 eventsif it had
been enabled with the monitor event-trace cef command.

match Turns on event tracing for Cisco Express Forwarding |Pv4 that matches
global events or events that match a specific network address.

global Specifies global events.

ip-address mask

Specifies an IP address in A.B.C.D format and a subnet mask in A.B.C.D
format.

size number

Sets the number of messages that can be written to memory for a single
instance of atrace. Range: 1 to 65536.

Note = Some Cisco |OS software subsystem components set the size by
default. To display the size parameter, use the show monitor
event-trace cef parameter s command.

When the number of event trace messagesin memory exceeds the configured
size, new messages will begin to overwrite the older messages in the file.

stacktrace

Enables the stack trace at tracepoints.

depth

(Optional) Specifies the depth of the stack trace stored. Range: 1 to 16.

vrf vrf-name

Turns on event tracing for a Cisco Express Forwarding |Pv4 Virtual Private
Network (VPN) routing and forwarding (V RF) table. The vrf-name argument
specifies the name of the VRF.

Command Default

Command Modes

Event tracing for Cisco Express Forwarding |Pv4 eventsis enabled by default.

Global configuration (config)
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Command History

Usage Guidelines

Note

Release Modification

12.2(25)S This command was introduced.

12.2(28)SB This command was integrated into Cisco 10S Release 12.2(28)SB and
implemented on the Cisco 10000 series routers.

12.2(33)SRA This command was integrated into Cisco |10S Release 12.2(33)SRA.

12.2(33)SXH This command was integrated into Cisco 10S Release 12.2(33)SXH.

12.4(20)T This command was integrated into Cisco 10S Release 12.4(20)T.

Cisco 10S XE This command was integrated into Cisco 10S XE Release 2.1 and

Release 2.1 implemented on the Cisco ASR 1000 Series Aggregation Services Routers.

Use the monitor event-trace cef ipv4 command to enable or disable event tracing for Cisco Express
Forwarding | Pv4 events.

The Cisco | OS software allows Cisco Express Forwarding to define whether support for event tracing is
enabled or disabled by default. The command interface for event tracing allows you to change the defaul t
value in one of two ways: using the monitor event-trace cef ipv4 command in privileged EXEC mode
or using the monitor event-trace cef ipv4 command in global configuration mode.

The amount of data collected from the trace depends on the trace message size configured using the
monitor event-trace cef ipv4 command for each instance of atrace.

To determine whether event tracing is enabled by default for Cisco Express Forwarding, use the show
monitor event-trace cef ipv4 command to display trace messages.

To specify the trace call stack at tracepoints, you must first clear the trace buffer.

Examples The following example shows how to enable event tracing for Cisco Express Forwarding |Pv4 events
and configure the buffer size to 5000 messages:
Rout er (config)# nonitor event-trace cef ipv4 enable
Rout er (config)# nonitor event-trace cef ipv4d size 5000
The following example shows how to enable event tracing for events that match Cisco Express
Forwarding IPv4 VRF vpnl:
Rout er (config)# nonitor event-trace cef ipv4 enable
Rout er (config)# nonitor event-trace cef ipv4d vrf vpnl
Cisco 10S IP Switching Command Reference
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Related Commands = Command Description

monitor event-trace cef (EXEC) Monitors and controls the event trace function for
Cisco Express Forwarding.

monitor event-trace cef (global) Configures event tracing for Cisco Express Forwarding.

monitor trace-event cef ipv6 (global) Configures event tracing for Cisco Express Forwarding
IPv6 events.

show monitor event-trace cef Displays event trace messages for Cisco Express
Forwarding.

show monitor event-trace cef events Displays event trace messages for Cisco Express

Forwarding events.

show monitor event-trace cef interface Displays event trace messages for Cisco Express
Forwarding interface events.

show monitor event-trace cef ipv4 Displays event trace messages for Cisco Express
Forwarding | Pv4 events.
show monitor event-trace cef ipv6 Displays event trace messages for Cisco Express

Forwarding | Pv6 events.
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monitor event-trace cef ipv6 (global)

To configure event tracing for Cisco Express Forwarding IPv6 events, use the monitor event-trace cef
ipv6 command in global configuration mode. To disable event tracing for Cisco Express Forwarding,
use the no form of this command.

monitor event-trace cef ipv6 {disable | distribution | dump-file dump-file-name | enable | match
{global | ipv6-address/n} | size number | stacktrace [depth] | vrf vrf-name [distribution |
match {global | ipv6-address/n}]}

no monitor event-trace cef ipv6 {disable | distribution | dump-file dump-file-name | enable |
match | size | stacktrace [depth] | vrf}

Syntax Description disable Turns off event tracing for Cisco Express Forwarding |Pv6 events.
distribution Logs events related to the distribution of Cisco Express Forwarding
Forwarding Information Base (FIB) tables to the line cards.
dump-file Specifies the file to which event trace messages are written from memory on
dump-file-name the networking device. The maximum length of the filename (path and

filename) is 100 characters, and the path can point to flash memory on the
networking device or to a TFTP or FTP server.

enable Turns on event tracing for Cisco Express Forwarding |Pv6 eventsif it had
been enabled with the monitor event-trace cef ipv6 command.

match Turns on event tracing for Cisco Express Forwarding IPv6 that matches
global events or events that match a specific network address.

global Specifies global events.

ipv6-address/n Specifies an 1Pv6 address. This address must be in the form documented in

RFC 2373: the address is specified in hexadecimals using 16-bit values
between colons. The slash followed by anumber (/n) indicates the number of
bits that do not change. Range: 0 to 128.

size number Sets the number of messages that can be written to memory for a single
instance of atrace. Range: 1 to 65536.

Note = Some Cisco |OS software subsystem components set the size by
default. To display the size parameter, use the show monitor
event-trace cef parameter s command.

When the number of event trace messages in memory exceeds the configured
size, new messages will begin to overwrite the older messages in the file.

stacktrace Enables the stack trace at tracepoints.
depth (Optional) Specifies the depth of the stack trace stored. Range: 1 to 16.
vrf vrf-name Turns on event tracing for a Cisco Express Forwarding IPv6 Virtual Private

Network (VPN) routing and forwarding (V RF) table. The vrf-name argument
specifies the name of the VRF.

Command Default Event tracing for Cisco Express Forwarding IPv6 eventsis enabled by default.

Cisco 10S IP Switching Command Reference
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Command Modes

Global configuration (config)

Command History

Usage Guidelines

Note

Examples

Release Modification

12.2(25)S This command was introduced.

12.2(28)SB This command was integrated into Cisco |0S Release 12.2(28)SB and
implemented on the Cisco 10000 series routers.

12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.

12.2(33)SXH This command was integrated into Cisco 10S Release 12.2(33)SXH.

Cisco 10S XE This command was integrated into Cisco 10S XE Release 2.1 and

Release 2.1 implemented on the Cisco ASR 1000 Series Aggregation Services Routers.

Use the monitor event-trace cef ipvé command to enable or disable event tracing for Cisco Express
Forwarding | Pv6 events.

The Cisco | OS software allows Cisco Express Forwarding to define whether support for event tracing is
enabled or disabled by default. The command interfacefor event tracing allows you to change the defaul t
value in one of two ways: using the monitor event-trace cef ipv6 command in privileged EXEC mode
or using the monitor event-trace cef ipv6 command in global configuration mode.

The amount of data collected from the trace depends on the trace message size configured using the
monitor event-trace cef ipv6 command for each instance of atrace.

To determine whether event tracing is enabled by default for Cisco Express Forwarding | Pv6 events, use
the show monitor event-trace cef ipv6 command to display trace messages.

To specify the trace call stack at tracepoints, you must first clear the trace buffer.

The following example shows how to enable event tracing for Cisco Express Forwarding |Pv6 events
and configure the buffer size to 10000 messages.

Rout er (config)# nonitor event-trace cef ipv6 enable

Rout er (config)# nonitor event-trace cef ipv6 size 10000
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Related Commands = Command Description

monitor event-trace cef (EXEC) Monitors and controls the event trace function for
Cisco Express Forwarding.

monitor event-trace cef (global) Configures event tracing for Cisco Express Forwarding.

monitor event-trace cef ipv4 (global) Configures event tracing for Cisco Express Forwarding
IPv4 events.

show monitor event-trace cef Displays event trace messages for Cisco Express
Forwarding.

show monitor event-trace cef events Displays event trace messages for Cisco Express

Forwarding events.

show monitor event-trace cef interface Displays event trace messages for Cisco Express
Forwarding interface events.

show monitor event-trace cef ipv4 Displays event trace messages for Cisco Express
Forwarding |Pv4 events.
show monitor event-trace cef ipv6 Displays event trace messages for Cisco Express

Forwarding |Pv6 events.
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show adjacency

To display information about the Cisco Express Forwarding adjacency table or the hardware
Layer 3-switching adjacency table, use the show adjacency command in user EXEC or privileged
EXEC mode.

show adjacency [ip-address] [interface-type interface-number | null number | port-channel
number | sysclock number | vian number | ipv6-address | fcpa number | serial number]
[connectionid number] [link {ipv4 | ipv6 | mpls}] [detail | encapsulation]

show adjacency summary [interface-type interface-number]

Syntax Description ip-address (Optional) An IP address or IPv6 address.

Note  On the Cisco 10000 series routers | Pv6 is supported on
Cisco |0S Release 12.2(28)SB or later releases.

interface-type (Optional) Interface type and number. Valid values for the interface-type

interface-number argument are atm, async, auto-template, ctunnel, dialer, esconphy,
fastethernet, filter, filtergroup, gigabitethernet, group-async,
longreachethernet, loopback, mfr, multilink, portgroup, pos, tunnel,
vif, virutal-template, voabypassin, voabypassout, voafilterin,
voafilterout, voain, and voaout.

Note Not all interface types and numbers are available on all platforms.
Enter the show adjacency command to verify the interface types
for your platform.

null number (Optional) Specifies the null interface. The valid valueis 0.
port-channel number (Optional) Specifies the channel interface; valid values are 1 to 282.
sysclock number (Optional) Telecom-bus clock controller; valid values are 1 to 6.

vlan number (Optional) Specifiesthe VLAN; valid values are 1 to 4094.
ipv6-address (Optional) Specifies the associated |Pv6 address.

fcpa number (Optional) The fiber channel; valid values are 1 to 6.

serial number (Optional) Specifies the serial interface number; valid values are 1 to 6.
connectionid number (Optional) Specifies the client connection identification number.

link {ipv4 | ipv6 | mpls} (Optional) Specifiesthe link type (IP, 1Pv6, or Multiprotocol Label
Switching (MPLYS) traffic of the adjacency).

detail (Optional) Displays the protocol detail and timer information.
summary (Optional) Displays a summary of Cisco Express Forwarding adjacency
information.

Command Modes User EXEC (>)
Privileged EXEC (#)

Cisco 10S IP Switching Command Reference
m. March 2011 |



show adjacency W

Command History

Usage Guidelines

Note

Release Modification

11.2GS This command was introduced.

11.1CC Multiple platform support was added.

12.0(7)XE Support was added for the Cisco 7600 series routers.

12.1(5¢)EX This command was modified to include Layer 3 information.

12.1(11b)E The atm, ge-wan, and pos keywords were added.

12.2(8)T The detail keyword output was modified to show the epoch value for each entry
of the adjacency table.
The summary keyword output was modified to show the table epoch for the
adjacency table.

12.2(14)SX Support for this command was added for the Supervisor Engine 720.

12.2(17d)SXB  Support for thiscommand on the Supervisor Engine 2 was extended to Cisco |OS
Release 12.2(17d)SXB.

12.2(25)S This command was integrated into Cisco 10S Release 12.2(25)S. Thelink ipv4,
link ipv6, and link mpls keywords and the prefix argument were added.

12.2(28)SB Support for 1Pv6 was added for the Cisco 10000 series routers.

12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.

12.2(33)SXH This command was integrated into Cisco 10S Release 12.2(33)SXH.

Cisco IOSXE  This command was implemented on Cisco ASR 1000 Series Aggregation

Release 2.1 Services Routers.

12.4(20)T This command was integrated into Cisco 10S Release 12.4(20)T.

The show adjacency command is used to verify that an adjacency exists for a connected device, that the
adjacency isvalid, and that the MAC header rewrite string is correct.

For line cards, you must specify the line card if_number (interface number). Use the show cef interface
command to obtain line card if _numbers.

You can use any combination of the ip-address, interface-type, and other keywords and arguments (in
any order) as afilter to display a specific subset of adjacencies.

On Cisco 7600 series routers, hardware Layer 3-switching adjacency statistics are updated every

60 seconds.

On the Cisco 10000 series routers, Pv6 is supported on Cisco |OS Release 12.2(28)SB or later releases.

The following information may be displayed by the show adjacency commands:

e Protocol

e Interface

¢ Type of routing protocol that is configured on the interface

e Type of routed protocol traffic using this adjacency

¢ Next hop address

¢ Method of adjacency that was learned

e Adjacency source (for example, Address Resolution Protocol (ARP) or ATM Map)
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Examples

e Encapsulation prepended to packet switched through this adjacency
e Chain of output chain elements applied to packets after an adjacency
e Packet and byte counts

e High availability (HA) epoch and summary event epoch

e MAC address of the adjacent router

* Timeleft beforethe adjacency rollsout of the adjacency table. After the adjacency rollsout, a packet
must use the same next hop to the destination.

The following examples show how to display adjacency information:

Cisco 7500 Series Router
Rout er # show adj acency

Protocol Interface Addr ess
I P Fast Et her net 2/ 3 172. 20. 52. 1(3045)
I P Fast Et her net 2/ 3 172.20. 52. 22(11)

The following example shows how to display adjacency information for a specific interface:

Rout er# show adj acency fastethernet 0/0

Protocol Interface Addr ess

I P Fast Et hernet 0/ 0 10.4.9.2(5)
1P Fast Et hernet 0/ 0 10.4.9. 3(5)
Cisco 10000 Series Router

Rout er # show adj acency

Protocol Interface Addr ess
I P Fast Et her net 2/ 0/ 0 172. 20. 52. 1(3045)
1P Fast Et her net 2/ 0/ 0 172.20.52.22(11)

Cisco 7500 and 10000 Series Router
The following example shows how to display detailed adjacency information for adjacent | Pv6 routers:

Rout er# show adj acency det ai

Protocol Interface Addr ess

1P Tunnel 0 poi nt 2poi nt ( 6)
0 packets, 0 bytes
00000000

CEF expires: 00:02:57
refresh: 00:00: 57

Epoch: 0
| PV6 Tunnel 0 poi nt 2poi nt ( 6)
0 packets, 0 bytes
00000000
| Pv6 CEF never
Epoch: 0
| PV6 Et hernet 2/ 0 FE80: : A8BB: CCFF: FEO1: 9002( 3)

0 packets, 0 bytes
AABBCC019002AABBCC012C0286DD
| Pv6 ND never
Epoch: 0

| PV6 Et hernet 2/ 0 3FFE: 2002: : A8BB: CCFF: FEO1: 9002( 5)
0 packets, 0 bytes
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AABBCC019002AABBCC012C0286DD
| Pv6 ND never
Epoch: 0

Table 3 describes the significant fields shown in the displays.

Table 3 show adjacency Field Descriptions

Field Description

Protocol Type of Internet protocol.
Interface Outgoing interface.
Address Next hop I P address.

The following example shows how to display a summary of adjacency information:

Rout er# show adj acency summary

Adj acency tabl e has 7 adjacencies
each adj acency consunes 368 bytes (4 bytes platform extension)
6 conpl et e adj acenci es
1 inconpl ete adjacency
4 adj acenci es of linktype IP
4 conpl ete adj acencies of linktype IP
0 inconpl ete adj acencies of linktype IP
0 adjacencies with fixups of linktype IP
2 adjacencies with IP redirect of linktype IP
3 adj acenci es of |inktype |PV6
2 conpl ete adjacencies of |inktype |PV6
1 inconpl ete adjacency of |inktype |PV6

Adj acency dat abase high availability:
Dat abase epoch: 8 (7 entries at this epoch)

Adj acency manager sunmary event processing

Sunmary events epoch is 52

Sumrary events queue contains O events (high water nmark 113 events)
Sumrary events queue can contain 49151 events

Adj last sourced field refreshed every 16384 summary events

RP adj acency conponent enabl ed

The following examples show how to display protocol detail and timer information:

For a Cisco 7500 Series Router
Rout er# show adj acency det ai

Protocol Interface Addr ess

1P Fast Et hernet 0/ 0 10.4.9. 2(5)
0 packets, 0 bytes
epoch 0

sourced in sev-epoch 2
Encap length 14
00307131ABFC000500509C080800
ARP
1P Fast Et hernet 0/ 0 10.4.9. 3(5)
0 packets, 0 bytes
epoch 0
sourced in sev-epoch 2
Encap length 14
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000500506C08000500509C080800

ARP
For a Cisco 7600 Series Router
Rout er# show adj acency det ai
Protocol Interface Addr ess
1P Fast Et her net 2/ 3 172. 20. 52. 1(3045)

0 packets, 0 bytes
000000000FF920000380000000000000
00000000000000000000000000000000
00605C865B2800D0BB0OF980B0800
ARP 03:58:12

IP Fast Et her net 2/ 3 172.20.52.22(11)
0 packets, 0 bytes
000000000FF920000380000000000000
00000000000000000000000000000000
00801C93804000D0BB0OF980B0800

ARP 03:58: 06
For a Cisco 10000 Series Router
Rout er # show adj acency det ai
Protocol |Interface Addr ess
I P Fast Et hernet 2/ 0/ 0 10.4.9.2(5)
0 packets, 0 bytes
epoch 0

sourced in sev-epoch 2
Encap | ength 14
00307131ABFC000500509C080800

ARP

1P Fast Et hernet 2/ 0/ 0 10.4.9. 3(5)
0 packets, O bytes
epoch 0

sourced in sev-epoch 2

Encap length 14
000500506C08000500509C080800
ARP

The following examples show how to display protocol detail and timer adjacency information for |P
links for a specific interface:

For a Cisco 7500 Series Router
Rout er# show adj acency tunnel 1 link detai

Protocol Interface Addr ess

I P Tunnel 1 poi nt 2poi nt (7)
0 packets, 0 bytes
epoch 1

sourced in sev-epoch 4
enpty encap string
P2P- ADJ
Next chain el ement:
| abel 16 TAG adj out of Ethernetl1l/0, addr 10.0.0.0
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For a Cisco 7600 Series Router
Rout er# show adj acency fastethernet 2/3

Protocol Interface Addr ess
I P Fast Et her net 2/ 3 172. 20. 52. 1(3045)
I P Fast Et her net 2/ 3 172.20. 52. 22(11)

For a Cisco 10000 Series Router

Rout er# show adj acency tunnel 1 link detail

Protocol Interface Addr ess

1P Tunnel 1 poi nt 2poi nt (7)
0 packets, 0 bytes
epoch 1

sourced in sev-epoch 4

enpty encap string

P2P- ADJ

Next chain el ement:

| abel 16 TAG adj out of FastEthernet0/0, addr 10.0.0.0

Related Commands =~ Command Description
clear adjacency Clears the Cisco Express Forwarding adjacency table.
clear arp-cache Deletes all dynamic entries from the ARP cache.
show adjacency Enables the display of information about the adjacency database.
show mls cef adjacency Displays information about the hardware Layer 3-switching adjacency
node.
show cef interface Displays detailed Cisco Express Forwarding information for all interfaces.
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show cef

To display information about packets forwarded by Cisco Express Forwarding, use the show cef
command in privileged EXEC mode.

show cef {accounting | background [detail] | broker broker-name [detail] | error | fib |
hardware vectors|idb | loadinfo | non-ip | nsf | path [list [walk] | sets[detail | id path-set-id
| summary] | switching background [detail] | walks [process | queue]}

Syntax Description

accounting Displays Cisco Express Forwarding accounting state.
background Displays Cisco Express Forwarding background processing.
detail (Optional) Displays detailed Cisco Express Forwarding

information.

broker broker-name

(Distributed platforms only) Displays Cisco Express Forwarding
information related to update brokers.

error Displaysinformation about the state of Cisco Express Forwarding
errors.

fib Displays Cisco Express Forwarding Forwarding Information Base
(FIB) entries.

hardware vectors Displays the hardware application programming interface (API)
vector function table.

idb Displays Cisco Express Forwarding interface descriptor blocks.

loadinfo Displays Cisco Express Forwarding loadinfo events.

non-ip Displays Cisco Express Forwarding paths for non-IP traffic.

nsf (Distributed platforms only) Displays Cisco Express Forwarding
nonstop forwarding (NSF) statistics.

path Displays Cisco Express Forwarding paths.

list (Optional) Displays alist of Cisco Express Forwarding paths.

walk (Optional) Displays the walk through the list of Cisco Express
Forwarding paths.

sets (Optional) Displays point-to-multipoint path set information.

detail (Optional) Displays detailed point-to-multipoint path set
information.

id path-set-id (Optional) Displays information about the specified path set.
Enter the path set ID in hex format.

summary (Optional) Displays high-level information about

point-to-multipoint path sets.

switching background

Display Cisco Express Forwarding background switching
processing.

walks Specifies awalk through Cisco Express Forwarding
infrastructure.

process (Optional) Displaysthe processthat servicesthe background work
queue.

queue (Optional) Displays the work queue of background walks.
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Command Modes Privileged EXEC (#)

Command History Release Modification

11.2GS This command was introduced to support the Cisco 12012 Internet router.

11.1CC Support was added for multiple platforms.

12.0(22)S The display output for this command was modified to include support for
Cisco Express Forwarding for IPv6 and distributed Cisco Express Forwarding for
IPv6 packets.

12.2(13)T This command was integrated into Cisco 10S Release 12.2(13)T.

12.2(14)S This command was integrated into Cisco 10S Release 12.2(14)S.

12.2(25)S The drop and not-cef-switched keywords were removed. The accounting,
background, broker, fib, hardware vectors, idb, loadinfo, non-ip, nsf, path,
and walks keywords were added.

12.2(28)SB This command was integrated into Cisco 10S Release 12.2(28)SB.

12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.
12.2(33)SXH This command was integrated into Cisco 10S Release 12.2(33)SXH.
12.4(20)T This command was integrated into Cisco 10S Release 12.4(20)T.

12.2(33)SRE This command was modified. The sets keyword was added to display
point-to-multipoint information.

Usage Guidelines Use this command to display and monitor information about traffic forwarded by Cisco Express
Forwarding.

A line card might drop packets because of encapsulation failure, absence of route information, or
absence of adjacency information.

A packet is punted (sent to another switch path) because Cisco Express Forwarding may not support a
specified encapsulation or feature, the packet may be destined for the router, or the packet may have IP
options (such as time stamp and record route). |P options are process switched.

Examples The following example shows how to display Cisco Express Forwarding accounting information:

Rout er# show cef accounting

| Pv4 accounting state:
Enabl ed accounti ng: per-prefix, non-recursive, prefix-length
Non-recursive |load interval: 30 (default 30)
Non-recursive update interval: 0 (default 0)

| Pv6 accounting state:
Enabl ed accounti ng: None
Non-recursive |load interval: 30 (default 30)
Non-recursive update interval: O (default 0)

Table 4 describes the significant fields shown in the example.
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Table 4 show cef accounting Field Descriptions
Field Description
Enabled accounting Type or types of Cisco Express Forwarding accounting that are

enabled: load-balance-hash, non-recursive, per-prefix,
prefix-length, or none.

per-prefix Indicates that Cisco Express Forwarding accounting is enabled
for the collection of the number of packets and bytes
express-forwarded to a destination (or prefix).

non-recursive Indicates that Cisco Express Forwarding accounting is enabled
through nonrecursive prefixes.

prefix-length Indicates that Cisco Express Forwarding accounting is enabled
through prefix length.

The following example shows how to display Cisco Express Forwarding background information:

Rout er# show cef background

CEF background process process (pid 77) running
0 events awaiting registration on background process
9 events registered on background process

bool ean FIB mal l oc failed, O occurences

bool ean FI B assert failed, O occurences

bool ean FI B hw_api _failure failed, 0 occurences

tiner FI B checkers: auto-repair delay, init, !run, 0 occurences

timer FI B checkers: auto-repair delay, init, !'run, O occurences

timer FI B checkers: |Pv4 scan-rib-ios scanner, init, run, 2 occurences
timer FI B checkers: |Pv4 scan-ios-rib scanner, init, run, 2 occurences
timer FI B checkers: | Pv6 scan-ios-rib scanner, init, run, 2 occurences
timer FIB table: rate nonitor, init, run, 0 occurences

Table 5 describes the significant fields shown in the example.

Table 5 show cef background Field Descriptions

Field Description

boolean The background process is waiting for atrue or false flag to be
Set.

FIB malloc failed, 0 occurences No instances of memory allocation failure have occurred for the
FIB.

FIB assert failed, O occurences No instances of assertion failure have occurred for the FIB.

FIB hw_api_failure failed; 0 No failures are reported during the programming of hardware

occurences forwarding.

timer The background process is waiting for atimer to be triggered.

Once the timer is triggered, the operation begins. In the FIB
checkers cases that follow, the timer is linked to Cisco Express
Forwarding consistency checkers.

FIB checkers: auto-repair delay, init, |FIB auto repair timer isinitialized, but the timer is not running

I'run, O occurences and has not been running (0 occurences).
FIB checkers. IPv4 scan-rib-ios FIB IPv4 scan-rib-ios timer isinitialized and running. The
scanner, init, !'run, 2 occurences timer has been triggered twice.
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Table 5 show cef background Field Descriptions

Field Description

FIB checkers: IPv4 scan-ios-rib FIB 1Pv4 scan-ios-rib timer is initialized and running. The
scanner, init, run, 2 occurences timer has been triggered twice.

FIB table: rate monitor, init, run, 0  |FIB table rate monitor timer isinitialized and running, but has
occurences yet to be triggered.

The following example shows how to display information about Cisco Express Forwarding FIB entries:

Rout er# show cef fib

9 allocated IPv4 entries, 0 failed allocations
1 allocated IPv6 entry, O failed allocations

Table 6 describes the significant fields shown in the example.

Table 6 show cef fib Field Descriptions

Field Description

9 allocated 1Pv4 entries, O failed Number of successfully allocated and failed |Pv4 entries.
allocations

1 allocated 1 Pv6 entry, O failed allocations |Number of successfully allocated and failed IPv6 entries.

The following example shows how to display information about Cisco Express Forwarding loadinfo:

Rout er# show cef | oadinfo
0 allocated loadinfos, 0 failed allocations
0 allocated | oadi nfo hash usage gsbs

0 inplace nodifies (enabl ed)
0 identical nodifies

Table 7 describes the significant fields shown in the example.

Table 7 show cef loadinfo Field Descriptions

Field Description

0 allocated loadinfos, O failed Number of successfully allocated and failed allocated
allocations loadinfos.

0 allocated loadinfo hash usage gsbs |Number of allocated subblocks for per-hash bucket accounting
when load balancing is used.

0 inplace modifies (enabled) In-place modification is enabled. No in-place modifications
have occurred.
0O identical modifies Number of in-place modifications that were skipped because

the replacement was identical to the target.

The following example shows how to display information for Cisco Express Forwarding paths:

Rout er# show cef path

28 allocated | Pv4 paths, 0 failed allocations
4 allocated | Pv6 paths, 0 failed allocations
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W show cef

32 Total Paths, 587 Recursive Paths, 0 Unresol ved Pat hs

Table 8 describes the significant fields shown in the example.

Table 8 show cef path Field Descriptions

Field Definition

28 allocated 1Pv4 paths Number of successfully allocated and failed |Pv4 paths.
4 allocated 1Pv6 paths Number of successfully allocated and failed |Pv4 paths.
32 Total Paths, 587 Recursive Paths, |Information on all Cisco Express Forwarding paths.

0 Unresolved Paths

The following exampl e shows how to display information about Cisco Express Forwarding background
switching processes:

Rout er# show cef switching background
CEF swi tching background process (pid 46) running
0 events awaiting registration on background process

1 event registered on background process
bool ean OCE unl ock queue, 0 occurences

Table 9 describes the significant fields shown in the example.

Table 9 show cef switching background Field Descriptions

Field Description

0 events awaiting registration on Number of events waiting to be registered on the background
background process process.

1 event registered on background Number of events registered on the background process.
process

boolean  OCE unlock queue, 0 Number of output chain element (OCE) unlock queue events.
occurences

The following example shows how to display information about Cisco Express Forwarding:

Rout er# show cef wal ks

Cal li ng process:

Nurmber of initial walks:

started
mode / priority | ow hi gh very high
sync 3 0 0
atoni c 0 0 0
finished
mode / priority | ow hi gh very high
sync 3 0 0
atomi c 0 0 0
restarted
nmode / priority | ow hi gh very high
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showcef W

sync 0 0 0
atom ¢ 0 0 0

Nurmber of sub wal ks:

started
nmode / priority | ow hi gh very high
sync 0 0 0
atoni c 0 0 0
finished
mode / priority | ow hi gh very high
sync 0 0 0
atoni c 0 0 0

Table 10 describes the significant fields shown in the example.

Table 10 show cef walks Field Description
Field Description
mode Indicates the mode of the Cisco Express Forwarding infrastructure walk:

e sync—The walk takes place in the current process context and completes
before the start function returns. Other processes are allowed to run.

e atomic—Thewalk takes place in the current process context and completes
before the start function returns. No other processes are allowed to run.

priority Indicate the priority of the infrastructure walk: low, medium, or high.
Related Commands =~ Command Description

clear cef linecard Clears Cisco Express Forwarding information from line cards.

show cef features global Displays Cisco Express Forwarding features for any interface.

show cef interface Displays detailed Cisco Express Forwarding information for a
specified interface or for all interfaces.

show cef linecard Displays Cisco Express Forwarding-related information by line
card.

show cef memory Displays information about Cisco Express Forwarding memory
usage.

show cef state Displays the state of Cisco Express Forwarding on a networking
device.

show cef subtree context client  Displays Cisco Express Forwarding prefix subtrees.

show cef table Displays the configuration and operational state of the
Cisco Express Forwarding FIB table.
show cef timers Displays the current state of the timersinternal to the

Cisco Express Forwarding process.
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M show cefdrop

show cef drop
N

Note  The show cef drop command is not available in Cisco |0S Releases 12.2(25)S, 12.2(28)SB,
12.2(33)SRA, 12.2(33)SXH, 12.4(20)T and later releases.

Todisplay alist of which packets each line card dropped, use the show cef drop command in user EXEC
or privileged EXEC mode.

show cef drop

Syntax Description  This command has no arguments or keywords.

Command Modes User EXEC (>)
Privileged EXEC (#)

Command History Release Modification
11.2GS This command was introduced to support the Cisco 12012 Internet router.
11.1CC Multiple platform support was added.
12.0(22)S The display output for this command was modified to include support for

Cisco Express Forwarding for IPv6 and distributed Cisco Express
Forwarding for 1Pv6 packets.

12.0(23)S This command was integrated into Cisco 10S Release 12.0(23)S.
12.2(13)T Thiscommand wasintegrated into Cisco | OS Release 12.2(13)T. Previously
there was a show cef command, and drop was a keyword of that command.
12.2(14)S This command was integrated into Cisco 10S Release 12.2(14)S.
12.2(25)S This command was removed. It is not available in Cisco 10S
Release 12.2(25)S and later Cisco 10S 12.2S releases.
12.2(28)SB This command was removed. It is not available in Cisco 10S
Release 12.2(28)SB and later Cisco |OS 12.2SB releases.
12.2(33)SRA This command was removed. It is not available in Cisco 10S
Release 12.2(33)SRAand later Cisco |OS 12.2SR releases.
12.2(33)SXH This command was removed. It is not available in Cisco 10S
Release 12.2(33)SXH and later Cisco 10S 12.2S releases.
12.4(20)T This command was removed. It is not available in Cisco 10S

Release 12.4(20)T and later Cisco |0S 12.4T releases.

Usage Guidelines A line card might drop packets because of encapsulation failure, absence of route information, or
absence of adjacency information.

A packet is sent to a different switching path (punted) because Cisco Express Forwarding does not
support the encapsulation or feature, the packet is destined for the router, or the packet has IP options,
such as time stamp and record route. | P options are process switched.
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Note

Examples

show cefdrop W

If Cisco Express Forwarding for IPv6 or distributed Cisco Express Forwarding for IPv6 is enabled
globally on the router, the show cef drop command displays IPv6 Cisco Express Forwarding counter
information and | Pv4 Cisco Express Forwarding counter information. If Cisco Express Forwarding for
IPv6 or distributed Cisco Express Forwarding for |Pv6 is not enabled globally on the router, the
command displays only IPv4 Cisco Express Forwarding counter information.

The following is sample output from the show cef drop command:

Rout er# show cef drop

CEF Drop Statistics

Slot Encap_fail Unresolved Unsupported No_route No_adj Chksuntrr
RP 4 89 0 4 0 0
1 0 0 0 0 0 0
2 0 0 5 0 0 5
I Pv6 CEF Drop Statistics

Slot Encap_fail Unresolved Unsupported No_rout e No_adj

RP 2 33 0 2 0

1 0 0 3 0 0

2 0 0 0 0 0

Table 11 describes the significant fields shown in the display.

Table 11 show cef drop Field Descriptions

Field Description

Slot The slot number on which the packets were received.

Encap_fail Indicates the number of packets dropped after exceeding thelimit for

packets punted to the processor due to missing adjacency information
(Cisco Express Forwarding throttles packets passed up to the process
level at arate of one packet every two seconds).

Unresolved Indicates the number of packets dropped due to an unresolved prefix
in the Forwarding Information Base (FIB) table.

Unsupported Indicates the number of packets fast-dropped by Cisco Express
Forwarding (drop adjacency).

No_route Indicates the number of packets dropped due to amissing prefix in
the FIB table.

No_adj Indicates the number of packets dropped due to incomplete
adjacency.

ChksumErr Indicates the number of | Pv4 packets received with a checksum error.

Note Thisfield is not supported for IPv6 packets.

Related Commands

Command Description
show cef interface Displays Cisco Express Forwarding-related interface information.
show ipv6 cef Displays entries in the IPv6 FIB.
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I show cefevents

show cef events
N~

Note  The show cef events command is not available in Cisco 10S Releases 12.2(25)S, 12.2(28)SB,
12.2(33)SRA, 12.2(33)SXH, 12.4(20)T and later releases.

To display alist of eventsinternal to the Cisco Express Forwarding process, use the show cef events
command in user EXEC or privileged EXEC mode.

show cef events

Syntax Description  This command has no arguments or keywords.

Command Modes User EXEC (>)
Privileged EXEC (#)

Command History Release Modification

12.0(23)S This command was introduced.

12.0(24)S This command was integrated into Cisco 10S Release 12.0(24)S.

12.2(13)T This command was integrated into Cisco 10S Release 12.2(13)T.

12.2(25)S This command was removed. It is not available in Cisco 10S
Release 12.2(25)S and later Cisco 10S 12.2S releases.

12.2(28)SB This command was removed. It is not available in Cisco 10S
Release 12.2(28)SB and later Cisco |OS 12.2SB releases.

12.2(33)SRA This command was removed. It is not available in Cisco 10S
Release 12.2(33)SRAand later Cisco 10S 12.2SR releases.

12.2(33)SXH This command was removed. It is not available in Cisco 10S
Release 12.2(33)SXH and later Cisco 10S 12.2S releases.

12.4(20)T This command was removed. It is not available in Cisco 10S

Release 12.4(20)T and later Cisco |OS 12.4T releases.

Examples The following is sample output from the show cef events command:

Rout er# show cef events

CEF events (14/0 recorded/ignored)

Ti me Event Details

+00: 00: 00. 000 SubSys ipfibinit

+00: 00: 00. 000 SubSys ipfib_ios init

+00: 00: 00. 000 SubSys ipfib_util init

+00: 00: 00. 000 SubSys adj _ios init

+00: 00: 00. 000 SubSys ipfib_les init

+00: 00: 01. 272 Fl ag FI B enabl ed set to yes

+00: 00: 01. 272 Fl ag FI B switching enabled set to yes

+00: 00: 01. 272 GSt at e CEF enabl ed
+00: 00: 02. 872 Process Background created
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show cefevents W

+00: 00: 02. 872 Fl ag FI B running set to yes
+00: 00: 02. 872 Process Background event | oop enter
+00: 00: 02. 912 Fl ag FI B switching running set to yes

+00: 00: 02. 920 Process Scanner created
+00: 00: 02. 920 Process Scanner event |oop enter

Table 12 describes the significant fields shown in the display.

Table 12 show cef events Field Descriptions
Field Description
Time Time that the event occurred.
Event Type of event that occurred.
Details Detailed description of the event.
Related Commands  Command Description
show cef drop Displays alist of which packets each line card dropped.
show cef interface Displays Cisco Express Forwarding-related interface information.
show cef linecard Displays Cisco Express Forwarding-related interface information by line
card.

Cisco 10S IP Switching Command Reference
[ March 2011 .m



I show ceffeatures global

show cef features global

To display Cisco Express Forwarding features for any interface, use the show cef features global
command in privileged EXEC mode.

show cef features global

Syntax Description ~ This command has no arguments or keywords.

Command Modes Privileged EXEC (#)

Command History Release Modification
12.2(28)SB This command was introduced.
12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.
12.2(33)SXH This command was integrated into Cisco 10S Release 12.2(33)SXH.
12.4(20)T This command was integrated into Cisco |0S Release 12.4(20)T.

Usage Guidelines This command is used to determine if Cisco Express Forwarding is enabled for all interfaces.

Examples The following is sample output from the show cef featur es global command:

Rout er# show cef features gl obal
G obal Drop features not attached to a specific interface:
I nput FNF
G obal Punt features not attached to a specific interface:
I nput FNF, SPD C assify

Table 13 describes the significant fields shown in the display.

Table 13  show cef features global Field Descriptions

Field Description
Input FNF Flexible NetFlow (FNF) feature.
SPD Classify Flexible NetFlow (FNF) feature.

This output shows the global drop feature, Flexible NetFlow (Input FNF), and two global punt features,
Input FNF and SPD Classify. SPD Classify is present by default. The punt features are invoked for all
punted packets regardless of the interface upon which they are received.
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show cef features global

Related Commands = Command Description

show cef interface Displays detailed Cisco Express Forwarding information for all interfaces.
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W show cefinterface

show cef interface

To display detailed Cisco Express Forwarding information for a specified interface or for all interfaces,
use the show cef interface command in user EXEC or privileged EXEC mode.

show cef interface [type number] [statistics | detail | internal | brief | policy-statistics [input |

output]]
Syntax Description  type number (Optional) Interface type and number.

No space is required between the interface type and number.

statistics (Optional) Displays switching statistics for an interface or interfaces.

detail (Optional) Displays detailed Cisco Express Forwarding information for the
specified interface type and number.

internal (Optional) Displays internal Cisco Express Forwarding interface status and
configuration.

brief (Optional) Summarizes the Cisco Express Forwarding interface state.

policy-statistics (Optional) Displays Border Gateway Protocol (BGP) policy statistical
information for a specific interface or for all interfaces.

input (Optional) Displays BGP accounting policy statistics for traffic that is
traveling through an input interface.
output (Optional) Displays BGP accounting policy statistics for traffic that is

traveling through an output interface.

Command Modes User EXEC (>)
Privileged EXEC (#)

Command History Release Modification
11.2GS This command was introduced to support the Cisco 12012 Internet router.
11.1CC Support for multiple platforms was added.
12.0(14)ST This command was integrated into Cisco 10S Release 12.0(14)ST, and the statistics
keyword was added.
12.2(2)T This command was integrated into Cisco |0S Release 12.2(2)T, and the detail
keyword was added.

12.2(13)T The policy-statistics keyword was added.
12.0(22)S The input and output keywords were added.

The display output was modified to include support for Cisco Express Forwarding
for IPv6 and distributed Cisco Express Forwarding interface information. Output
fields that support BGP policy accounting were added for the Cisco 7200 series and
Cisco 7500 series platforms.
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Usage Guidelines

Examples

show cef interface W

Release Modification
12.3(4)T The input and output keywords were added.

The display output was modified to include support for Cisco Express Forwarding
for IPv6 and distributed Cisco Express Forwarding interface information. Output
fields that support BGP policy accounting were added for the Cisco 7200 series and
Cisco 7500 series platforms.

12.2(14)S This command was integrated into Cisco 10S Release 12.2(14)S.
12.2(25)S The internal keyword was added.

12.2(28)SB This command was integrated into Cisco |OS Release 12.2(28)SB.
12.2(25)SG This command was integrated into Cisco 10S Release 12.2(25)SG.
12.2(33)SRA  This command was integrated into Cisco 10S Release 12.2(33)SRA.
12.2(33)SXH This command was integrated into Cisco 10S Release 12.2(33)SXH.
12.4(20)T This command was integrated into Cisco 10S Release 12.4(20)T.

You can use this command to display the detailed Cisco Express Forwarding status for all interfaces.

Values entered for the type and number arguments display Cisco Express Forwarding status information
for the specified interface type and number.

The policy-statistics, input, and output keywords are available only on distributed switching platforms.

The following example shows how to display a summary of Cisco Express Forwarding information for
an interface named Ethernet 3/0:

Rout er# show cef interface ethernet 3/0 brief

Interface | P- Addr ess Status Switching
Et hernet 3/0 10.0.212.6 up CEF
Rout er #

Thefollowing is sample output from the show cef interface command for Fast Ethernet interface 1/0/0
with BGP policy accounting configured for input traffic:

Rout er# show cef interface fastethernet 1/0/0

Fast Ethernet1/0/0 is up (if_nunmber 6)

Correspondi ng hwi db fast_if_nunber 6

Corresponding hwi db firstsw >i f_nunber 6

Internet address is 10.1.1.1/24

ICWP redirects are always sent

Per packet |oad-sharing is disabled

I P uni cast RPF check is disabled

I nbound access list is not set

Qut bound access list is not set

IP policy routing is disabled

BGP based policy accounting on input is enabled

BGP based policy accounting on output is disabled
Hardware idb is FastEthernet1/0/0 (6)

Software idb is FastEthernet1/0/0 (6)

Fast switching type 1, interface type 18

I P Distributed CEF switching enabl ed

| P Feature Fast sw tching turbo vector

| P Feature CEF switching turbo vector

I nput fast flags 0x100, Qutput fast flags 0xO, Flags 0x0

[ March 2011

Cisco 108 IP Switching Command Reference



show cef interface

ifindex 7(7)

Slot 1 Slot unit 0 VC -1

Transmt limt accumul ator OxE8001A82 (0xE8001A82)
| P MIU 1500

The following is sample output from the show cef interface detail command for Ethernet
interface 1/0/0:

Rout er# show cef interface ethernet 1/0/0 detail

Fast Ethernet1/0/0 is up (if_number 6)
Corresponding hwi db fast_if_nunmber 6
Corresponding hwi db firstsw > f_nunber 6
Internet address is 10.1.1.1/24
I CVP redirects are al ways sent
Per packet |oad-sharing is disabled
I P uni cast RPF check is disabled
I nbound access list is not set
Qut bound access list is not set
IP policy routing is disabled
BGP based policy accounting on input is enabled
BGP based policy accounting on output is disabled
Hardware idb is FastEthernet1/0/0 (6)
Software idb is FastEthernetl1l/0/0 (6)
Fast switching type 1, interface type 18
I P Distributed CEF switching enabl ed
| P Feature Fast sw tching turbo vector
| P Feature CEF switching turbo vector
I nput fast flags 0x100, Qutput fast flags 0xO, Flags 0x0
ifindex 7(7)
Slot 1 Slot unit 0 VC -1
Transmt limt accumul ator OxE8001A82 (0xE8001A82)
I P MIU 1500

The following is sample output from the show cef interface Null 0 detail command:

Rout er# show cef interface null 0O detail

Nul 10 is up (if_nunmber 1)
Corresponding hwi db fast_if_number 1
Corresponding hwi db firstsw > f_nunber 1
I nternet Protocol processing disabled
Interface is nmarked as nullidb
Packets switched to this interface on linecard are dropped to next slow path
Hardware idb is NullO
Fast switching type 13, interface type O
| P CEF switching enabl ed
| P Feature CEF switching turbo vector
I nput fast flags 0x0, Qutput fast flags 0x0
i findex 0(0)
Slot -1 Slot unit -1 VC -1
Transmt limt accumul ator 0x0 (0x0)
| P MIU 1500

Thefollowing is sample output for internal Cisco Express Forwarding interface status and configuration

for the Ethernet 3/1 interface:

Rout er# show cef interface ethernet 3/1 internal

Ethernet3/1 is up (if_nunmber 13)
Correspondi ng hwi db fast_if_nunber 13
Correspondi ng hwi db firstsw > f_nunber 13
Internet address is 10.0.212.6/24
I CVWP redirects are al ways sent
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show cef interface W

Per packet |oad-sharing is disabled
I P uni cast RPF check is disabled
I nbound access list is not set
Qut bound access list is not set
I P policy routing is disabled
BGP based policy accounting on input is disabled
BGP based policy accounting on output is disabled
Hardware idb is Ethernet3/1
Fast switching type 1, interface type 63
| P CEF switching enabl ed
I P CEF switching turbo vector
| P CEF turbo switching turbo vector
I'P prefix |l ookup IPv4 ntrie 8-8-8-8 optimnm zed
Input fast flags 0xO0, Qutput fast flags O0x0
i findex 11(11)
Slot 3 Slot unit 0 VC -1
Transmt limt accumul ator 0x0 (0x0)
I P MIU 1500
Subbl ocks:
| Pv6: enabled 1 unreachable FALSE redirect TRUE ntu 1500 flags 0x0
i nk-1ocal address is FE80::20C: CFFF: FEF9: 4854
d obal unicast address(es):
10: 6: 6: 6: 20C: CFFF: FEF9: 4854, subnet is 10:6:6:6::/64 [EU]
| Pv4: Internet address is 10.0.212.6/24
Broadcast address 255.255. 255. 255
Per packet |oad-sharing is disabled
| P MIU 1500

Table 14 describes the significant fields shown in the displays.

Table 14  show cef interface Field Descriptions

Field Description

FastEthernet1/0/0 is up Indicates type, number, and status of the interface.
Internet addressis Internet address of the interface.

ICMP redirects are always sent Indicates how packet forwarding is configured.
Per packet load-sharing is disabled Indicates status of load sharing on the interface.
IP unicast RPF check is disabled Indicates status of |P unicast Reverse Path

Forwarding (RPF) check on the interface.

Inbound access list is not set I ndi cates the number or name of the inbound access
listif oneisappliedtothisinterface. Alsoindicates
whether the list is set.

Outbound access list is not set Indicates the number or name of the outbound
access list if oneis applied to this interface. Also
indicates whether the list is set.

IP policy routing is disabled Indicates the status of IP policy routing on the
interface.

BGP based policy accounting oninput isenabled |Indicates the status of BGP policy accounting on
the input interface.

BGP based policy accounting on output is Indicates the status of BGP policy accounting on
disabled the output interface.
Hardware idb is Ethernet1/0/0 Interface type and number configured.
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W show cefinterface

Table 14  show cef interface Field Descriptions (continued)

Field Description

Fast switching type Used for troubleshooting; indicates switching
mode in use.

Interface type Indicates interface type.

IP Distributed CEF switching enabled Indicates whether distributed Cisco Express

Forwarding is enabled on this interface.
(Cisco 7500 and 12000 series Internet routers

only.)
I P Feature Fast switching turbo vector Indicates I P fast switching type configured.

I P Feature CEF switching turbo vector Indicates | P feature Cisco Express Forwarding
switching type configured.

Input fast flags Indicates the input status of various switching
features:

e 0x0001 (input Access Control List [ACL]
enabl ed)

e 0x0002 (policy routing enabled)

e 0x0004 (input rate limiting)

e 0x0008 (MAC/Prec accounting)

e 0x0010 (DSCP/PREC/QOS GROUP)
e 0x0020 (input named access lists)
e 0x0040 (NAT enabled on input)

e 0x0080 (crypto map on input)

e 0x0100 (QPPB classification)

e 0x0200 (inspect on input)

e 0x0400 (input classification)

e 0x0800 (‘casainput enable)

e 0x1000 (Virtual Private Network [VPN]
enabled on a %swidb)

e 0x2000 (input idle timer enabled)

e 0x4000 (unicast Reverse Path Forwarding
[RPF] check)

e 0x8000 (per-address ACL enabled)

e 0x10000 (deaggregating a packet)

e 0x20000 (3GPRS enabled on input)

e (0x40000 (URL RenDezvous)

e 0x80000 (QosS classification)

e 0x100000 (FR switching on interface)
 0x200000 (*“WCCP redirect on input)
e 0x400000 (input classification)
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show cef interface W

Table 14  show cef interface Field Descriptions (continued)

Field

Description

Output fast flags

I ndicates the output status of various switching
features, as follows:

e 0x0001 (output ACL enabled)

e 0x0002 (IP accounting enabled)

e 0x0004 (WCC redirect enabled interface)
e 0x0008 (rate limiting)

e 0x0010 (MAC/Prec accounting)

e 0x0020 (DSCP/PREC/QOS GROUP)
e 0x0040 (D-QOS classification)

e 0x0080 (output named access lists)

e 0x0100 (NAT enabled on output)

e (0x0200 (TCP intercept enabled)

e 0x0400 (crypto map set on output)

e 0x0800 (output firewall)

e 0x1000 (°RSVP classification)

e 0x2000 (inspect on output)

e 0x4000 (QoS classification)

e 0x8000 (QoS preclassification)

e (0x10000 (output stile)

ifindex 7/(7)

Indicates a Cisco 10S internal index or identifier
for this interface.

Slot 1 Slot unit0 VC -1

The slot number and slot unit.

Transmit limit accumul ator

I ndi cates the maxi mum number of packets allowed
in the transmit queue.

IPMTU

The MTU size set on the interface.

Cisco applications and services architecture (CASA)
Software interface descriptor block (SWIDB)
General packet radio system (GPRS)

Web cache communication protocol (WCCP)
Resource reservation protocol (RSVP)

o > w0 NP

The following is sample output from the show cef interface command using the policy-statistics

keyword:

Rout er# show cef interface policy-statistics

PCS7/0 is up (if_number 8)

I ndex Packet s Byt es
1 0 0
2 0 0
3 50 5000
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show cef interface

4 100 10000
5 100 10000
6 10 1000
7 0 0

8 0 0

The following is sample output from the show cef interface command using the policy-statistics
keyword. It shows policy statistics for Ethernet interface 1/0.

Rout er# show cef interface ethernet 1/0 policy-statistics
Et hernet1/0 is up (if_nunmber 3)

Correspondi ng hwi db fast_if_nunber 3
Corresponding hwi db firstsw > f_nunber 3

I ndex Packet s Byt es
1 0 0
2 0 0
3 0 0
4 0 0
5 0 0
6 0 0
7 0 0
8 0 0

The following is sample output from the show cef interface command using the policy-statistics
keyword. It shows policy statistics for Fast Ethernet interface 1/0/0 with the policy accounting based on
input traffic.

Rout er# show cef interface fastethernet 1/0/0 policy-statistics input

Fast Et hernet1/0/0 is up (if_nunber 6)
Correspondi ng hwi db fast_if_nunber 6
Corresponding hwi db firstsw > f_nunber 6
BGP based Policy accounting on input is enabled

I ndex Packet s Byt es
1 9999 999900
2 0 0
3 0 0
4 0 0
5 0 0
6 0 0
7 0 0
8 0 0
9 0 0

10 0 0
11 0 0
12 0 0
13 0 0
14 0 0
15 0 0
16 0 0
17 0 0
18 0 0
19 0 0
20 0 0
21 0 0
22 0 0
23 0 0
24 0 0
25 0 0
26 0 0
27 0 0
28 0 0
29 0 0
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30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54

123

100

WOOOO0ODO0ODO0OO0ODO0ODO0OO0ODO0ODO0ODO0OO0DO0OO0OO0ODO0OOMOOOO

512

119878

show cef interface W

The following is sample output from the show cef interface command using the policy-statistics
keyword. It shows policy statistics for serial interface 1/1/2 with the policy accounting based on output

traffic.

Rout er # show cef

Serial1/1/2 is up (if_nunber 9)

interface serial

Corresponding hwi db fast_if_number 9

Correspondi ng hwi db firstsw >i f_nunber
BGP based Policy accounting on output
Packet s

I ndex
1
2

18
19
20

34
35

44
45
46
47
48
49
50
51
52
53
54

9999
0

o

1234

1000

o

[V elNeoNeNolNoNeNol

512

Byt es
999900
0

o

123400
0

119878

1/1/2 policy-statistics output

i s enabl ed
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W show cefinterface

55 0 0
56 0 0
57 0 0
58 0 0
59 0 0
60 0 0
61 0 0
62 0 0
63 0 0
64 0 0

Table 15 describes the significant fields shown in the display.

Table 15  show cef interface policy-statistics Field Descriptions

Field Description

Index Traffic index set with the route-map command.

Packets Number of packets switched that match the index definition.

Bytes Number of bytes switched that match the index definition.

Related Commands  Command Description

clear cef linecard Clears Cisco Express Forwarding information from line cards.

route-map (I1P) Defines the conditions for redistributing routes from one routing protocol to
another, or enables policy routing.

show cef Displays information about packets forwarded by Cisco Express
Forwarding.

show cef drop Displays which packets the line cards dropped, or displays which packets

were not express forwarded.

show cef linecard Displays Cisco Express Forwarding interface information by line card.
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show cef interface policy-statistics

show cef interface policy-statistics

To display Cisco Express Forwarding policy statistical information for a specific interface or for all
interfaces, use the show cef interface policy-statistics command in user EXEC or privileged EXEC
mode.

show cef interface [type number] policy-statistics [input | output]

Syntax Description  type number (Optional) Interface type and number. A space is not required
between the interface type and number.
input (Optional) Displays Border Gateway Protocol (BGP) policy
accounting statistics for traffic that is traveling through an input
interface.
output (Optional) Displays BGP policy accounting statistics for traffic that

is traveling through an output interface.

Command Default By default, this command displays the input statistics only.

Command Modes User EXEC (>)
Privileged EXEC (#)

Command History Release Modification
12.0(9)S This command was introduced on the Cisco 12000 series Internet routers.
12.0(14)ST This command was integrated into Cisco 10S Release 12.0(14)ST.
12.2(13)T This command was integrated into Cisco 10S Release 12.2(13)T.
12.0(22)S The input and output keywords were added.

The display output was modified to include support for Cisco Express
Forwarding for IPv6 and distributed Cisco Express Forwarding for |Pv6
interface information. Output fields that support BGP policy accounting
were added for the Cisco 7200 series and Cisco 7500 series platforms.

12.2(14)SX Support for this command was implemented on the Supervisor Engine 720.
12.3(HT Changes to this command were integrated into Cisco 10S Release 12.3(4)T.
12.2(25)S This command was integrated into Cisco 10S Release 12.2(25)S.
12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.

Usage Guidelines Thiscommand is available on all software switching platforms, such asthe Cisco 7200 seriesrouter, and

distributed switched platforms, such as the Route Switch Processor (RSP), Gigabit Switch Router
(GSR), and the Catalyst 6000 series router.

This command is not supported on Cisco 7600 series routers that are configured with a Supervisor
Engine 2.
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M show cefinterface policy-statistics

Examples

Two sets of countersare displayed for BGP policy accounting: input counters and output counters. If you
enter the show cef inter face policy-statistics command without an optional keyword, the command
displays only input counters. If you want to display the output counters, you must enter the command
with the output keyword. You can also display the input counters by entering the input keyword with
the command.

The number of lines in the output of the show cef interface policy-statistics command varies from
platform to platform. The software switched platforms support 64 input and 64 output counters and thus
64 lines of output. The Catalyst 6000 family switches and Cisco 7600 series routers support seven input
and seven output counters and seven lines of output.

You enable BGP policy accounting on a particular interface when you enter the bgp-policy accounting
command in interface configuration mode. To define the conditions for BGP policy accounting, you use
the set traffic-index command in route-map configuration mode, the route-map command in global
configuration mode, the table-map command in route-map configuration mode, and the match
command in route-map configuration mode. The table-map command adds the named route map to the
BGP routing table. BGP uses the route map name to set traffic indexes for routesin the | P routing table.
The match commands specify the match criteria—the conditions under which policy routing occurs. The
set traffic-index command sets the traffic indexes for matching prefixes. The show ip cef detail
command displays the traffic index for any particular route.

The following is sample output from the show cef interface policy-statistics command:

Rout er# show cef interface policy-statistics

POS7/0 is up (if_nunber 8)

I ndex Packet s Byt es

1 0 0

2 0 0

3 50 5000
4 100 10000
5 100 10000
6 10 1000
7 0 0

8 0 0

The following is sample output from the show cef interface policy-statistics command showing policy
statistics for Ethernet interface 1/0:

Rout er# show cef interface ethernet 1/0 policy-statistics
Et hernet1/0 is up (if_nunmber 3)

Corresponding hwi db fast_if_number 3
Corresponding hwi db firstsw >i f_nunber 3

I ndex Packet s Byt es
1 0 0
2 0 0
3 0 0
4 0 0
5 0 0
6 0 0
7 0 0
8 0 0

Thefollowing is sample output from the show cef interface policy-statistics command showing policy
statistics for Fast Ethernet interface 1/0/0 with the policy accounting based on input traffic:

Rout er# show cef interface fastethernet 1/0/0 policy-statistics input
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show cef interface policy-statistics

Fast Et hernet1/0/0 is up (if_nunber 6)
Correspondi ng hwi db fast_if_nunber 6
Corresponding hwi db firstsw > f_nunber 6
BGP based Policy accounting on input is enabled
I ndex Packet s Byt es
9999 999900
0 0

O~NOO O~ WNPRE

34 123 12340

45 100 10000

54 512 119878

w
P
[cReNeNe-Ne-NXNoNoNeleNeNoRoNolsNeleNoNoNeNeNelcNo NN Yo lcNoNoNoNeNeNe o NoNo e e NeNoNoNoNe el Ro oo e N e Ro o Ne e e}
OO0 O0OONOOOO0OOO0OO0OO0000000000000000000000000000000O0O0O0O0O0O0O0OO0OOO0O0O O
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M show cefinterface policy-statistics

60 0 0
61 0 0
62 0 0
63 0 0
64 0 0

The following is sample output from the show cef interface policy-statistics command showing policy
statistics for serial interface 1/1/2 with the policy accounting based on output traffic:

Rout er# show cef interface serial 1/1/2 policy-statistics output

Serial1/1/2 is up (if_nunber 9)
Correspondi ng hwi db fast_if_nunber 9
Corresponding hwi db firstsw > f_nunber 9
BGP based Policy accounting on output is enabled
I ndex Packet s Byt es
9999 999900

O~NOO S~ WNPR

34 123 12340

45 100 10000

N

4]
[eNeNeoNeoNeoNeoNeoNeoNeoNeoNe NNl oo lNeoNeNeoNeNeo oo Ne oo Neo oo Ne oo NoNolNeoNeo oo No oo No oo No o)
[eNeNeooNeoNeoNeoNoNoNoNoNoNoNoNoNoNolNoNeoNoNeoNeoNolNeoNoNolNoNoNoNolNeo oo NoNolNoNoNolNoNololNoNoNolNoNo o)
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49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64

512

OO0 00000000 WODOOOoOOo

show cef interface policy-statistics

119878

OO0 0000000 ONOOOOO

Table 16 describes the significant fields shown in these displays.

Table 16 show cef interface policy-statistics Field Descriptions

Field Description

Index Traffic index set with the route-map command.

Packets Number of packets switched that match the index definition.

Bytes Number of bytes switched that match the index definition.
Related Commands  Command Description

bgp-policy Enables BGP policy accounting or policy propagation on an interface.

match as-path

Matches a BGP autonomous system path access list.

match community

Matches a BGP community.

match extcommunity

Matches BGP extended community list attributes.

match
local-preference

Configures a route map to match routes based on the BGP |ocal-preference
attribute.

match policy-list

Configures a route map to evaluate and process a BGP policy list in aroute
map.

route-map (1P)

Defines the conditions for redistributing routes from one routing protocol to
another or enables policy routing.

set traffic-index

Indicates how to classify packets that pass a match clause of aroute map for
BGP policy accounting.

show cef drop

Displays which packets were dropped by the line cards or displays which
packets were not express forwarded.

show cef linecard

Displays Cisco Express Forwarding-related interface information by line
card.

show ip cef detail

Displays a detailed summary of the FIB.

table-map

Modifies metric and tag values when the I P routing table is updated with
BGP learned routes.
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show cef linecard

To display Cisco Express Forwarding-related information by line card, use the show cef linecard
command in user EXEC or privileged EXEC mode.

show cef linecard [slot-number] [detail] [internal]

Syntax Description slot-number

(Optional) Slot number for the line card about which to display
Cisco Express Forwarding-related information. When you omit this
argument, information about al line cards is displayed.

detail

(Optional) Displays detailed Cisco Express Forwarding information
for the specified line card.

internal

(Optional) Displays internal Cisco Express Forwarding information
for the specified line card.

Command Modes User EXEC (>)

Privileged EXEC (#)

Command History Release

Modification

11.2GS

This command was introduced to support the Cisco 12012 Internet router.

11.1CC

Multiple platform support was added.

12.0(10)S

Output display was changed.

12.1(2)T

This command was integrated into Cisco 10S Release 12.1(2)T.

12.0(22)S

This command was integrated into Cisco 10S Release 12.0(22)S, and the
display output was modified to include support for

Cisco Express Forwarding for IPv6 and distributed

Cisco Express Forwarding for IPv6 line card information.

12.2(13)T

Thedisplay output modificationsmadein Cisco | OS Release 12.0(22)Swere
integrated into Cisco |OS Release 12.2(13)T.

12.2(14)S

This command was integrated into Cisco 10S Release 12.2(14)S.

12.2(25)S

The events keyword was removed.

12.2(28)SB

This command was integrated into Cisco 10S Release 12.2(28)SB.

12.2(33)SRA

This command was integrated into Cisco 10S Release 12.2(33)SRA.

12.2(33)SXH

This command was integrated into Cisco 10S Release 12.2(33)SXH.

12.4(20)T

This command was integrated into Cisco 10S Release 12.4(20)T.

Usage Guidelines This command is available only on distributed switching platforms.

When you omit the slot-number argument, information about all line cardsis displayed. When you omit
the slot-number argument and include the detail keyword, detailed information is displayed for all line
cards. When you omit the slot-number argument and include the internal keyword, detailed internal
information is displayed for all line cards.When you omit all keywords and arguments, the show cef
linecard command displays important information about all line cards in table format.
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show cef linecard

The following is sample output from the show cef linecard command. The command displays
information for al line cards in table format.

Rout er# show cef 1inecard

Sl ot MsgSent XDRSent W ndow LowQ MedQ HighQ Flags
0 6 95 24 0 0 0 up

1 6 95 24 0 0 0 up
VRF Default-table, version 8, 6 routes

Sl ot Version CEF- XDR I/Fs State Fl ags

0 7 4 8 Active up, sync

1 7 4 10 Active up, sync

The following is sample output from the show cef linecard detail command for all line cards:

Rout er# show cef |inecard detail

CEF linecard slot nunmber 0, status up

Sequence nunber 4, Maxi mum sequence nunber expected 28, Seq Epoch 2
Send failed 0, Qut OF Sequence 0, drops O

Li necard CEF reset 0, reloaded 1

95 el ements packed in 6 nessages(3588 bytes) sent

69 el ements cleared

linecard in sync after reloading

0/0/0 xdr elenents in LowQ Medi umQ Hi ghQ

11/ 9/ 69 peak el ements on LowQ Medi umQ Hi ghQ

I nput packets 0, bytes 0

Qut put packets 0, bytes 0, drops O

CEF Table statistics:

Tabl e nane Version Prefix-xdr Status

Defaul t-tabl e 7 4 Active, up, sync
CEF linecard slot nunmber 1, status up

Sequence nunber 4, Maxi num sequence nunber expected 28, Seq Epoch 2
Send failed 0, Qut OF Sequence 0, drops O

Li necard CEF reset 0, reloaded 1

95 el enents packed in 6 nessages(3588 bytes) sent

69 el ements cleared

linecard in sync after reloading

0/0/0 xdr elements in LowQ Medi uny H ghQ

11/ 9/ 69 peak el ements on LowQ Medi umQ Hi ghQ

I nput packets 0, bytes 0

Qut put packets 0, bytes 0, drops O

CEF Tabl e statistics:

Tabl e nane Version Prefix-xdr Status

Defaul t-tabl e 7 4 Active, up, sync

The following is sample output from the show cef linecard internal command for all line cards:

Rout er# show cef linecard internal

CEF linecard slot number 0, status up
Sequence nunber 11, Maxi num sequence nunber expected 35
Send failed 0, Qut O Sequence 0
Li necard CEF reset 2, reloaded 2
Total el enents queued:

prefix 4
adj acency 4
interface 91
addr ess 2
policy routing 2
hw i nterface 57
state 6
resequence 2
control 13
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W show ceflinecard

table 2
tine 4484
flow features deactivate 2
fl ow cache config 2
flow export config 2
dss 2
isl 2
nmpls atmvc renove 2
mpl s atmvc set |abel 2
2
2
3
1

4574 el enents packed in 4495 nessages(90286 bytes) sent
115 el enments cl eared
Total elenents cleared:

prefix

adj acency

interface

addr ess

policy routing

hw i nterface

state

control

table

flow features deactivate

flow cache config

flow export config

dss

isl

mpls atmvc renove

mpl s atmvc set |abel

w

PRRPRPRPRRPRPRPRRPRREPRLPRUNNRROORN

linecard disabled - failed a reload
0/0/0 xdr elements in LowQ Medi umQ H ghQ
I nput packets 0, bytes 0

Qut put packets 0, bytes 0, drops O

CEF Table statistics:

Tabl e nane Version Prefix-xdr Status
Defaul t-tabl e 8 4 Active, sync

Table 17 describes the significant fields shown in the displays.

Table 17 show cef linecard Field Descriptions

Field Description

Table name Name of the Cisco Express Forwarding table.

Version Number of the Forwarding Information Base (FIB) table version.

Prefix-xdr Number of prefix |PC information elements external data
representation (XDRs) processed.

Status State of the Cisco Express Forwarding table.

Slot Slot number of the line card.

M sgSent Number of interprocess communications (IPC) messages sent.

XDRSent XDRs packed into | PC messages sent from the Route Processor (RP)

to the line card.
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show cef linecard Tl

Table 17 show cef linecard Field Descriptions (continued)
Field Description
Window Size of the IPC window between the line card and the RP.

LowQ/MedQ/HighQ

Number of XDR elements in the Low, Medium, and High priority
queues.

Flags

Indicates the status of the line card. States are:
e up—Linecardisup.
e sync—Line card isin synchronization with the main FIB.
¢ FIB isrepopulated on the line card.
e reset—Linecard FIB is reset.
¢ reloading—Line card FIB is being reloaded.
e disabled—Line card is disabled.

CEF-XDR

Number of Cisco Express Forwarding XDR messages processed.

I/Fs

Interface numbers.

Related Commands

Command

Description

show cef

Displays which packets the line cards dropped or displays which packets
were not express-forwarded.

show cef interface

Displays Cisco Express Forwarding-related interface information.

show ipv6 cef

Displays entries in the |Pv6 FIB.
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show cef memory

To display information about Cisco Express Forwarding memory usage, use the show cef memory
command in privileged EXEC mode.

show cef memory [changes | chunk-utilisation [changes | summary [changes]] | shapshot |

summary]
Syntax Description changes Displays Cisco Express Forwarding memory usage changes since the last
shapshot.
chunk-utilisation Displays Cisco Express Forwarding chunk memory utilization.
summary Displays a summary of Cisco Express Forwarding memory usage.
snapshot Displays Cisco Express Forwarding memory information and takes a
snapshot.
Command Modes Privileged EXEC (#)
Command History Release Modification
12.2(25)S This command was introduced.
12.2(28)SB This command was integrated into Cisco |0S Release 12.2(28)SB.
12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.
12.2(33)SXH This command was integrated into Cisco 10S Release 12.2(33)SXH.
12.4(20)T This command was integrated into Cisco 10S Release 12.4(20)T.
Usage Guidelines Use this command to monitor the memory usage of Cisco Express Forwarding processes. You can

display a summary of Cisco Express Forwarding memory usage, display a snapshot of memory use, and
display changes to memory use since the last snapshot was taken.

Examples The following is sample output from the show cef memory command:

Rout er# show cef menory

Menory in usel/allocated Count
ADJ: NULL adjacency : 276/ 328 ( 849 [1]
ADJ: adj sev context : 208/ 312 ( 6699 [2]
ADJ: adj acency : 856/ 960 ( 89% [2]
ADJ: request resolve : 2200/ 2304 ( 959 [2]
ADJ: sevs : 256/ 360 (7199 [2]
CEF: FIB subtree context : 28/ 80 ( 3599 [1]
CEF: FI BHW DB : 19440/ 20480 ( 94% [20]
CEF: FI BI DB : 6352/ 7392 ( 85% [20]
CEF: FI BSWSB cont r ol : 496/ 600 ( 82% [2]
CEF: |1 Pv4 ARP throttle : 1028/ 1080 (959 [1]
CEF: | Pv4 not-sw cnt : 76/ 128 ( 599 [1]
CEF: | Pv4 not-sw si : 76/ 128 ( 599 [1]
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Table 18 describes the significant fields shown in the display.

OCE get hash call bac :
Table rate Mnitor S :

arp throttle chunk
dQ el ens

fib

fib GSB

fib deps

fib_fib_s

fib_fib_src_interfac :

fib_fib_src_special _

fib_rib_route_update :

fibhwi db table
fibidb table
hash table

i pvé feature error c :
ipve feature error s :
i pvé not cef switche :
i pv6 not cef switche :

| oadi nf os

mpls long path exts
npl s path exts

nh entry context
non_i p entry context
pat hl

pathl ifs

pathl its

pat hl out put chai n

28/ 80
88/ 192
22096/ 22200
208/ 312
1640/ 1744
2496/ 2808
208/ 312
456/ 560
208/ 312
208/ 312
4840/ 4944
40004/ 40056
40004/ 40056
262152/ 262256
1260/ 1312
1260/ 1312
484/ 536
484/ 536
504/ 608
280/ 384
200/ 304
280/ 384
280/ 384
2424/ 2736
280/ 384
352/ 456
432/ 536

i e e e e e e e e e R R R N e L e e e e e R N

35%
45%
99%)
66%)
949%
88%)
66%)
81%
66%)
66%)
97%
99%)
99%
99%
96%
96%)
90%)
90%
82%
72%
65%
72%
72%
88%
72%
77%
80%

— — — — — — — — — — — — — — — — — — — — — ———— — —

NRNPNOONNNNNNNPEEREENPEERNNNNNONNNEN A

show cef memory W

Table 18  show cef memory Field Descriptions

Field Description

Memory The type of Cisco Express Forwarding process that is using memory.

in use/allocated Number of bytesin use by Cisco Express Forwarding and the number of
bytes allocated for use by Cisco Express Forwarding.

Count Number of blocksin use.

ADJ Indicates a Cisco Express Forwarding adjacency process.

CEF Indicates a Cisco Express Forwarding process.

The following is sample output from the show cef memory summary command:

Rout er# show cef menmory summary

CEF has al | ocated 502888 bytes of nmenmory (7904 bytes overhead)

This example shows that Cisco Express Forwarding allocated 502888 bytes of memory. The difference
between the amount of memory in use and the amount of memory allocated is 7904 bytes.

The following is sample output from the show cef memory snapshot command:

Rout er# show cef menory snapshot

CEF menory snapshot taken at 00:26:01.116

This example shows when you last took a snapshot of Cisco Express Forwarding memory.
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I show cef memory

The following is sample output from the show cef memory changes command:

Rout er# show cef menory changes

No changes in CEF menory allocation in [ast 00:36:05.064

This examples shows the Cisco Express Forwarding memory changes, if any, that have occurred since
the last memory snapshot was taken.

Related Commands =~ Command Description
show cef Displays information about packets forwarded by Cisco Express Forwarding.
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show cef not-cef-switched

N

Note

Syntax Description

Command Modes

The show cef not-cef-switched command isnot availablein Cisco |OS Releases 12.2(25)S, 12.2(28)SB,
12.2(33)SRA, 12.2(33)SXH, 12.4(20)T and later releases.

To display which packets were sent to a different switching path, use the show cef not-cef-switched
command in user EXEC or privileged EXEC mode.

show cef not-cef-switched

This command has no arguments or keywords.

User EXEC (>)
Privileged EXEC (#)

Command History

Usage Guidelines

Release Modification

11.2 GS This command was introduced to support the Cisco 12012 Internet router.
11.1CC Support for multiple platforms was added.

12.0(22)S The display output for this command was modified to include support for

Cisco Express Forwarding for IPv6 and distributed Cisco Express
Forwarding for 1Pv6 packets.

12.0(23)S This command was integrated into Cisco 10S Release 12.0(23)S.
12.2(13)T Thiscommand wasintegrated into Cisco | OS Release 12.2(13)T. Previously
there was a show cef command, and drop was a keyword of that command.
12.2(14)S This command was integrated into Cisco 10S Release 12.2(14)S.
12.2(25)S This command was removed. It is not available in Cisco 10S
Release 12.2(25)S and later Cisco 10S 12.2S releases.
12.2(28)SB This command was removed. It is not available in Cisco 10S
Release 12.2(28)SB and later Cisco |0S 12.2SB releases.
12.2(33)SRA This command was removed. It is not available in Cisco 10S
Release 12.2(33)SRAand later Cisco |OS 12.2SR releases.
12.2(33)SXH This command was removed. It is not available in Cisco 10S
Release 12.2(33)SXH and later Cisco 10S 12.2S releases.
12.4(20)T This command was removed. It is not available in Cisco 10S

Release 12.4(20)T and later Cisco |OS 12.4T releases.

If packets are not being cef switched and you want to determine why, enter the show cef not-cef
switched command.
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I show cef not-cef-switched

S

Note If Cisco Express Forwarding for IPv6 or distributed Cisco Express Forwarding for IPv6 is enabled
globally on the router, the show cef not-cef-switched command displays IPv6 Cisco Express
Forwarding counter information and | Pv4 Cisco Express Forwarding counter information. If Cisco
Express Forwarding for IPv6 or distributed Cisco Express Forwarding for IPv6 is not enabled globally
on the router, the command displays only IPv4 Cisco Express Forwarding counter information.

Examples The following is sample output from the show cef not-cef-switched command:

Rout er# show cef not-cef-sw tched

CEF Packets passed on to next switching | ayer
Sl ot No_adj No_encap Unsupp’ted Redirect Receive Options Access Frag

RP 0 0 0 0 91584 0 0 0
1 0 0 0 0 0 0 0 0
2 0 0 0 0 0 0 0 0

| Pv6 CEF Packets passed on to next switching |ayer

Sl ot No_adj No_encap Unsupp’ted Redirect Receive Options Access Mru
RP 0 0 0 0 92784 0 0 0
1 0 0 0 0 0 0 0 0
2 0 0 0 0 0 0 0 0

Table 19 describes the significant fields shown in the display.

Table 19 show cef not-cef-switched Field Descriptions

Field Meaning

Slot The slot number on which the packets were received.
No_adj Indicates the number of packets sent to the processor due to

incomplete adjacency.

No_encap Indicates the number of packets sent to the processor for Address
Resolution Protocol (ARP) resolution.

Unsupp’ted Indicates the number of packets punted to the next switching level
due to unsupported features.

Redirect Records packets that are ultimately destined to the router, and
packets destined to a tunnel endpoint on the router. If the
decapsulated tunnel isIP, it is Cisco Express Forwarding switched;
otherwise, packets are process switched.

Receive Indicates the number of packets ultimately destined to the router, or
packets destined to a tunnel endpoint on the router. If the
decapsulated tunnel packet is I P, the packet is Cisco Express
Forwarding switched. Otherwise, packets are process switched.

Options Indicatesthe number of packetswith options. Packetswith | P options
are handled only at the process level.

Access Indicates the number of packets punted due to an access list failure.
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Table 19 show cef not-cef-switched Field Descriptions (continued)
Field Meaning
Frag Indicates the number of packets punted due to fragmentation failure.

Note Thisfield is not supported for IPv6 packets.

MTU Indicates the number of packets punted due to maximum
transmission unit (MTU) failure.
Note Thisfield is not supported for |Pv4 packets.
Relatgdommands Command Description
show cef drop Displays alist of which packets each line card dropped.
show cef interface Displays Cisco Express Forwarding-related interface information.
show ipv6 cef Displays entries in the |Pv6 FIB.
Cisco 10S IP Switching Command Reference
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show cef state

To display the state of Cisco Express Forwarding on a networking device, use the show cef state
command in privileged EXEC mode.

show cef state

Syntax Description ~ This command has no arguments or keywords.

Command Modes Privileged EXEC (#)

Command History Release Modification
12.0(22)S This command was introduced on Cisco 7500, 10000, and 12000 series
Internet routers.
12.2(18)S This command was integrated into Cisco 10S Release 12.2(18)S on
Cisco 7500 series routers.
12.2(20)S Support for the Cisco 7304 router was added. The Cisco 7500 series router
is not supported in Cisco 10S Release 12.2(20)S.
12.2(28)SB This command was integrated into Cisco |0S Release 12.2(28)SB.
12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.
12.2(33)SXH This command was integrated into Cisco 10S Release 12.2(33)SXH.
12.4(20)T This command was integrated into Cisco 10S Release 12.4(20)T.
Examples Example for Cisco 10S Releases 12.2(25)S, 12.2(28)SB, 12,2(33)SRA, 12,2(33)SXH, 12.4(20T, and Later Releases

The following exampl e shows the state of Cisco Express Forwarding on the active Route Processor (RP):

Rout er# show cef state

CEF Status:

RP i nstance

common CEF enabl ed
| Pv4 CEF St at us:

CEF enabl ed/ runni ng

dCEF di sabl ed/ not running

CEF swi tchi ng enabl ed/ runni ng

uni versal per-destination |oad sharing algorithm id A189DD49
| Pv6 CEF Status:

CEF enabl ed/ runni ng

dCEF di sabl ed/ not running

original per-destination |oad sharing algorithm id A189DD49

Table 20 describes the significant fields shown in the display.
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Table 20 show cef state Field Description (New)

Field Description

RP instance Cisco Express Forwarding status is for the RP.
common CEF enabled Common Cisco Express Forwarding is enabled.

IPv4 CEF Status Cisco Express Forwarding mode and status is for |Pv4.
universal per-destination load sharing |IPv4 is using the universal per-destination load sharing
algorithm algorithm for Cisco Express Forwarding traffic.

IPv6 CEF Status Cisco Express Forwarding mode and statusis for IPV6.
original per-destination load sharing IPv6 is using the original per-destination load sharing
algorithm algorithm for Cisco Express Forwarding traffic.

Example for Cisco 10S Releases Before Cisco 10S 12.2(25)S
The following exampl e shows the state of Cisco Express Forwarding on the active Route Processor (RP):

Rout er# show cef state

RRP st ate:
I am st andby RRP: no
RF Peer Presence: yes
RF Peer Conm r eached: yes
Redundancy node: SSA( 7)
CEF NSF: enabl ed/ runni ng

Table 21 describes the significant fields shown in the display.

Table 21 show cef state Field Descriptions

Field Description

| am standby RRP: no This RP is not the standby.

RF Peer Presence: yes This RP does have RF peer presence.

RF PeerComm reached: yes |This RP has reached RF peer communication.

Redundancy mode: SSO(&) |Type of redundancy mode on this RP.

CEF NSF: enabled/running | States whether Cisco Express Forwarding nonstop forwarding (NSF) is
running or not.

The following example shows the state of Cisco Express Forwarding on the standby RP:

Rout er# show cef state

RRP state:
| am st andby RRP: yes
My | ogical slot: 0
RF Peer Presence: yes
RF Peer Conm r eached: yes
CEF NSF: runni ng
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Related Commands = Command Description
clear ip cef epoch Begins a new epoch and increments the epoch number for a Cisco Express
Forwarding table.
show cef nsf Displays the current NSF state of Cisco Express Forwarding on both the

active and standby RPs.
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show cef subtree context client

To display Cisco Express Forwarding prefix subtrees, use the show cef subtree context client command
in privileged EXEC mode.

show cef subtree context client {all | ip-session | test}

Syntax Description all Displays all Cisco Express Forwarding clients that provide prefix subtree
context.
ip-session Displays Cisco Express Forwarding |P sessions that provide prefix subtree
context.
test Tests all Cisco Express Forwarding applications that provide prefix subtree
context.

Command Modes Privileged EXEC (#)

Command History Release Modification
12.2(25)S This command was introduced.
12.2(28)SB This command was integrated into Cisco 10S Release 12.2(28)SB.
12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.
12.2(33)SXH This command was integrated into Cisco 10S Release 12.2(33)SXH.
12.4(20)T This command was integrated into Cisco 10S Release 12.4(20)T.

Usage Guidelines

N
Note  Thiscommand isfor debugging purposesonly. Do not useit unlessinstructed to do so by a Cisco service
engineer.
Examples The following example shows how to display information about all clients that provide subtree context:

Rout er# show cef subtree context client all

Client: FIB_SC Test
i nstances: 0
app space: 0
pl at form space: O

Table 22 describes the significant fields shown in the display.
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Table 22 show cef subtree context client all Field Descriptions

Field Description

FIB_SC: Test Identifies the name of the client. Thisis useful information for the
Cisco service engineer.

instances: 0 Number of instances of the subtree context.

app space: 0 Amount of extraspace requested by the application for each instance
of the subtree context.

platform space: 0 Amount of extra space requested by the platform for each instance of
the subtree context.

Related Commands  Command Description
show cef Displays information about packets forwarded by Cisco Express Forwarding.
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show cef table

To display the configuration and operational state of the Cisco Express Forwarding Forwarding
Information Base (FIB) table, use the show cef table command in privileged EXEC mode.

Cisco 10S 12.2(33)SRB and Later S-Based Releases

show cef table [consistency-check | detail | internal | [ipv4 | ipv6] [vrf {* | Default | vrf-name} ]
[topology {* | base | topology-name} ] [detail | internal]]

Cisco 10S 12.4(20)T and Later T-Based Releases

show cef table [consistency-check | detail | internal | [ipv4 | ipv6] {Default | vrf-name} [detail |

internal]]
Syntax Description consistency-check (Optional) Displays the status of consistency checkersin the FIB.
detail (Optional) Displays detailed Cisco Express Forwarding operational status
and configuration.
internal (Optional) Displays internal Cisco Express Forwarding operational status
and configuration.
ipv4 (Optional) Displays operational status for |Pv4 from the IPv4 FIB.
ipv6 (Optional) Displays operational status for |Pv6 from the IPv6 FIB.
vrf (Optional) Specifies a Virtual Private Network (VPN) routing and
forwarding (VRF) instance for the specified address family.
* Displays operational statusfor all configured VRFs (vrf *) or all topologies
(topology *), respectively.
Default Displays operational status for the default VRF for the specified address
family.
vrf-name Displays operational status for the named VRF configured for the specified
address family.
topology (Optional) Specifies atopology for the selected address family.
base Displays operational status for the base topology for the specified address
family.
topol ogy-name Displays operational status for the identified topology-specific table.
Command Modes Privileged EXEC (#)
Command History Release Modification
12.2(25)S This command was introduced.
12.2(28)SB This command was integrated into Cisco |10S Release 2.2(28)SB.
12.2(33)SRA This command was introduced.
12.2(33)SXH This command was integrated into Cisco 10S Release 12.2(33)SXH.
12.4(20)T This command was integrated into Cisco 10S Release 12.4(20)T.
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Usage Guidelines Use this command to display information about the configuration and operational statistics for
Cisco Express Forwarding IPv4 FIB and |Pv6 FIB.

Cisco 10S 12.4(20)T and Later T-based Releases

When you enter an ipv4 or ipv6 keyword with the show cef table command, you must enter the name
of a configured VRF or the Default keyword.

Cisco 10S 12.2(33)SRB and Later S-hased Releases

The vrf and topology keywords are optional when you enter the ipv4 or ipv6 keyword with the show
cef table command.

Examples The following is sample output from the show cef table command:

Rout er# show cef table

G obal information:
Qut put chain build favors:

platform not configured
CLI: not configured
operati onal : conver gence- speed

Qut put chain build characteristics:
I npl ace nodify

operational for: | oad- sharing
Col | apse

operational for: | oad- sharing
I ndirection

operational for: recursive-prefix

MIRI E i nformation:
TAL: node pool s:
pool [C/8 bits]: 12 allocated (0 failed), 12480 bytes {1 refcount}

1 active IPv4 table (9 prefixes total) out of a maxi mum of 10000.
VRF Prefi xes Menory  Fl ags
Def aul t 9 13520

1 active IPv6 table (1 prefix total) out of a maxi num of 10000.

VRF Prefi xes Menory  Fl ags
VRF Prefi xes Menory  Fl ags
Def aul t 1 208

Table 23 describes significant fields shown in the display.

Table 23  show cef table Field Descriptions

Field Description
Output chain build favors: Indicates table output chain building operational preferences.
Platform: not configured Output chain building characteristics are not explicitly set or

supported by the platform. The default output chain building
characteristics are used.

CL1I: not configured Output chain building characteristics are not explicitly
configured. The default is used.
operational: convergence speed Output chain building favors convergence. Thisisthe default

operational behavior.
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Table 23  show cef table Field Descriptions (continued)

Field

Description

Output chain build characteristics

Indicates the output chain building characteristics.

Inplace modify operational for:
|oad-sharing

Indicates that the load sharing information in effect can be
changed if the output information of the Interior Gateway
Protocol (IGP) changes.

Collapse operational for: load-sharing

Indicates that the load-sharing treeis collapsed if load
balancing is not affected.

Indirection operational for:
recursive-prefix

Indicates that the use of indirection objects is enabled for
recursive prefixes.

MTRIE information:

Indicates that information about the multi-array retrieval
(MTRIE) follows.

TAL: node poals:

Indicates that node pool information for the Tree Abstraction
Layer (TAL) follows.

pool (C/8 hits):

I ndicates the memory management technique for the pool and
the stride size (8 bits). The C indicates the use of a chunk
pool. An M would indicate the use of amalloc.

The following is sample output from the show cef table internal command:

Rout er# show cef table interna

Table: | Pv4:Default (id 0)

sour ces: Default table

ref count: 31

flags (0x00): none

snp al | owed: yes

default network: none

route count: 9

route count (fwd): 9

route count (non-fwd): O

Dat abase epoch: 0 (9 entries at this epoch)
Subbl ocks:

These rates are ndbs/nminute

RI B update rate: 0
RI B update peak rate: 0
I nternal s:
tabl e: 0x4BFA060
extra: 0x000000
broker record: 0x000000
tal root: 0x40C01988
| ookup OCE: 0x4C12B50
Table: I Pv6:Default (id 0)
sour ces: Default table
ref count: 3
flags (0x00): none
smp al | owed: no
def aul t network: none
route count: 1
route count (fwd): 1
route count (non-fwd): O
Dat abase epoch: 0 (1 entry at this epoch)
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Subbl ocks:

These rates are ndbs/ m nute.

RI B update rate: 0
RI B update peak rate: 0
I nternals:
tabl e: 0x4BF9FFO
extra: 0x000000
br oker record: 0x000000
tal root: 0x4C96328
| ookup COCE: 0x4C12B30

Table 24 describes significant fields shown in the display.

Table 24

show cef table internal Field Descriptions

Field

Description

Table: 1Pv4: Default (id 0)

The FIB table, IPv4 or 1Pv6, for which operation statistics
follow.

sources: Default table

The source of the information comes from the Default table.

ref count: 3

The number of internal pointers to the VRF table structure.

flags (0x00): none

No flags are configured.

smp alowed: yes

Symmetrical Multi-Processing (SMP) is allowed.

default network: none

A default network is not configured.

route count: 9

Total number of routesis 9.

route count (fwd): 9

The number of routes forwarded is 9.

route count (non-fwd): 0

The number of routes not forwarded is O.

Database epoch: 0 (9 entries at this
epoch)

Epoch number (table version) is 0 and contains 9 entries.

Subblocks:

No subblocks are defined.

RIB update rate: 0

No update rate is configured for the RIB.

RIB update peak rate O

No peak update rate is defined for the RIB.

Internal:

Identification for Cisco Express Forwarding internal
operations.

The following is sample output from the show cef table consistency-check command:

Rout er# show cef table consistency-check

Consi stency checker master control

| Pv4

Tabl e consi stency checker state

scan-rib-ios: disabled

enabl ed

0/0/0/0 queries sent/ignored/ checked/iterated

scan-i os-rib: disabled

0/0/0/0 queries sent/ignored/checked/iterated
full-scan-rib-ios: enabled [1000 prefixes checked every 60s]
0/0/0/0 queries sent/ignored/ checked/iterated
full-scan-ios-rib: enabled [1000 prefixes checked every 60s]
0/0/0/0 queries sent/ignored/checked/iterated

Checksum dat a checki ng di sabl ed
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I nconsi stency error nmessages are di sabl ed

I nconsi stency auto-repair is enabled (10s del ay, 300s hol ddown)
I nconsi stency auto-repair runs: 0

I nconsi stency statistics: 0 confirmed, 0/16 recorded

| Pv6:
Tabl e consi stency checker state
scan-ios-rib: disabled
0/0/0/0 queries sent/ignored/checked/iterated
full-scan-rib-ios: enabled [1000 prefixes checked every 60s]
0/0/0/0 queries sent/ignored/ checked/iterated
full-scan-ios-rib: enabled [1000 prefixes checked every 60s]
0/0/0/0 queries sent/ignored/checked/iterated

show cef table

Checksum dat a checki ng di sabl ed

I nconsi stency error nessages are disabl ed
I nconsi stency auto-repair is enabled (10s del ay, 300s hol ddown)

I nconsi stency auto-repair runs: 0O

I nconsi stency statistics: O confirnmed, O/16 recorded

Table 25 describes significant fields shown in the display.

Table 25 show cef table consistency-check Field Descriptions

Field

Description

scan-rib-ios: disabled

The consistency checker that compares the Routing
Information Base (RIB) to the FIB table and provides the
number of entries missing from the FIB table is disabled.

scan-ios-rib: disabled

The consistency checker that compares the FIB table to the
RIB and provides the number of entries missing from the RIB
is disabled.

full-scan-rib-ios: enabled

A full scanisenabled that comparesthe RIB to the FIB table.
Every 60 seconds, 1000 prefixes are checked.

full-scan-ios-rib: enabled

A full scanisenabled that comparesthe FIB tableto the RIB.
Every 60 seconds, 1000 prefixes are checked.

Checksum data checking disabled

The data-checking function is disabled.

Inconsistency error messages are
disabled

The consistency checker to generate inconsistency error
messages is disabled.

Inconsistency auto-repair is enabled
(10s delay, 300s holddown)

The auto repair function is enabled with the default settings
of a 10-second delay and a 300-second holddown.

The following is sample output from the show cef table | Pv4 Default command:

Rout er# show cef table ipv4 Default

Table: | Pv4:Default (id 0)

sources: Default table
ref count: 31

flags (0x00): none

snp al | owed: yes

default network: none

route count: 9

route count (fwd): 9

route count (non-fwd): O
Dat abase epoch:
Subbl ocks:

0 (9 entries at this epoch)
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These rates are ndbs/ m nute.
RI B update rate: 0
RI B update peak rate: 0

For a description of significant fields shown in the display, see Table 24.
The following is sample output from the show cef table | Pv6 Default internal command:

Rout er# show cef table ipv6 Default internal

Tabl e: | Pv6: Default (id 0)

sources: Default table

ref count: 3

flags (0x00): none

smp al | owed: no

default network: none

route count: 1

route count (fwd): 1

route count (non-fwd): O

Dat abase epoch: 0 (1 entry at this epoch)
Subbl ocks:

These rates are ndbs/ m nute.

RI B update rate: 0
RI B update peak rate: 0
I nternals:
tabl e: 0x4BF9FFO
extra: 0x000000
br oker record: 0x000000
tal root: 0x4C96328
| ookup OCE: 0x4C12B30

For a description of significant fields shown in the display, see Table 24.

Related Commands = Command Description

cef table consistency-check  Enables Cisco Express Forwarding table consistency checker types
and parameters.

cef table output-chain build Configures Cisco Express Forwarding table output chain building
characteristics for the forwarding of packet through the network.

show cef Displays information about packets forwarded by Cisco Express
Forwarding.
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show cef table download priority

Syntax Description

Command Modes

To display the configured download priority of Cisco Express Forwarding routes, use the show cef table
download priority command in privileged EXEC mode.

show cef table download priority

This command has no arguments or keywords.

Privileged EXEC (#)

Command History

Usage Guidelines

Examples

Release Modification
12.2(33)SRE This command was introduced.

Use this command to display the configured priority for Cisco Express Forwarding routes that are
downloaded from the Route Processor (RP) to the line cards.

You can change the default priority for aroute type with the cef table download configuration
command. If you change the default priority for aroute type, the show cef table download priority
command displays the user-configured priority followed by the default priority in parentheses.

The following sample output shows the configured download priority of the routes and prefixes from the
Cisco Express Forwarding table on the RP to the line cards:

Rout er# show cef table download priority

Route type priority
Route with recursive dependents 1st
Default route, 0.0.0.0/0 or ::/0 1st
Directly connected route 2nd
Recei ve route, local address on router 2nd
Route is in a VRF 3rd
Any ot her route not nmtched 4t h

This example shows that the default download priorities are in effect.

Table 26 describes the significant fields shown in the display.

Table 26  show cef table download priority Field Descriptions

Field Description

Route type Type of route in the Cisco Express Forwarding table downloaded from the
RP to the line cards.

priority Order in which the route type is downloaded from the RP to the line cards.
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In the following example, the default priority of adefault route and a receive route was changed with the
cef table download command:

Rout er# configure term nal

Enter configurati on conmands, one per line. End with CNTL/Z.
Rout er (config)# cef table downl oad default-route priority 2
Rout er (config)# cef table downl oad receive-route priority 4
Router(config)# exit

The following show cef table download priority command displays the newly configured download
priority and the default priority (in parentheses) for the default route and the receive route:

Rout er# show cef table download priority

Rout e type priority

Route with recursive dependents 1st

Default route, 0.0.0.0/0 or ::/0 2nd (default 1st)
Directly connected route 2nd

Recei ve route, local address on router 4th (default 2nd)
Route is in a VRF 3rd

Any ot her route not matched 4t h

See Table 26 for a description of the significant fields shown in the display.

Related Commands

Command Description

cef table download Sets download characteristics for prefixes and routes in the Cisco Express
Forwarding table.
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Syntax Description

Command Modes

show cef timers

To display the current state of the timersinternal to the Cisco Express Forwarding process, use the show

cef timers command in user EXEC or privileged EXEC mode.

show cef timers

This command has no arguments or keywords.

User EXEC (>)
Privileged EXEC (#)

Command History

Examples

Release Modification

12.32)T This command was introduced.

12.2(25)S Command output was changed.

12.4(20)T This command was integrated into Cisco 10S Release 12.4(20)T.

Example for Cisco 10S Releases 12.2(25)S, 12.2(28)SB, 12,2(33)SRA, 12,2(33)SXH, 12.4(20)T, and Later Releases

The following is sample output from the show cef timer command:

Rout er# show cef tiners

CEF background process
Expiration Type
13. 248 (parent)

13.248 FIB checkers: |Pv4 scan-rib-ios scanner

13.248 FIB checkers: |Pv4 scan-ios-rib scanner

13.248 FIB checkers: |1Pv6 scan-ios-rib scanner

Pl atform counter polling is not enabled
| Pv4 CEF background process
Expiration Type
0.600 (parent)
0.600 ARP throttle
0. 600 adjacency update hw db

Table 27 describes the significant fields shown in the display.

Table 27 show cef timers Field Descriptions

Field Description

Experation Seconds in which the timers will expire

Type I dentification of the counter

Example for Cisco 10S Releases Before Cisco 10S Release 12.2(25)S
The following is sample output from the show cef timers command:

Rout er# show cef tiners
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CEF background process
Expi ration Type
0. 208 (parent)
0. 208 adj acency update hw db
0.540 sl ow resol ution
1.208 ARP throttle

CEF FI B scanner process
Expiration Type
44,852 (parent)
44.852 checker scan-rib

Table 28 describes the significant fields shown in the display.

Table 28 show cef timers Field Descriptions
Field Description
Expiration Seconds in which the timers will expire
Type Identification of the timer
Related Commands =~ Command Description
show cef interface Displays Cisco Express Forwarding-related interface information.
show ipv6 cef Displays entries in the |Pv6 FIB.
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show cef vrf

To display information about Cisco Express Forwarding Virtual Private Networks (VPN) routing and
forwarding (VRF) instances, use the show cef vrf command in privileged EXEC mode.

show cef vrf [ipv4 | ipv6] [Default | vrf-name]

Syntax Description ipv4 (Optional) Displays IPv4 address-family type VRF instances.
ipv6 (Optional) Displays IPv6 address-family type VRF instances.
Default (Optional) Default VRF for the specified address family.
vrf-name (Optional) Name assigned to a VRF.
Command Default If you do not specify any arguments or keywords, the command displays information about all VRFsin

the Cisco Express Forwarding Forwarding Information Base (FIB).

Command Modes Privileged EXEC (#)

Command History Release Modification
12.2(25)S This command was introduced.
12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.
12.2(33)SXH This command was integrated into Cisco 10S Release 12.2(33)SXH.
Usage Guidelines Use this command to display information about specified VRF instances or all VRF instances in the

Cisco Express Forwarding FIB. To display information about all VRF instances in the FIB, omit
arguments and keywords.

Examples The following is sample output from the show cef vrf command:

Rout er# show cef vrf

AF: | Pv4, VRF: Default(0)
Contains 1 table:
| Pv4: Def aul t
AF: | Pv6, VRF: Default(0)
Contains 1 table:
| Pv6: Def aul t

Table 29 describes significant fields shown in the display.
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Table 29 show cef vrf Field Descriptions

Field Description

AF: IPv4 The address-family type is |Pv4.
VRF: Default (0) Identifies the default VRF.

AF: IPv6 The address-family type is IPv6.

The following is sample output from the show cef vrf ipv4 command:

Rout er# show cef vrf ipv4

AF: | Pv4, VRF: Default(0)
Contains 1 table:
| Pv4: Def aul t
The following is sample output from the show cef vrf ipvé command:

Rout er# show cef vrf ipv6
AF: | Pv6, VRF: Default(0)

Contains 1 table:
| Pv6: Def aul t

For a description of significant fields in the displays, see Table 29.

Related Commands

Command Description
show cef Displays information about packets forwarded by Cisco Express
Forwarding.
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show interface stats

To display numbers of packets that were process switched, fast switched, and distributed switched, use
the show interface stats command in user EXEC or privileged EXEC mode.

show inter face type number stats

Syntax Description

Command Modes

type number Interface type and number about which to display statistics.

User EXEC ( >)
Privileged EXEC (#)

Command History

Usage Guidelines

~

Note

Release Modification

11.0 This command was introduced.

12.3(14)YM2 This command was modified to show the counter for Multi-Processor
Forwarding (MPF) switched packets.

12.44T This command was integrated into Cisco 10S Release 12.4(4)T.

12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.

12.2SX This command is supported in the Cisco |OS Release 12.2SX train. Support

in a specific 12.2SX release of this train depends on your feature set,
platform, and platform hardware.

Use this command on the Route Processor (RP).

When fast switching is configured on the outbound interface, and RSP optimum, RSP flow, and VIP DFS
switching modes are all specified on the incoming interface, the interface on which RSP optimum, RSP
flow, and VIP DFS switching modes is not enabled can still show packets switched out via those
switching paths when packets are received from other interfaces with RSP optimum, RSP flow, and VIP
DES switching modes enabled.

Examples The following sample output is from Cisco 10S Release 12.3(14)Y M2 and shows counters for both
Multi-Processor Forwarding (MPF) switched packets on native GigabitEthernet interfaces and for
non-M PF FastEthernet interfaces:

Router# show interface stats
G gabi t Et hernet 0/ 0
Swi t ching path Pkts In Chars In Pkts Qut Chars Qut
Processor 0 0 225 77625
Rout e cache 0 0 0 0
Mul ti - Processor Fwding 950 221250 500 57000
Tot al 950 221250 725 134625
G gabi tEt hernet0/ 1
Swi t ching path Pkts In Chars In Pkts Qut Chars Qut
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Processor 1 60 226 77685

Rout e cache 0 0 0 0

Mul ti - Processor Fwdi ng 500 57000 500 57000
Tot al 501 57060 726 134685

G gabi t Et hernet 0/ 2
Swi t ching path Pkts In Chars In Pkts Qut Chars Qut

Processor 1 60 226 77685

Rout e cache 0 0 0 0

Mul ti-Processor Fwding 0 0 0 0
Tot al 1 60 226 77685

Fast Et hernet 1/ 0
Swi t ching path Pkts In Chars In Pkts Qut Chars Cut

Pr ocessor 34015 5331012 1579 158190
Rout e cache 0 0 0 0
Tot al 34015 5331012 1579 158190

The following is sample output from the show inter face stats command:

Rout er# show i nterface fddi 3/0/0 stats

Fddi 3/0/0
Swi t ching path Pkts In Chars In Pkts Qut Chars Qut
Processor 3459994 1770812197 4141096 1982257456
Route cache 10372326 3693920448 439872 103743545
Di stributed cache 19257912 1286172104 86887377 1184358085
Tot al 33090232 2455937453 91468345 3270359086

Table 30 describes the significant fields in the display.

Table 30 show interface stats Field Descriptions

Field Description

Fddi3/0/0 Interface for which information is shown

Switching path Column heading for the various switching paths below it
PktsIn Number of packets received in each switching mechanism
Charsin Number of characters received in each switching mechanism
Pkts Out Number of packets sent out each switching mechanism
Chars Out Number of characters sent out each switching mechanism
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show interfaces switching

To display the number of packets sent and received on an interface classified by the switching path, use
the show interfaces switching command in user EXEC and privileged EXEC mode.

show inter faces [type number] switching

Syntax Description

type number Interface type and number about which to display packet switching path

information.
Command Modes User EXEC (>)
Privileged EXEC (#)
Command History Release Modification
12.3 This command was introduced.

Usage Guidelines

Use the show inter faces switching command to show which path the router uses and how the traffic is
switched. This command is also useful for troubleshooting CPU utilization.

Statistics for packets in, bytes in, packets out, and bytes out are displayed for the available protocols.
The statistics are arranged by process, cache misses, fast-path, and autonomous path. All values
displayed by the show interfaces switching command are absolute. The clear interface counters
command has no effect on these values.

You must enter at least seven characters of the switching keyword (switchi) when you use the show
inter faces switching command.

Examples The following shows sample output from the show interfaces switching command:
Rout er# show interfaces switching
Fast Et hernet 0/ 0

Throttl e count 0
Drops RP 0 SP 0
SPD Fl ushes Fast 0 SSE 0

SPD Aggress Fast 0
SPD Priority I nput s 0 Drops 0
Protocol IP
Swi t ching path Pkts In Chars In Pkts Qut Chars Qut
Process 24 8208 0 0
Cache m sses 0 - - -
Fast 0 0 0 0
Aut on/ SSE 0 0 0 0
Prot ocol DECnet
Swi t ching path Pkts In Chars In Pkts Qut Chars Qut
Process 0 0 0 0
Cache m sses 0 - - -
Fast 0 0 0 0
Cisco 10S IP Switching Command Reference
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Aut on/ SSE 0 0 0 0

Protocol |Pv6
Swi t ching path Pkts In Chars In Pkts Qut Chars Qut

Process 0 0 0 0
Cache ni sses 0 - - -
Fast 0 0 0 0

Aut on/ SSE 0 0 0 0

Protocol O her
Swi t ching path Pkts In Chars In Pkts Qut Chars Qut

Process 2 120 3 180
Cache nisses 0 - - -
Fast 0 0 0 0

Aut on/ SSE 0 0 0 0

NOTE: all counts are cumul ative and reset only after a rel oad.

Interface POS4/0 is disabled

The following shows sample output from the show inter faces switching command for the interface
FastEthernet 0/0:

Rout er> show interfaces FastEthernet 0/0 swi tching

Fast Et hernet 0/ 0

Throttl e count 0
Dr ops RP 0 SP 0
SPD Fl ushes Fast 218 SSE 0
SPD Aggress Fast 0
SPD Priority I nputs 0 Dr ops 0

Protocol IP
Swi t chi ng path Pkts In Chars In Pkts Qut Chars Qut

Process 239 23422 237 23226
Cache nisses 0 - - -
Fast 0 0 0 0

Aut on/ SSE 0 0 0 0

Protocol ARP
Swi t ching path Pkts In Chars In Pkts Qut Chars Qut

Process 4 240 3 180
Cache ni sses 0 - - -
Fast 0 0 0 0

Aut on/ SSE 0 0 0 0

Protocol CDP
Swi t ching path Pkts In Chars In Pkts Qut Chars Cut

Process 8 2632 15 5477
Cache ni sses 0 - - -
Fast 0 0 0 0

Aut on/ SSE 0 0 0 0

NOTE: all counts are cumul ative and reset only after a rel oad.
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Table 31 describes the significant fields shown in the display.

Table 31

show interfaces switching Field Descriptions

Field

Description

Throttle count

Number of times input packet processing was throttled on this interface.

Drops RP—Number of packets dropped for input congestion.
SP—Number of packets flushed by external throttling.

SPD Flushes Fast—Number of packets flushed by selective packet discard on RP.
SSE—Number of packets flushed by external selective packet discard.

SPD Aggress Fast—Input packets dropped by aggressive selective packet discard.

SPD Priority Inputs—Number of priority packets received.

Drops—Number of priority packets dropped.

Protocol Name of the protocol for which packet switching information is displayed.

Switching Path Indicates the traffic switching path.

PktsIn Number of incoming packets.

Charsin Number of incoming bytes.

Pkts Out Number of outgoing packets.

Chars Out Number of outgoing bytes.

Process Process switching. With this type of switching, an incoming packet is associated
with a destination network or subnet entry in the routing table located in main
memory. Process switching is performed by the system processor.

Cache misses Packets that were forwarded through the process level (for which there was no
entry in fast switching cache).

Fast Fast switching. With this type of switching, an incoming packet matches an entry
in the fast-switching cache located in main memory. Fast switching is done via
asynchronous interrupts, which are handled in real time. Fast switching allows
higher throughput by switching a packet using a cache created by previous
packets.

Auton Autonomous switching. With this type of switching, an incoming packet matches
an entry in the autonomous-switching cache located on the interface processor.
Autonomous switching provides faster packet switching by allowing the ciscoBus
controller to switch packets independently without having to interrupt the system
processor. It is available only on Cisco 7000 series routers and in AGS+ systems
with high-speed network controller cards.

SSE Silicon switching engine switching. With this type of switching, an incoming
packet matches an entry in the silicon-switching cache located in the silicon
switching engine (SSE) of the Silicon Switch Processor (SSP) module. This
moduleisavailable only on Cisco 7000 series routers. Silicon switching provides
very fast, dedicated packet switching by allowing the SSE to switch packets
independently without having to interrupt the system processor.

Related Commands = Command Description

show interface stats

Displays numbers of packets that were process switched, fast switched, and
distributed switched.
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show ip cache

To display the routing table cache used to fast switch | P traffic, use the show ip cache command in user
EXEC or privileged EXEC mode.

show ip cache [prefix mask] [type number]

Syntax Description

prefix mask (Optional) Displays only the entries in the cache that match the prefix and
mask combination.

type number (Optional) Displays only the entries in the cache that match the interface type
and number combination.

Command Modes

User EXEC (>)
Privileged EXEC (#)

Command History

Usage Guidelines

Examples

Release Modification

10.0 This command was introduced.

12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.
12.2SX This command is supported in the Cisco |OS Release 12.2SX train. Support

in a specific 12.2SX release of this train depends on your feature set,
platform, and platform hardware.

The show ip cache display shows MAC headers up to 92 bytes.

The following is sample output from the show ip cache command:

Rout er# show i p cache

I P routing cache version 4490, 141 entries, 20772 bytes, 0 hash overfl ows
M nimuminvalidation interval 2 seconds, maxi numinterval 5 seconds,
qui et interval 3 seconds, threshold O requests
Invalidation rate 0 in last 7 seconds, 0 in |ast 3 seconds
Last full cache invalidation occurred 0:06:31 ago

Prefi x/ Length Age Interface MAC Header

131.108.1.1/32 0: 01: 09 Et her net 0/ 0 AA000400013400000C0357430800

131.108.1.7/32 0: 04: 32 Et her net 0/ 0 00000C01281200000C0357430800

131.108.1.12/32 0: 02: 53 Et her net 0/ 0 00000C029FDO00000C0357430800

131.108.2.13/32 0: 06: 22 Fddi 2/ 0 00000C05A3E0000000035753AAAA0300
00000800

131.108. 2. 160/ 32 0: 06: 12 Fddi 2/ 0 00000C05A3E000000C035753AAAA0300
00000800

131.108. 3.0/ 24 0: 00: 21 Et hernet 1/ 2 00000C026BC600000C03574D0800

131.108. 4.0/ 24 0: 02: 00 Et hernet 1/ 2 00000C026BC600000C03574D0800

131.108.5.0/ 24 0: 00: 00 Et hernet 1/ 2 00000C04520800000C03574D0800

131.108. 10. 15/ 32 0: 05: 17 Et her net 0/ 2 00000C025FF500000C0357450800
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131.108.11.7/32 0: 04: 08 Et hernet 1/ 2 00000C010E3A00000C03574D0800
131.108.11.12/32 0: 05: 10 Et her net 0/ 0 00000C01281200000C0357430800
131.108. 11. 57/ 32 0: 06: 29 Et her net 0/ 0 00000C0128120000000357430800
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Table 32 describes the significant fields shown in the display.

Table 32

show ip cache Field Descriptions

Field

Description

I P routing cache version

Version number of this table. This number isincremented any time
the tableis flushed.

entries

Number of valid entries.

bytes

Number of bytes of processor memory for valid entries.

hash overflows

Number of times autonomous switching cache overflowed.

Minimum invalidation interval

Minimum time delay between cache invalidation request and actual
invalidation.

maximum interval

Maximum time delay between cacheinvalidation request and actual
invalidation.

quiet interval

Length of time between cache flush requests before the cache will
be flushed.

threshold <n> requests

Maximum number of requests that can occur while the cacheis
considered quiet.

Invalidation rate <n> in last
<m> seconds

Number of cache invalidations during the last <m> seconds.

0in last 3 seconds

Number of cache invalidation requests during the last quiet interval .

Last full cache invalidation
occurred <hh:mm:ss> ago

Time since last full cache invalidation was performed.

Prefix/Length

Network reachability information for cache entry.

Age Age of cache entry.
Interface Output interface type and number.
MAC Header Layer 2 encapsulation information for cache entry.

The following is sample output from the show ip cache command with a prefix and mask specified:

Rout er# show i p cache 131.108.5.0 255.255.255.0

I P routing cache version 4490,
M ni mum i nval i dati on interval
3 seconds,

qui et interval

119 entries,
2 seconds,

17464 bytes, 0 hash overfl ows
maxi mum i nterval 5 seconds,

threshold O requests

Invalidation rate 0 in last second, 0 in last 3 seconds

Last full

Prefix/ Length Age
131.108.5.0/ 24 0: 00: 34

cache invalidation occurred 0:11: 56 ago

MAC Header
00000C04520800000003574D0800

Interface
Et hernet 1/ 2
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The following is sample output from the show ip cache command with an interface specified:

Rout er# show i p cache e0/2

I P routing cache version 4490, 141 entries, 20772 bytes, 0 hash overfl ows
M nimuminvalidation interval 2 seconds, maxi muminterval 5 seconds,
quiet interval 3 seconds, threshold O requests
Invalidation rate 0 in last second, 0 in last 3 seconds
Last full cache invalidation occurred 0:06:31 ago

Prefix/ Length Age Interface MAC Header
131. 108. 10. 15/ 32 0:05:17  Ethernet0/2 000000025FF50000000357450800
Related Commands = Command Description
clear ip cache Deletes entries in the routing table cache used to fast switch IP traffic.

[ March 2011

Cisco 108 IP Switching Command Reference



M show ip cef

show ip cef

To display entriesin the Cisco Express Forwarding Forwarding Information Base (FIB) or to display a
summary of the FIB, use the show ip cef command in user EXEC or privileged EXEC mode.

Privileged EXEC Mode

show ip cef [[[network [network-mask] | network/mask] [longer-prefixes] | interface-type number]
[platform] [detail | internal [checksum]] | [network [network-mask] | network/mask]
[dependents | same-routing] | prefix-statistics]

User EXEC Mode

show ip cef [[[network [network-mask] | network/mask] [longer-prefixes] | interface-type number]
[platform] [detail] | [network [network-mask] | network/mask] [dependents | same-routing] |
prefix-statistics]

Syntax Description

network

(Optional) Network number for which to display a FIB entry.

networ k-mask

(Optional) Network mask to be used with the specified network
value.

networ k/mask

(Optional) The network number assigned to the interface and the
length of the prefix.

longer-prefixes

(Optional) Displays FIB entries for more specific destinations.

interface-type (Optional) Interface type. For more information, use the question
mark (?) online help function.

number (Optional) Interface or subinterface number. For more information
about the numbering syntax for your networking device, use the
guestion mark (?) online help function.

platform (Optional) Displays platform-specific data structure only.

detail (Optional) Displays detailed FIB entry information.

internal (Optional) Displays the FIB internal data structure. The internal
keyword is available in privileged EXEC mode only.

checksum (Optional) Displays FIB entry checksum values. The checksum
keyword is available in privileged EXEC mode only.

dependents (Optional) Displays all prefixes recursing through the FIB.

same-routing

(Optional) Displays all prefixes with the same routing.

prefix-statistics

(Optional) Displays nonzero prefix statistics.

Command Modes

User EXEC (>)

Privileged EXEC (#)

Command History Release Modification
11.2GS This command was introduced on the Cisco 12012 Internet router.
11.1CC This command was modified. Multiple platform support was added.
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Release Modification

12.05)T This command was integrated into Cisco 10S Release12.0(5)T.

12.0(17)ST This command was modified. The display of a message indicating support
for Border Gateway Protocol (BGP) policy accounting was added.

12.0(26)S This command was integrated into Cisco 10S Release 12.0(26)S.

12.2(25)S This command was modified. The checksum, internal, platform, and
prefix-statistics keywords were added. Output was changed to show |Pv4
output only.

12.2(28)SB This command was integrated into Cisco 10S Release 12.2(28)SB.

12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.

12.2(33)SXH This command was integrated into Cisco 10S Release 12.2(33)SXH.

12.424)T This command was modified. The dependents, longer-pr efixes, and
same-routing keywords were added.

15.0(1)S This command was integrated into Cisco 10S Release 15.0(1)S.

Usage Guidelines Use of the show ip cef command without any keywords or arguments shows a brief display of all FIB
entries.

The show ip cef detail command shows detailed FIB entry information for all FIB entries.

Examples Thefollowing is sample output from the show ip cef detail command for Ethernet interface 0. It shows
all the prefixes resolving through adjacency pointing to next hop Ethernet interface 0/0 and next hop
interface |P address 192.0.2.233.

Rout er# show i p cef Ethernet 0/0 detail

IP Distributed CEF with switching (Table Version 136808)

45800 routes, 8 unresolved routes (0 old, 8 new) 45800 | eaves, 2868 nodes, 8444360 bytes,
136808 inserts, 91008 invalidations 1 |oad sharing el ements, 208 bytes, 1 references 1 CEF
resets, 1 revisions of existing | eaves refcounts: 527343 | eaf, 465638 node

172.16.0.0/ 12, version 7417, cached adjacency 192.0.2.230 0 packets, 0 bytes
Adj acency- prefix

via 192.0.2.231, Ethernet0/0, 0 dependencies

next hop 192.0.2.232, Ethernet0/0

val id cached adjacency

Table 33 describes the significant fields shown in the display.

Table 33 show ip cef detail Field Descriptions

Field Description

routes Total number of entries in the Cisco Express Forwarding table.
unresolved routes Number of entriesin the Cisco Express Forwarding table that do not

have resolved recursions categorized by old and new routes.

leaves, nodes, bytes Number of elementsin the Cisco Express Forwarding table and how
much memory they use.

inserts Number of nodes inserted.
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Table 33 show ip cef detail Field Descriptions (continued)
Field Description
invalidations Number of entries that have been invalidated.

load sharing elements,
bytes, references

Information about load sharing elements: how many, number of
associated bytes, and number of associated references.

CEF resets

Number of times the Cisco Express Forwarding table has reset.

revisions of existing leaves
refcounts

Number of revisions of the existing elements in the Cisco Express
Forwarding table.

version Version of the Cisco Express Forwarding table.

cached adjacency Type of adjacency to which this Cisco Express Forwarding table entry
points.

packets, bytes Number of packets and bytes switched through the name entry.

dependencies Number of table entries that point to the named entry.

next hop Type of adjacency or the next hop toward the destination.

The following is sample output from the show ip cef detail command for the prefix 192.0.2.1, showing
that the BGP policy accounting bucket number 4 (traffic_index 4) is assigned to this prefix:

Router# show ip cef 192.0.2.1 detail

192.168. 5. 0/ 24,
0 packets, 0 bytes,

version 21,
traffic_index 4
via 192.0.2.233, 0 dependenci es,

cached adj acency to POS7/2

recursive

next hop 192.0.2.234, POS7/2 via 172.16.0.0/12

val id cached adjacency

Table 33 describes the significant fields shown in the display.

Related Commands

Command

Description

show cef

Displays the packets dropped by the line cards, or displays the packets
that were not express forwarded.

show cef interface

Displays Cisco Express Forwarding-related interface information.

show ipv6 cef

Displays entries in the |Pv6 FIB.

show ipv6 cef summary

Displays a summary of the entriesin the IPv6 FIB.
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show ip cef adjacency

To display Cisco Express Forwarding and distributed Cisco Express Forwarding recursive and direct
prefixes resolved through an adjacency, use the show ip cef adjacency command in user EXEC or
privileged EXEC mode.

Recursive and Direct Prefixes

show ip cef [vrf vrf-name] adjacency interface-typeinterface-number ip-prefix [checksum | detail
| epoch epoch-number | internal | platform | source]

Special Adjacency Types Representing Nonstandard Switching Paths

show ip cef [vrf vrf-name] adjacency {discard | drop | glean | null | punt} [detail] [checksum |
detail | epoch epoch-number | internal | platform | source]

Recursive and Direct Prefixes (Cisco 10000 Series Routers)

show ip cef [vrf vrf-name] adjacency interface-type interface-number ip-prefix [detail | internal |
platform]

Special Adjacency Types Representing Nonstandard Switching Paths (Cisco 10000 Series Routers)

show ip cef [vrf vrf-name] adjacency {discard | drop | glean | null | punt} [detail] [internal]

[platform]
Syntax Description vrf (Optional) Specifies a Virtual Private Network (VPN) routing and forwarding

(VRF) instance.

vrf-name (Optional) Name assigned to the VRF.

interface-type Interface type and number for which to display Forwarding Information Base

interface-number  (FIB) entries.

ip-prefix Next-hop IP prefix, in dotted decimal format (A.B.C.D).

checksum (Optional) Displays FIB entry checksums.

detail (Optional) Displays detailed information for each Cisco Express Forwarding
adjacency type entry.

epoch (Optional) Displays adjacency type entriesfiltered by epoch number. The epoch

epoch-number number range is from 0 to 255.

internal (Optional) Displays data for adjacency type entries.

platform (Optional) Displays platform-specific adjacency information.

source (Optional) Displays source-specific adjacency information.

discard Discards adjacency. Sets up the adjacency for loopback interfaces. L oopback IP
addresses receive entries in the FIB table.

drop Drops the packets that are forwarded to this adjacency.

glean Represents destinations on a connected interface for which no Address

Resolution Protocol (ARP) cache entry exists.
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Command Modes

null Drops the packets forwarded to the adjacency formed for the null O interface.

punt Represents destinations that cannot be switched in the normal path and that are
punted to the next-fastest switching vector.

User EXEC (>)
Privileged EXEC (#)

Command History

Usage Guidelines

Examples

Release Modification
11.1CC This command was introduced.
12.0(5)T The vrf keyword was added.

12.0(22)S This command was integrated into Cisco 10S Release 12.0(22)S.
12.2(14)S This command was integrated into Cisco 10S Release 12.2(14)S.
12.2(25)S Theinternal, platform, and sour ce keywords were added.

12.2(28)SB This command was integrated into Cisco | OS Release 12.2(28)SB and implemented
on the Cisco 10000 series routers.

12.2(33)SRA  This command was integrated into Cisco 10S Release 12.2(33)SRA.
12.2(33)SXH  This command was integrated into Cisco 10S Release 12.2(33)SXH.
12.4(20)T This command was integrated into Cisco 10S Release 12.4(20)T.

An adjacency is a node that can be reached by one Layer 2 hop.

Distributed Cisco Express Forwarding is not supported on Cisco 10000 series routers.

Adjacencies and Dialer Interfaces

By default, an IP adjacency node is installed in the Cisco Express Forwarding table for the aggregate
(dialer) interface. When an asynchronous interface of type AUX_LINE is connected to the aggregate
(dialer) interface, a punt adjacency node is installed. However, when the asynchronous interface is
disconnected from the aggregate (dialer) interface, the IP adjacency node is restored.

The following is sample output from the show ip cef adjacency command when the glean keyword is
specified:

Rout er# show i p cef adjacency gl ean

Prefix Next Hop Interface
10.2.61.0/ 24 attached Et hernet 1/ 0/ 0
10. 17. 250. 252/ 32 10.2.61.1 Et hernet 1/ 0/ 0

Thefollowing is sample output from the show ip cef adjacency drop command with the detail keyword
specified:

Rout er# show i p cef adjacency drop detail

IP CEF with switching (Table Version 4), flags=0x0
4 routes, O reresolve, 0 unresolved (0 old, 0 new), peak O
4 | eaves, 8 nodes, 8832 bytes, 13 inserts, 9 invalidations
0 load sharing elements, 0 bytes, 0 references
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uni versal per-destination |oad sharing algorithm id 00B999CA
3 CEF resets, O revisions of existing | eaves

Resol ution Tiner: Exponential (currently 1s, peak 1s)

0 in-place nodifications

refcounts: 533 |eaf, 536 node

10.0.0.0/4, version 3
0 packets, 0 bytes, Precedence routine (0)
via 0.0.0.0, O dependencies
next hop 0.0.0.0
valid drop adjacency

The following sample output shows the direct I P prefix when the next hop Gigabit Ethernet interface 3/0
is specified:
Rout er# show i p cef adjacency G gabitEthernet 3/0 172.20.26. 29

Prefix Next Hop Interface
10.1.1.0/ 24 10. 20. 26. 29 G gabi t Et hernet 3/0

Cisco 10000 Series Routers Examples Only

The show ip cef adjacency command shows all prefixes resolved through aregular next-hop adjacency
or through the usage of a special adjacency type keyword such as discard, drop, glean, null, or punt.

The following is sample output from the show ip cef adjacency command when the glean keyword is
specified:

Rout er# show i p cef adjacency gl ean

Prefix Next Hop Interface
10.2.61.0/ 24 attached G gabi t Et hernet 1/ 0/ 0
10. 17. 250. 252/ 32 10.2.61.1 G gabi t Et hernet 1/ 0/ 0

Thefollowing is sample output from the show ip cef adjacency drop command with the detail keyword
specified:

Rout er# show i p cef adjacency drop detail

I Pv4 CEF is enabled for distributed and runni ng
VRF Def aul t:

42 prefixes (42/0 fwd/ non-fwd)

Table id O

Dat abase epoch: 3 (42 entries at this epoch)

10.0.0.0/ 4, epoch 3
Speci al source: drop
drop

The following sample output shows the direct | P prefix when the next hop Gigabit Ethernet interface
3/0/0 is specified (before Cisco 10S Release 12.2(25)S):

Rout er# show i p cef adjacency G gabitEthernet 3/0/0 172.20. 26. 29

Prefix Next Hop Interface
10.1.1.0/ 24 10. 20. 26. 29 G gabi t Ethernet 3/0/0

Table 34 describes the significant fields shown in the display.
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Table 34 show ip cef adjacency Field Descriptions (Before Cisco 10S Release 12.2(25)S)
Field Description

Prefix Destination IP prefix.

Next Hop Next hop IP address.

Interface Next hop interface.

For Cisco 10S Releases 12.2(25)S, 12.2(28)SB, 12.2(33)SRA, 12.2(33)SXH, 12.4(20)T, and later
releases the information in the output is the same, but the format of the output is changed.

Router# show i p cef adjacency FastEthernet 0/1 172.17.22.1
10.10.1.2/32
next hop 172.17.22.1 FastEthernet0/1

10.20.12.0/ 24
next hop 172.17.22.1 FastEthernet0/1

Table 35 describes the significant fields shown in the display.

Table 35 show ip cef adjacency Field Descriptions
Field Description
10.10.1.2/32 Destination IP prefix.
nexthop 172.17.22.1 Next hop IP address.
FastEthernet0/1 Next hop interface.
Related Commands  Command Description
show adjacency Displays Cisco Express Forwarding adjacency table information.

show ip cef summary Displays a summary of the entries in the FIB.

show ipv6 adjacency  Displays Cisco Express Forwarding for IPv6 and distributed Cisco Express
Forwarding for IPv6 recursive and direct prefixes resolved through an
adjacency.
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show ip cef epoch

To display the epoch information for all Forwarding Information Base (FIB) tables, use the show ip cef
epoch command in user EXEC or privileged EXEC mode

show ip cef epoch

Syntax Description ~ This command has no arguments or keywords.

Command Modes User EXEC (>)
Privileged EXEC (#)

Command History Release Modification
12.2(14)SX Support for this command was introduced on the Supervisor Engine 720.
12.2(17d)SXB  Support for this command on the Supervisor Engine 2 was extended to Release
12.2(17d)SXB.
12.2(25)S Table adjacency epoch information was moved from the output of this command to
the output of the show adjacency prefix command.
12.2(28)SB This command was integrated into the Cisco |OS Release 12.2(28)SB.

12.2(33)SRA This command was integrated into the Cisco |OS Release 12.2(33)SRA
12.2(33) SXH This command was integrated into the Cisco |OS Release 12.2(33)SXH.
12.4(20)T This command was integrated into the Cisco |OS Release 12.4(20)T.

Usage Guidelines These show commands also display the epoch information for the following:
¢ show ip cef summary—Displays the table epoch for a specific FIB table.
e show ip cef detail—Displays the epoch value for each entry of a specific FIB table.
¢ show adjacency summary—Displays the adjacency table epoch.

¢ show adjacency detail—Displays the epoch value for each entry of the adjacency table.

Examples Sample Outputfor Cisco 10S Releases 12.2(25)S, 12.2(28)SB, 12.2(33)SRA, 12.2(33)SXH, 12.4(20)T, and Later Releases

This example shows how to display epoch information. The fields shown in the display are
self-explanatory.

Rout er# show i p cef epoch

VRF: Defaul t
Dat abase epoch: 0 (12 entries at this epoch)

For adjacency table epoch information, see the show adjacency prefix command.
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Sample Output for Cisco 10S Releases Before Cisco 10S Release 12.2(25)S

This example shows how to display epoch information. The fields shown in the display are
self-explanatory.

Rout er# show i p cef epoch
CEF epoch information:

Tabl e: Def aul t -t abl e
Tabl e epoch: 2 (164 entries at this epoch)

Adj acency tabl e
Tabl e epoch:1 (33 entries at this epoch)

This example shows the output after you clear the epoch table and increment the epoch number. The
fields shown in the display are self-explanatory.

Rout er# show i p cef epoch
CEF epoch information:

Tabl e: Def aul t -t abl e
Tabl e epoch:2 (164 entries at this epoch)

Adj acency table

Tabl e epoch:1 (33 entries at this epoch)
Router# clear ip cef epoch full
Rout er# show i p cef epoch

CEF epoch information:

Tabl e: Def aul t -t abl e
Tabl e epoch: 3 (164 entries at this epoch)

Adj acency table
Tabl e epoch:2 (33 entries at this epoch)

Related Commands =~ Command Description
show ip cef Displays entries in the FIB or displays a summary of the FIB.
show ip cef summary  Displays a summary of the FIB.
show ip cef detail Displays detailed FIB entry information.
show adjacency detail Displays the information about the protocol detail and timer.
show adjacency Displays a summary of Cisco Express Forwarding adjacency information.
summary
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N

Note

show ip cef events

The show ip cef events command is not available in Cisco |0S Releases 12.2(25)S, 12.2(28)SB,
12.2(33)SRA, 12.2(33)SXH, 12.4(20)T and later releases.

To display all recorded Cisco Express Forwarding Forwarding Information Base (FIB) and adjacency
events, use the show ip cef events command in user EXEC or privileged EXEC mode.

show ip cef [vrf vrf-name] events [ip-prefix] [new | within seconds] [detail] [summary]

Syntax Description

Command Modes

vrf (Optional) A Virtual Private Network (VPN) routing and forwarding (VRF)
instance.

vrf-name (Optional) Name assigned to the VRF.

ip-prefix (Optional) Next hop IP prefix, in dotted decimal format (A.B.C.D).

new (Optional) Displays new Cisco Express Forwarding events not previously

shown.

within seconds

(Optional) Displays Cisco Express Forwarding events that occurred within a
specified number of seconds.

detail

(Optional) Displaysdetailed information for each Cisco Express Forwarding
event entry.

summary

(Optional) Displays a summary of the Cisco Express Forwarding event log.

User EXEC (>)
Privileged EXEC(#)

Command History

Usage Guidelines

Release Modification

12.0(15)S This command was introduced.

12.2(2)T This command was integrated into Cisco 10S Release 12.2(2)T.

12.2(25)S This command was removed. It is not available in Cisco 10S
Release 12.2(25)S and later Cisco 10S 12.2S releases.

12.2(28)SB This command was removed. It is not available in Cisco 10S
Release 12.2(28)SB and later Cisco |0S 12.2SB releases.

12.2(33)SRA This command was removed. It is not available in Cisco 10S
Release 12.2(33)SRAand later Cisco |0S 12.2SR releases.

12.2(33)SXH This command was removed. It is not available in Cisco 10S
Release 12.2(33)SXH and later Cisco 10S 12.2S releases.

12.4(20)T This command was removed. It is not available in Cisco 10S

Release 12.4(20)T and later Cisco |OS 12.4T releases.

This command shows the state of the table event log and must be enabled for events to be recorded.

Theip cef table event-log command controls parameters such as event log size.
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Examples

The following is sample output from the show ip cef events command with summary specified:

Rout er# show i p cef events summary

CEF table events sunmary:
Storage for 10000 events
Mat ching all events,

(320000 bytes), 822/0 events recorded/ignored

traceback depth 16

Last event occurred 00: 00: 06. 516 ago.

The following is sample output from the show ip cef events command displaying events that occurred

within 1 second:

Rout er# show i p cef events within 1

CEF
+00:
+00:
+00:
+00:
+00:
+00:
+00:
+00:
+00:
+00:
+00:
+00:

tabl e
00: 00.
00: 00.
00: 00.
00: 00.
00: 00.
00: 00.
00: 00.
00: 00.
00: 00.
00: 00.
00: 05.
00: 05.

events (storage for
000: [ Def aul t - t abl e]
000: [ Def aul t -t abl e]
000: [ Def aul t -t abl e]
000: [ Def aul t - t abl e]
004: [Defaul t-tabl e]
004: [Defaul t-tabl e]
004: [ Def aul t - t abl e]
012: [Defaul t-tabl e]
012: [Defaul t-tabl e]
016: [ Def aul t - t abl €]
012: [Defaul t-tabl e]
012: [ Def aul t - t abl €]
+00: 00: 28. 440: [ Def aul t - t abl e]
+00: 00: 28. 440: [ Def aul t - t abl e]
First event occurred at 00:00:

10000 events, 14 events recorded)

R New FI B tabl e [ K]
10. 1. 80. 194/ 32 FIB insert in ntrie [ OK]
10. 1. 80. 0/ 32 FIB insert in ntrie [ K]
10. 1. 80. 255/ 32 FIB insert in mrie [ OK]
10.1.80.0/ 24 FIB insert in ntrie [ K]
10. 1. 80. 0/ 24 NBD up [ K]
224.0.0.0/8 FIB insert in mrie [ OK]
10. 1. 80.0/ 24 NBD up [1gnr]
224.0.0.0/8 FI B renove [ K]
224.0.0.0/8 FIB insert in ntrie [ K]
224.0.0.0/8 FI B renove [ K]
224.0.0.0/8 FIB insert in ntrie [ K]
224.0.0.0/8 FI B renove [ K]
224.0.0.0/8 FIB insert in ntrie [ K]

36.568 (00: 04: 40. 756 ago)

Last event occurred at 00:01:05.008 (00:04:12.316 ago)

Table 36 describes the significant fields shown in the display.

Table 36  show ip cef events Field Descriptions

Field Description

+00:00:00.000 Time stamp of the IP Cisco Express Forwarding event.
[Default-table] Type of VRF table for this event entry.

L */*

All IP prefixes.

9.1.80.194/32

IP prefix associated with the event.

FIB insert in mtrie

IP prefix insert in the FIB table event.

NBD up IP prefix up event.

FIB remove FIB entry remove event.

[Ignr] Cisco Express Forwarding ignored event.

[OK] Cisco Express Forwarding processed event.
Related Commands =~ Command Description

ip cef table consistency-check

Enables Cisco Express Forwarding table consistency checker
types and parameters.

ip cef table event-log

Controls Cisco Express Forwarding table event-log
characteristics.
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show ip cef exact-route

To display the exact route for a source-destination I P address pair, use the show ip cef exact-route
command in user EXEC or privileged EXEC mode.

show ip cef [vrf vrf-name] exact-route source-address [src-port port-number] destination-address
[dest-port port-number]

Syntax Description

Command Modes

vrf (Optional) A Virtual Private Network (VPN) routing and forwarding (VRF)
instance.

vrf-name (Optional) Name assigned to the VRF.

source-address The network source address.

src-port (Optional) Specifies a source port.

port-number

(Optional) The Layer 4 port number of the source I P address, if configured.
The port number can be from 0 to 65535.

destination-address

The network destination address.

dest-port

(Optional) Specifies a destination port.

port-number

(Optional) The Layer 4 port number of the destination |P address, if
configured. The port number can be from 0to 65535.

User EXEC (>)
Privileged EXEC (#)

Command History

Usage Guidelines

Release Modification

121471 This command was introduced.

12.2(25)S Command output was reformatted.

12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.

12.4(10)T The src-port port-number and dest-port port-number keywords and
arguments were added.

12.2SX This command is supported in the Cisco |OS Release 12.2SX train. Support
in a specific 12.2SX release of this train depends on your feature set,
platform, and platform hardware.

12.4(20)T This command was integrated into Cisco 10S Release 12.4(20)T.

When you are load balancing per destination, this command shows the exact next hop that is used for a
given | P source-destination pair.

If you configured the ip cef load-sharing algorithm include-ports command and the source,
destination, or sour ce destination keywords, you can use the source port number or the destination port
number or both port numbers to see the load-balancing decision for a source and destination address.

These options are available only if the include-ports algorithm is enabled.
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Examples Sample Outputfor Cisco 10S Releases 12.2(25)S, 12.2(28)SB, 12.2(33)SRA, 12.2(33)SXH, 12.4(20)T, and Later Releases
The following is sample output from the show ip cef exact-route command:
Rout er# show i p cef exact-route 172.16.1.3 172.16.1.2

172.16.1.3 -> 172.16.1.2 => | P adj out of FastEthernet0/1, addr 172.17.25.1

Table 37 describes the significant fields shown in the display.

Table 37  show ip cef exact-route Field Descriptions

Field Description

172.16.1.3-> 172.16.1.2 From source 172.16.1.3 to destination 172.16.1.2.
FastEthernet0/1, Next hop is out interface FastEthernetO/1.

addr 172.17.25.1 IP address of the next hop is 172.17.25.1.

Sample Output for Cisco 10S Releases Before Cisco 10S Release 12.2(25)S
The following is sample output from the show ip cef exact-route command:
Router# show ip cef exact-route 10.1.1.1 172.17.249. 252

10.1.1.1 -> 172.17.249. 252 :Ethernet2/0/0 (next hop 10.1.104.1)

Table 38 describes the significant fields shown in the display.

Table 38  show ip cef exact-route Field Descriptions

Field Description
10.1.1.1 -> 172.17.249.252 From source 10.1.1.1 to destination 172.17.249.252.
Ethernet2/0/0 (next hop Next hop is 10.1.104.1 on Ethernet 2/0/0.
10.1.104.1)
Related Commands = Command Description
ip cef load-sharing algorithm Selects a Cisco Express Forwarding |oad-balancing algorithm.
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show ip cef inconsistency

N

Note

The show ip cef inconsistency command is not available in Cisco |OS Releases 12.2(25)S, 12.2(28)SB,
12.2(33)SRA, 12.2(33)SXH, 12.4(20)T and later releases. This command is replaced by the test cef
table consistency command.

To display Cisco Express Forwarding | P prefix inconsistencies, use the show ip cef inconsistency
command in user EXEC or privileged EXEC mode.

show ip cef [vrf vrf-name] inconsistency [records [detail]]

Syntax Description

Command Modes

vrf (Optional) A Virtual Private Network (VPN) routing and forwarding (VRF)
instance.

vrf-name (Optional) Name assigned to the VRF.

records (Optional) Displays all recorded inconsistencies.

detail (Optional) Displays detailed information for each Cisco Express Forwarding

table entry.

User EXEC (>)
Privileged EXEC (#)

Command History

Usage Guidelines

Release Modification
12.0(15)S This command was introduced.
12.2(2)T This command was integrated into Cisco 10S Release 12.2(2)T.
12.2(14)SX Support for this command was introduced on the Supervisor Engine 720.
12.2(17d)SXB Support for this command on the Supervisor Engine 2 was extended to
12.2(17d)SXB.
12.2(25)S This command was removed. It is not available in Cisco 10S
Release 12.2(25)S and later Cisco 10S 12.2S releases.
12.2(33)SRA This command was removed. It is not available in Cisco 10S
Release 12.2(33)SRAand later Cisco |OS 12.2SR releases.
12.4(20)T This command was removed. It is not available in Cisco 10S

Release 12.4(20)T and later Cisco |OS 12.4T releases.

This command is available only on routers with line cards.

This command displays recorded | P Cisco Express Forwarding inconsistency records found by the
Ic-detect, scan-rp, scan-rib, and scan-Ic detection mechanisms.

You can configure the IP Cisco Express Forwarding prefix consi stency-detection mechanisms using the
cef table consistency-check command.
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Examples The following is sample output from the show ip cef inconsistency command:

Rout er# show i p cef inconsistency

Tabl e consi stency checkers (settle time 65s)
| c-detect:running
0/0/0 queries sent/ignored/received
scan-lc:running [ 100 prefixes checked every 60s]
0/0/0 queries sent/ignored/received
scan-rp:running [ 100 prefixes checked every 60s]
0/0/0 queries sent/ignored/received
scan-rib:running [1000 prefixes checked every 60s]
0/0/0 queries sent/ignored/received
I nconsi stencies: 0 confirnmed, 0/16 recorded

Table 39 describes the significant fields shown in the display.

Table 39  show ip cef inconsistency Field Descriptions

Field Description

settle time Time after arecorded inconsistency is confirmed.

|c-detect running Consistency checker Ic-detect is running.

0/0/0 queries Number of queries sent, ignored, and received.

Inconsistencies:0 confirmed, Number of inconsistencies confirmed, and recorded. Sixteen isthe

0/16 recorded maximum number of inconsistency records to be recorded.
Related Commands = Command Description

clear ip cef inconsistency Clears the statistics and records for the Cisco Express

Forwarding consistency checker.
cef table consistency-check Enables Cisco Express Forwarding table consistency checker

types and parameters.
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show ip cef non-recursive

To display nonrecursive route entries in the Forwarding Information Base (FIB), use the show ip cef
non-recursive command in user EXEC or privileged EXEC mode.

show ip cef non-recursive [detail | epoch epoch-number |internal | platform | source]

Cisco 10000 Series Routers

show ip cef non-recursive [detail | internal | platfor m]

Syntax Description

Command Modes

detail (Optional) Displays detailed nonrecursive route entry information.

epoch epoch-number (Optional) Displays adjacency type entries filtered by epoch number.
The epoch number range is from 0 to 255.

internal (Optional) Displays data for nonrecursive route entries.

platform (Optional) Displays platform-specific nonrecursive route entries.

source (Optional) Displays source-specific nonrecursive route entry
information.

User EXEC (>)
Privileged EXEC (#)

Command History

Usage Guidelines

Release Modification

12.0(22)S This command was introduced.

12.2(13)T This command was integrated into Cisco 10S Release 12.2(13)T.

12.2(14)S This command was integrated into Cisco 10S Release 12.2(14)S.

12.2(25)S The epoch, internal, platform, and sour ce keywords were added, and the
epoch-number argument was added.

12.2(28)SB This command was integrated into Cisco 10S Release 12.2(28)SB and
implemented on the Cisco 10000 series routers.

12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.

12.2(33)SXH This command was integrated into Cisco 10S Release 12.2(33)SXH.

12.4(20)T This command was integrated into Cisco 10S Release 12.4(20)T.

The show ip cef non-recur sive detail command shows detailed FIB entry information for all
nonrecursive routes.
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Examples

The following is sample output from the show ip cef non-recursive detail command:

Rout er# show i p cef non-recursive detai

| Pv6 CEF is enabled and running
| Pv6 CEF default table
8 prefixes
2001: xx::/35
next hop FE80::ssss: CFF: FE3D: DCC9 Tunnel 55
2001: zzz: 500: : /40
next hop FE80::nnnn: 801A Tunnel 32
2001: zzz::/35
next hop 3FFE: mmm 8023: 21::2 Tunnel 26
3FFE: yyy: 8023: 37:: 1/ 128 Recei ve
Recei ve
3FFE: yyy: 8023: 37::/64 Attached, Connected
attached to Tunnel 37
3FFE: yyy: 8023: 38:: 1/ 128 Recei ve
Recei ve
3FFE: yyy: 8023: 38::/64 Attached, Connected
attached to Tunnel 40
3FFE: yyy: 8023: 39:: 1/ 128 Recei ve
Recei ve

Cisco 10000 Series Router Example

The following is sample output from the show ip cef non-recursive detail command:

Rout er# show i p cef non-recursive detai

I Pv4 CEF is enabled for distributed and runni ng
VRF Def aul t:

42 prefixes (42/0 fwd/ non-fwd)

Table id O

Dat abase epoch: 3 (42 entries at this epoch)

0.0.0.0/0, epoch 3, flags default route handl er
no route
0.0.0.0/32, epoch 3, flags receive
Speci al source: receive
receive
10.2.2.2/32, epoch 3
| ocal |abel info: global/24
nexthop 10.1.1.1 G gabitEthernet1/0/0 | abel 18
10. 4. 4.4/ 32, epoch 3
I ocal |abel info: global/30
nexthop 10.1.1.1 G gabitEthernet1/0/0 | abel 19
10.5.5.5/32, epoch 3
I ocal |abel info: global/29
nexthop 10.1.1.1 G gabitEthernet1/0/0
10. 6. 6.6/ 32, epoch 3, flags receive
receive
10.1.1.0/24, epoch 3
I ocal |abel info: global/23
nexthop 10.1.1.1 G gabitEthernet1/0/0 | abel 17

Table 40 describes the significant fields shown in the displays.
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Table 40  show ip cef non-recursive Field Descriptions

Field Description

8 prefixes Indicates the total number of prefixesin the Cisco Express Forwarding
table.

2001:xx::/35 Indicates the prefix of the remote network.

2001:zzz:500::/40 Indicates that prefix 2001:zzz:500::/40 is reachable through this

nexthop FESO::nnnn:801A next-hop address and interface.

Tunnel 32
attached to Tunnel37 Indicatesthat this prefix is aconnected network on Tunnel interface 37.
Receive Indicates that this prefix islocal to the router.
Related Commands  Command Description
show ip cef Displays entries in the FIB.
show ip cef summary Displays a summary of the entriesin the FIB.
show ip cef unresolved Displays unresolved entriesin the FIB.

Cisco 10S IP Switching Command Reference
[ March 2011 .m



M show ip cef platform

show ip cef platform

To display entriesin the Forwarding Information Base (FIB) or to display asummary of the FIB, use the
show ip cef platform command in privileged EXEC mode.

show ip cef ip-prefix [mask] platform [checksum | detail | internal checksum]

Syntax Description ip-prefix [mask] The IP address prefix of the entries to display. You can also include an
optional subnet mask.
checksum (Optional) Displays FIB entry checksums information.
detail (Optional) Displays detailed FIB entry information.

internal {checksum}  (Optional) Displaysinternal datastructures. The checksum optionincludesFIB
entry checksums information in the output.

Command Modes Privileged EXEC (#)

Command History Release Modification
12.2 (28)SB The command was introduced.
Examples The following example shows FIB entry information for |P address prefix 10.4.4.4:

Rout er# show ip cef 10.4.4.4 platform

10.4.4.4/32

Fib Entry: 0xD6680610 XCM | eaf from 0x50805550( RP) 0xA0805550( FP):
| oad_bal _or_adj[0] Ox0 | oad_bal _or_adj[1] 0x18 | oad_bal _or_adj[2] 0x1C
| eaf points to an adjacency, index 0x607

i p_mask 0x0 as_nunber 0xO precedence_num | oadbal _i ntf OxFO qos_group 0x0
Label object OCE Chain:

Label (0x12, real) Adjacency

cl0k_| abel _data = 0x450467F8

tag_el t _addr = 0x50003038

i pv6_tag_elt_addr = 0x0

tag_i ndex = 0x607

tt_tag_rew = 0x45046800

Tag Rewite: vcci = Ox9DA, fib_root = 0x0

mac_rewrite_index = 0x395, flags = 0x9

pktswitched = 0 byteswitched = 0

XCM Tag Rewrite: vcci = Ox9DA, fib_root = 0x0

mac_rewrite_index = 0x395, flags = 0x9

mac_i ndex_ext ensi on = 0x0

XCM mac rewrite fromindex 0x395

ntu from 0x53800E54( RP) 0xA3800E54( FP)

frag_flags = 0x0

ntu = 1496

mac | ength O0x12 encap | ength 0x16 upd_of f set =0x02FF

mac string start from bank4 0x32001CA8( RP)

0x82001CA8( FP)

mac string end from bank9 0x50801CA8( RP)

0xA0801CA8( FP)

Encap String: 0005DC387B180003A011A57881000002884700012000
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Related Commands = Command Description
show cef Displays which packets the line cards dropped, or displays which packets
were not express forwarded.
show cef interface Displays Cisco Express Forwarding-related interface information.
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show ip cef summary

Todisplay asummary of the | P Cisco Express Forwarding table, use the show ip cef summary command
in user EXEC or privileged EXEC mode.

show ip cef summary

Syntax Description ~ This command has no arguments and keywords.

Command Modes User EXEC (>)
Privileged EXEC (#)

Command History Release Modification
12.2(14)SX Support for this command was introduced on the Supervisor Engine 720.
12.2(17d)SXB Support for this command on the Supervisor Engine 2 was extended to
Release 12.2(17d)SXB.
12.2(25)S The command output was changed to display |Pv4 forwarding information
only.
12.2(28)SB This command was integrated into Cisco 10S Release 12.2(28)SB.
12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.
12.2(33)SXH This command was integrated into Cisco 10S Release 12.2(33)SXH.
12.4(20)T This command was integrated into Cisco 10S Release 12.4(20)T.
Examples Sample Output for Cisco 10S Releases 12.2(25)S, 12.2(28)SB, 12.2(33)SRA, 12.2(33)SXH, 12.4(20)T, and Later Releases

This is sample output for the show ip cef summary command for | Pv4 information:

Rout er# show i p cef sunmary

I Pv4 CEF is enabled and runni ng
VRF Defaul t:

22 prefixes (22/0 fwd/ non-fwd)

Table id 0, 1 resets
Dat abase epoch: 0 (22 entries at this epoch)

Table 41 describes the significant fields shown in the displays.

Table 41 show ip cef summary Field Descriptions

Field Description

IPv4 CEF is enabled and running |Status of 1Pv4 Cisco Express Forwarding on the router.
22 prefixes (22/0 fwd/non-fwd) Number of prefixes forwarded and not forwarded.
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Table 41 show ip cef summary Field Descriptions (continued)

Field Description

Tableid O, 1 resets Forwarding table version and the number of times the table was
reset.

Database epoch: 0 (22 entriesat | Database version and the number of entries in the database.
this epoch)

In Cisco 10S 12.2(25)S, IPv4 and IPv6 output was separated. To display Cisco Express Forwarding
summary information for IPv6, use the show ipv6 cef summary command, for example:

Rout er# show i pv6 cef summary

I Pv6 CEF is enabled and runni ng

VRF Defaul t:

20 prefixes (20/0 fwd/non-fwd)

Table id 0, O resets

Dat abase epoch: 0 (20 entries at this epoch)

Sample Output for Cisco 10S Releases Before Cisco 10S Release 12.2(25)S
This example shows how to display a summary of the IP Cisco Express Forwarding table:

Rout er# show i p cef sunmary

IP Distributed CEF with switching (Table Version 25), flags=0x0
21 routes, O reresolve, 0 unresolved (0 old, 0 new), peak 1
21 | eaves, 16 nodes, 19496 bytes, 36 inserts, 15 invalidations
0 load sharing elements, 0 bytes, O references
uni versal per-destination |oad sharing algorithm id 5163ECL5
3(0) CEF resets, 0 revisions of existing |eaves
Resol ution Tiner: Exponential (currently 1s, peak 1s)

0 in-place/0 aborted nodifications
refcounts: 4377 |eaf, 4352 node

Tabl e epoch: 0 (21 entries at this epoch)

Adj acency Tabl e has 9 adj acenci es

Table 42 describes the significant fields shown in the display.

Table 42 show ip cef summary Field Descriptions

Field Description

routes Total number of entries in the Cisco Express Forwarding table.

unresolved Number of entriesin the Cisco Express Forwarding table that do not
have resolved recursions categorized by old and new routes.

peak Highest number of unresolved recursions.

leaves, nodes, bytes Number of elementsin the Cisco Express Forwarding table and how

much memory they use.

load sharing algorithm, id Type of load sharing, whether the router is configured for per
destination or per packet and the identifier.

Table epoch Number indicating the version of a Cisco Express Forwarding table
from O to 255.
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Related Commands = Command Description
show ip cef Displays entries in the FIB or displays a summary of the FIB.
show ipv6 summary Displays a summary of the entriesin the IPv6 FIB.
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show ip cef switching statistics

To display switching statisticsin the Forwarding Information Base (FIB), use the show ip cef switching
statistics command in privileged EXEC mode.

show ip cef switching statistics [feature]

Syntax Description feature (Optional) The output is ordered by feature.

Command Modes Privileged EXEC (#)

Command History Release Modification

12.2(25)S This command was introduced. This command replaces the show cef drop
and the show cef not-cef-switched commands.

12.2(28)SB This command was integrated into Cisco 10S Release 12.2(28)SB and
implemented on the Cisco 10000 series routers.

12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.

12.2(33)SXH This command was integrated into Cisco 10S Release 12.2(33)SXH.

12.4(20)T This command was integrated into Cisco 10S Release 12.4(20)T.

Usage Guidelines If the optional feature keyword is not used, all switching statistics are displayed, without regard for
feature order.

Examples The following is sample output from the show ip cef switching statistics command:

Rout er# show i p cef switching statistics

Reason Drop Punt  Punt 2Host
RP LES Packet destined for us 0 132248 0
RP LES Mul ticast 0 2 0
RP LES Li nk-1I ocal 0 33 0
RP LES Tot al 0 132283 0
Sl ot 4 Packet destined for us 0 129546 0
Sl ot 4 Link-1ocal 0 31 0
Sl ot 4 Total 0 129577 0
Al l Tot al 0 261860 0

The following example shows how to display switching statistics for all features in a common format:

Router# show ip cef switching statistics feature

| Pv4 CEF input features:

Pat h Feature Dr op Consune Punt  Punt 2Host New i/ f
LES Access List 0 0 1 0 0
RSP Access List 0 0 1 0 0
Sl ot 0 Access List 10 0 1 0 0
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Slot O Verify Unicast 9 0
Slot 4 Verify Unicast 5 0
Tot al 24 0

| Pv4 CEF out put features:
Pat h Feature Dr op Consune
Tot al 0 0

| Pv4 CEF post-encap features:

Pat h Feat ure Drop Consune
Tot al 0 0

Cisco 10000 Series Router Examples

Punt

Punt

o

0 0
0 0
0 0
Punt 2Host New i/ f
0 0
Punt 2Host New i/ f
0 0

The following is sample output from the show ip cef switching statistics command:

Router# show ip cef switching statistics

Pat h Reason
RP LES Packet destined for us
RP LES Tot al

RP PAS Packet destined for us
RP PAS TTL expired
RP PAS Tot al

Al l Tot al

The following example shows how to display switching statistics for all features in a common format:

Router# show ip cef switching statistics feature

I Pv4 CEF input features:
Pat h Feature Dr op
Tot al 0

| Pv4 CEF output features:
Pat h Feature Dr op
Tot al 0

| Pv4 CEF post-encap features:
Pat h Feat ure Drop
Tot al 0

Table 43 describes the significant fields shown in the displays.

Dr op
0
0

o

Consune

Consune

Consune

Punt
1115
1115

385
0
385

1500

Punt

0

Punt

0

Punt

0

Punt 2Host
0
0

0
1833
1833

1833

Punt 2Host

0

Punt 2Host

0

Punt 2Host

0

Gave route
0

New i/ f
0

New i/ f
0
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Table 43  show ip cef switching statistics Field Descriptions

Field Description

Path Switch path where the feature was executed. Available switch paths are
platf orm-dependent.

Following are example switch paths for the Cisco 7200 series router:
e RIB—process switching with Cisco Express Forwarding assistance
¢ (low-end switching [LES])—Cisco Express Forwarding switch path
e PAS—Cisco Express Forwarding turbo switch path
Following are example switch paths for the Cisco 7500 series router:
¢ RIB—-centralized process switching with Cisco Express Forwarding assistance
e LES—centralized Cisco Express Forwarding switch path on the Route/Switch
Processor (RSP)
e RSP—centralized Cisco Express Forwarding turbo switch path on the RSP
e Slot NN—distributed Cisco Express Forwarding turbo switch path on the Versatile
Interface Processor (VIP) in the indicated slot number

Feature Feature that returned the statistics.

Reason Packet description.

Consume |Number of packets that the feature removed from the switch path (and will probably
reintroduce to the switch path later). For example, with crypto with hardware acceleration,
the feature might queue the packets to encryption and decryption; because hardware (and
software) encryption is time-consuming, these packets are queued so the main processor
can begin handling the next packet while the crypto modul e processes the removed packet.
Also, for example, the feature might queue the packets for process switching through a
private queue for that feature.

Drop Number of packets dropped.

Punt Number of packets that could not be switched in the normal path and were punted to the
next-fastest switching vector.

Punt2Host |Number of packets that could not be switched in the normal path and were punted to the

host.
For switch paths other than a centralized turbo switch path, punt and punt2host function
the same way. With punt2host from a centralized turbo switch path (PAS and RSP), punt
will punt the packet to LES, but punt2host will bypass LES and punt directly to process
switching.

New i/f Number of packets for which the feature provided Cisco Express Forwarding with

forwarding information (that is, bypassed the normal route lookup).
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Related Commands = Command Description
show cef interface Displays Cisco Express Forwarding-related interface information.
show ip cef Displays entriesin the FIB.
show ip route Displays router advertisement information received from onlink routers.
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show ip cef traffic prefix-length

To display Cisco Express Forwarding traffic statistics by prefix size, use the show ip cef traffic
prefix-length command in user EXEC or privileged EXEC mode.

show ip cef [vrf vrf-name] traffic prefix-length

Syntax Description vrf (Optional) A Virtual Private Network (VPN) routing and forwarding (VRF)
instance.
vrf-name (Optional) Name assigned to the VRF.

Command Modes User EXEC (>)
Privileged EXEC (#)

Command History Release Modification
11.1CC This command was introduced.
12.0(5)T The vrf keyword was added.
12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.
12.2SX This command is supported in the Cisco |OS Release 12.2SX train. Support

in a specific 12.2SX release of this train depends on your feature set,
platform, and platform hardware.

Usage Guidelines This command is used to display Cisco Express Forwarding switched traffic statistics by destination
prefix length. The ip cef accounting prefix-length command must be enabled for the counters to
increment.

Examples The following is sample output from the show ip cef traffic prefix-length command:

Rout er# show ip cef traffic prefix-Ilength

IP prefix length switching statistics:

Prefix Nunber of Nunber of
Length Packet s Byt es

0 0 0

1 0 0

2 0 0

3 0 0

4 0 0

5 0 0

28 0 0

29 0 0

30 0 0

Cisco 10S IP Switching Command Reference
[ March 2011 .m



B show ip cef traffic prefix-length

31 0 0
32 0 0

Table 44 describes the significant fields shown in the display.

Table 44  show ip cef traffic prefix-length Field Descriptions

Field Description
Prefix Length Destination IP prefix length for Cisco Express Forwarding
switched traffic.
Number of Packets Number of packets forwarded for the specified | P prefix length.
Number of Bytes Number of bytes transmitted for the specified |P prefix length.
Related Commands =~ Command Description
ip cef accounting Enables network accounting of Cisco Express Forwarding.

Cisco 10S IP Switching Command Reference
m. March 2011 |



show ip cef tree

To display summary information on the default tree in the Forwarding Information Base (FIB), use the
show ip cef tree command in user EXEC or privileged EXEC mode.

Cisco 7500 Series Routers

showip ceftree

show ip cef tree [statistics | dependents [prefix-filter]]

Cisco 10000 Series Routers

show ip cef tree [statistics]

Syntax Description

Command Modes

statistics (Optional) Displays the default tree statistics.

dependents (Optional) Displaysthe dependents of the selected tree with optional
prefix filter.

prefix-filter (Optional) A prefix filter on the dependents of the selected tree.

User EXEC (>)
Privileged EXEC (#)

Command History

Usage Guidelines

Examples

Release Modification

12.2(25)S This command was introduced.

12.2(28)SB This command was integrated into Cisco 10S Release 12.2(28)SB and
implemented on the Cisco 10000 series routers.

12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.

12.2(33)SXH This command was integrated into Cisco 10S Release 12.2(33)SXH.

12.4(20)T This command was integrated into Cisco 10S Release 12.4(20)T.

If none of the optional keywords or argument is used, all summary information on the default treein the

IP FIB is shown.

The following is sample output from the show ip cef tree command:

Cisco 7500 Series Router Example

Rout er# show i p cef tree

VRF Default tree information:
RTRIE storing | Pv6 addresses
6 entries (6/0 fwd/non-fwd)
Forwar di ng & Non-forwarding tree:

6 inserts, O delete

8 nodes using 288 bytes

[ March 2011
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Table 45 describes the significant fields shown in the display for a Cisco 7500 series router.

Table 45  show ip cef tree Field Descriptions

Field Description
RTRIE storing |Pv6 addresses Indicates the tree type as RTRIE.
6 entries (6/0 fwd/non-fwd) Indicates total number of prefix entries as

6 forwarding and O nonforwarding entries.

Forwarding & Non-forwarding tree Same treeis used for forwarding and
nonforwarding.

6 inserts, 0 delete Indicates that 6 entries were inserted and O entries
were deleted from the tree.

8 nodes using 288 bytes Indicates atotal of 8 nodes using atotal of
288 bytes of memory.

*calloc failures: number node Thisline is not present in the example output.

If thislineis present in output, it indicates a
memory allocation error at the indicated node.

Cisco 10000 Series Router Example
The following is sample output from the show ip cef tree command:

Rout er# show ip cef tree

VRF Default tree information:
MIRI E/ MTRI E storing | Pv4 addresses
42 entries (42/0 fwd/ non-fwd)
Forwardi ng tree:
Forwar di ng | ookup routine: IPv4 ntrie generic
82 inserts, 40 deletes
8-4-6-6-4-4 stride pattern
short mask protection enabled for <= 4 bits w thout process suspension
42 | eaves (1176 bytes), 76 nodes (15744 bytes)
18576 total bytes
| eaf ops: 82 inserts, 40 del etes
| eaf ops with short mask protection: 3 inserts, 1 delete
per-prefix length stats: |ookup off, insert off, delete off
refcounts: 2933 | eaf, 2848 node
node pool s:
pool [C/4 bits]: 46 allocated (O failed), 5472 bytes
pool [C/6 bits]: 29 allocated (0 failed), 9216 bytes
pool [C/8 bits]: 1 allocated (0 failed), 1056 bytes
Non- Forwar di ng tree:
122 inserts, 122 deletes
8-4-6-6-4-4 stride pattern
short mask protection enabled for <= 4 bits w thout process suspension
0 | eaves (0 bytes), 1 node (1040 bytes)
2696 total bytes
| eaf ops: 122 inserts, 122 deletes
| eaf ops with short mask protection: 4 inserts, 4 deletes
per-prefix length stats: |ookup off, insert off, delete off
refcounts: 0 |eaf, 0 node
node pool s:
pool [C/4 bits]: O allocated (O failed), O bytes
pool [C/6 bits]: O allocated (O failed), O bytes
pool [C/8 bits]: 1 allocated (0 failed), 1040 bytes
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Table 46 describes the significant fields shown in the display for a Cisco 10000 series router.

Table 46  show ip cef tree Field Descriptions—Cisco 10000 Series Router

Field

Description

MTRIE storing |Pv4 addresses

Indicates the tree type as MTRIE.

42 entries (42/0 fwd/ non-fwd)

Indicates total number of prefix entries as
42 forwarding and 0 nonforwarding entries.

Forwarding & Non-forwarding tree

Same treeis used for forwarding and
nonforwarding.

82 inserts, 40 delete

Indicates that 82 entries were inserted and
40 entries were deleted from the tree.

76 nodes using 15744 bytes

Indicates a total of 76 nodes using atotal of
15744 bytes of memory.

*calloc failures: number node

Thisline is not present in the example output.

If thislineis present in output, it indicates a
memory allocation error at the indicated node.

Related Commands

Command Description

show ip cef Displays entriesin the FIB.
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show ip cef unresolved

Todisplay unresolved entriesin the Forwarding Information Base (FIB), usethe show ip cef unresolved
command in user EXEC or privileged EXEC mode.

show ip cef unresolved [detail | epoch epoch-number | internal | platform | source]
Cisco 10000 Series Routers

show ip cef unresolved [detail | internal | platform]

Syntax Description detail (Optional) Displays detailed FIB entry information.

epoch epoch-number (Optional) Displays the basic unresolved routes filtered by a
specified epoch number. The epoch number range is from 0 to 255.

internal (Optional) Displays data structures for unresolved routes.

platform (Optional) Displays platform-specific information on unresolved
routes.

source (Optional) Displays source-specific information on unresolved
routes.

Command Modes User EXEC (>)
Privileged EXEC (#)

Command History Release Modification
12.0(22)S This command was introduced.
12.2(13)T This command was integrated into Cisco 10S Release 12.2(13)T.
12.2(14)S This command was integrated into Cisco 10S Release 12.2(14)S.
12.2(25)S The platfor m, sour ce, and epoch keywords were added. The epoch-number
argument was added. The output was changed to list only 1Pv4 unresolved
prefixes.
12.2(28)SB This command was integrated into Cisco 10S Release 12.2(28)SB and
implemented on the Cisco 10000 series routers.
12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.
12.2(33)SXH This command was integrated into Cisco 10S Release 12.2(33)SXH.
12.4(20)T This command was integrated into Cisco 10S Release 12.4(20)T.
Usage Guidelines The show ip cef unresolved detail command displays detailed information for all unresolved FIB
entries.
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show ip cef unresolved W

Sample Outputfor Cisco 10S Releases 12.2(25)S, 12.2(28)SB, 12.2(33)SRA, 12.2(33)SXH, 12.4(20)T, and Later Releases
The following is sample output for the show ip cef unresolved command:

Rout er# show i p cef unresol ved det ai
Prefix Next Hop Interface

Nothing is displayed if no unresolved adjacencies exist. For information about unresolved prefixes for
IPv6, use the show ipv6 unresolved command.

Sample Output for Cisco 10S Releases Before Cisco 10S Release 12.2(25)S
The following is sample output from the show ip cef unresolved command:

Rout er# show i p cef unresol ved

IP Distributed CEF with switching (Table Version 136632)
45776 routes, 13 unresolved routes (0 old, 13 new)
45776 | eaves, 2868 nodes, 8441480 bytes, 136632 inserts, 90856 invalidations
1 load sharing el enents, 208 bytes, 1 references
1 CEF resets, 1 revisions of existing |eaves
refcounts: 527292 |eaf, 465617 node
10. 214. 0.0/ 16, version 136622
0 packets, 0 bytes
via 172.17.233.56, 0 dependencies, recursive
unr esol ved
10. 215. 0. 0/ 16, version 136623
0 packets, 0 bytes
via 172.17.233.56, 0 dependencies, recursive
unr esol ved
10.218. 0. 0/ 16, version 136624
0 packets, 0 bytes

Cisco 10000 Series Router Example
The following is sample output from the show ip cef unresolved command:

Rout er# show i p cef unresol ved

10.214. 0.0/ 16, version 136622

0 packets, 0 bytes
via 172.17.233.56, O dependencies, recursive
unr esol ved

10. 215. 0. 0/ 16, version 136623

0 packets, 0 bytes
via 172.17.233.56, 0 dependencies, recursive
unr esol ved

10. 218. 0. 0/ 16, version 136624

0 packets, 0 bytes

Related Commands

Command Description

show cef interface Displays Cisco Express Forwarding interface information.
show ip cef Displays entriesin the FIB.

show ip cef summary Displays a summary of the entriesin the FIB.

show ipv6 unresolved Displays unresolved entries in the IPv6 FIB.
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show ip cef vlan

To display the information about the IP Cisco Express Forwarding VLAN interface status, the
configuration, and the prefixes for a specific interface, use the show ip cef vian command in user EXEC
or privileged EXEC mode.

show ip cef vlan vlan-id [detail]

Syntax Description

Defaults

Command Modes

vian-id VLAN number; valid values are from 1 to 4094.

detail (Optional) Displays the detailed information about the IP Cisco Express
Forwarding VLAN interface.

This command has no default settings.

User EXEC (>)
Privileged EXEC (#)

Command History

Examples

Release Modification

12.2(14)SX Support for this command was introduced on the Supervisor Engine 720.

12.2(17d)SXB  Support for this command on the Supervisor Engine 2 was extended to
Release 12.2(17d)SXB.

12.2(33)SRA  This command was integrated into Cisco 10S Release 12.2(33)SRA.

This example shows how to display the prefixes for a specific VLAN. The fields shown in the display
are self-explanatory.

Rout er> show i p cef vlan 1003

Prefix Next Hop Interface
0.0.0.0/0 172.20.52.1 Fast Et hernet 3/ 3
0.0.0.0/32 receive

10.7.0.0/ 16 172.20.52.1 Fast Et hernet 3/ 3
10. 16. 18. 0/ 23 172.20.52.1 Fast Et hernet 3/ 3
Rout er >

This example shows how to display detailed IP Cisco Express Forwarding information for a specific
VLAN. The fields shown in the display are self-explanatory.

Rout er> show i p cef vlan 1003 detail

IP Distributed CEF with switching (Table Version 2364), flags=0x0
1383 routes, O reresolve, 0 unresolved (0 old, 0 new)
1383 | eaves, 201 nodes, 380532 bytes, 2372 inserts, 989 invalidations
0 load sharing elements, 0 bytes, O references
uni versal per-destination |oad sharing algorithm id 9B6C9823
3 CEF resets, O revisions of existing | eaves
refcounts: 54276 |eaf, 51712 node
Adj acency Tabl e has 5 adj acenci es
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To display the Cisco Express Forwarding forwarding table associated with a Virtual Private Network
(VPN) routing/forwarding instance (VRF), use the show ip cef vrf command in privileged EXEC mode.

showipcefvii W

show ip cef vrf vrf-name [ip-prefix [mask [longer -pr efixes]] [detail] [output-modifiers]] [interface
interface-number] [adjacency [interface interface-number] [detail] [discard] [drop] [glean]
[null] [punt] [output-modifiers]] [detail [output-modifier s]] [non-recursive [detail]
[output-modifiers]] [summary [output-modifiers]] [traffic [prefix-length] [output-modifiers]]
[unresolved [detail] [output-modifiers]]

Syntax Description

Command Modes

vrf-name Name assigned to the VRF.
ip-prefix (Optional) IP prefix of entries to show, in dotted decimal format (A.B.C.D).
mask (Optional) Mask of the I P prefix, in dotted decimal format.

longer-prefixes

(Optional) Displays table entries for all of the more specific routes.

detail

(Optional) Displaysdetailed information for each Cisco Express Forwarding
table entry.

output-modifiers

(Optional) For alist of associated keywords and arguments, use
context-sensitive help.

interface (Optional) Type of network interface to use: ATM, Ethernet, L oopback,
packet over SONET (POS) or Null.

interface-number Number identifying the network interface to use.

adjacency (Optional) Displays all prefixes resolving through adjacency.

discard (Optional) Discards adjacency.

drop (Optional) Drops adjacency.

glean (Optional) Gleans adjacency.

null (Optional) Nulls adjacency.

punt (Optional) Punts adjacency.

non-recursive

(Optional) Displays only nonrecursive routes.

summary (Optional) Displays a Cisco Express Forwarding table summary.
traffic (Optional) Displays traffic statistics.

prefix-length (Optional) Displays traffic statistics by prefix size.

unresolved (Optional) Displays only unresolved routes.

Privileged EXEC (#)

Command History

Release Modification

12.0(5)T This command was introduced.

12.0(21)ST This command was integrated into Cisco 10S Release 12.0(21)ST.
12.0(23)S This command was integrated into Cisco 10S Release 12.0(23)S.
12.2(13)T This command was integrated into Cisco 10S Release 12.2(13)T.
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Release Modification

12.2(14)S This command was integrated into Cisco 10S Release 12.2(14)S.
12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.
12.2SX This command is supported in the Cisco 10S Release 12.2SX train. Support

in aspecific 12.2SX release of this train depends on your feature set,
platform, and platform hardware.

Usage Guidelines

Examples

12.2(33)SRE This command was modified. Support for the BGP best external and BGP
additional path features was added.

12.2(33)XNE This command was integrated into Cisco 10S Release 12.2(33)XNE.

Cisco 10S XE This command was integrated into Cisco 10S XE Release 2.5.

Release 2.5

Used with only the vrf-name argument, the show ip cef vrf command shows a shortened display of the
Cisco Express Forwarding table.

Used with the detail keyword, the show ip cef vrf command shows detailed information for all
Cisco Express Forwarding table entries.

This example shows the forwarding table associated with the VRF called vrf1:

Router# show ip cef vrf vrfl

Prefix Next Hop Interface
0.0.0.0/32 receive

10.11.0.0/8 10.50.0.1 Et hernet1/ 3
10.12.0.0/8 10.52.0.2 PGs6/ 0
10.50.0.0/8 att ached Et hernet 1/ 3
10. 50. 0. 0/ 32 receive

10.50.0.1/32 10.50.0.1 Et hernet1/ 3
10. 50. 0. 2/ 32 receive

10. 50. 255. 255/ 32 receive

10.51.0.0/8 10.52.0.2 PGs6/ 0

10. 224.0. 0/ 24 receive

10. 255. 255. 255/ 32 receive

The following sample output from the show ip cef vrf vrf-name ip-prefix detail command shows the
recursive-via-host and recursive-via-connected flags:

Router# show ip cef vrf vpnl 10.51.10.1 detai

10.51.10.1/ 24, epoch 0, flags rib defined all |abels
local |abel info: other/24
recursive via 10.6.16.6 | abel 23
next hop 10.2.3.3 Ethernet1/0 | abel 17
recursive via 10.1.2.1, repair
attached

Table 47 describes the fields shown in the example.
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Table 47 show ip cef vrf Field Descriptions
Field Description
Prefix Specifies the network prefix.
Next Hop Specifies the Border Gateway Protocol (BGP) next hop address.
Interface Specifies the VRF interface.
Related Commands  Command Description
show ip route vrf Displays the IP routing table associated with a VRF.
show ip vrf Displays VRF interfaces.
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show ip cef with epoch

To display Cisco Express Forwarding Forwarding Information Base (FIB) information filtered for a
specific epoch, use the show ip cef with epoch command in privileged EXEC mode.

show ip cef with epoch epoch-number [checksum | detail | internal [checksum] | platform
[checksum | detail | internal [checksum]]]

Syntax Description

Command Modes

epoch-number

Number of the epoch, from 0 to 255.

checksum (Optional) Displays FIB entry checksums.

detail (Optional) Displays detailed information about FIB epochs.
internal (Optional) Displays internal data structure information.
platform (Optional) Displays platform-specific data structures.

Privileged EXEC (#)

Command History

Usage Guidelines

Examples

Release Modification

12.2(25)S This command was introduced.

12.2(28)SB This command was integrated into Cisco 10S Release 12.2(28)SB.
12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.
12.2(33)SXH This command was integrated into Cisco 10S Release 12.2(33)SXH.
12.4(20)T This command was integrated into Cisco |0S Release 12.4(20)T.

Use this command to display information about prefix properties for a specified epoch in the
Cisco Express Forwarding FIB. This command is similar to the show ipv6 cef with epoch command,
except that it is IPv4 specific. Use the show ip cef epoch command to display the epoch number.

The following is sample output from the show ip cef with epoch command:

Rout er# show i p cef with epoch 0

Prefix

0.0.0.0/0
0.0.0.0/8
0.0.0.0/32
10.1.1.1/32
127.0.0.0/8
224.0.0.0/ 4
224.0.0.0/ 24
240.0.0.0/ 4

255. 255. 255. 255/ 32

Next Hop Interface
no route

drop

receive

receive Loopback0
drop

drop

receive

drop

receive
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Table 48 describes significant fields shown in the display.

Table 48  show ip cef with epoch Field Descriptions

Field Description

Prefix IP addresses in the FIB associated with the specified epoch.

Next Hop What happens to the packet at the next hop.

Interface Either the egressinterface for the forwarded packet or the interface on which
the packet is received.

The following is sample output from the show ip cef with epoch detail command:
Rout er# show i p cef with epoch 15 detail

| Pv4 CEF is enabled and running

VRF Defaul t:

9 prefixes (9/0 fwd/ non-fwd)

Table id O

Dat abase epoch: 0 (9 entries at this epoch)

Table 49 describes significant fields shown in the display.

Table 49  show ip cef with epoch detail Field Descriptions

Field Description

IPv4 CEF is enabled and running States whether Cisco Express Forwarding is enabled and
running.

VRF Default VREF table, in thisinstance, the default VRF.

9 prefixes ((9/0 fwd/non-fwd) Number of prefixesin the VRF, how many of them are
forwarded, and how many are not forwarded.

Tableid 0 Table identification number.

Database epoch: 0 (9 entries at this Value of the database epoch and number of entriesin the

epoch) epoch.

The following is sample output from the show ip cef with epoch checksum command:

Rout er# show i p cef with epoch 0 checksum

0.0.0.0/0

FI B checksum 0x353023B8
0.0.0.0/8

FI B checksum 0x6AAA2DEF
0.0.0.0/32

FI B checksum 0xC9136D79
10.1.1.1/32

FI B checksum O0x2DD79A12
127.0.0.0/8

FI B checksum O0x06E2709F
224.0.0.0/ 4

FI B checksum O0xC59D5F03
224.0.0.0/ 24

FI B checksum 0x9A64B149
240.0.0.0/ 4

FI B checksum 0x891B2D02
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255, 255. 255. 255/ 32
FI B checksum O0x72C832F4

Table 50 describes significant fields shown in the display.

Table 50  show ip cef with epoch checksum Field Descriptions

Field Description
10.1.1.1/32 Prefix in epoch 0.
FIB checksum: 0x2DD79A12 FIB checksum associated with the named prefix.

The following is sample output from the show ip cef with epoch platform command:

Router# show ip cef with epoch 0 platform

0.0.0.
0.0.0.0/8
0.0.0.0/ 32 receive
10.1.1.1/32 receive
127.0.0.0/8

224.0.0.0/4 nulticast
224.0.0.0/24 multicast
240.0.0.0/ 4

255. 255, 255. 255/ 32 receive

Table 51 describes significant fields shown in the display.

Table 51  show ip cef with epoch platform Field Descriptions

Field Description
10.1.1.1/32 receive Receive prefix in the specified database epoch.
224.0.0./4 multicast Multicast address in the specified database epoch.
Related Commands =~ Command Description
show ip cef Displays entries in the FIB or displays a summary of the FIB.
show ip cef epoch Displays epoch information for the adjacency table and all FIB tables.

show ipv6 cef with epoch Displays Cisco Express Forwarding |Pv6 FIB information filtered for
a specific epoch.
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show ip cef with source W

To display Cisco Express Forwarding Information Base (FIB) information filtered for a specific source,
use the show ip cef with source command in privileged EXEC mode.

show ip cef with source source-type [checksum | detail | epoch | internal [checksum] | platform
[checksum | detail | internal [checksum]]]

Syntax Description source-type The source-type argument must be replaced by one of the following
keywords that are supported for your release.

Keywords for all supported Cisco |OS Releases:

alias—Displays alias address prefix sources in the Cisco Express
Forwarding FIB.

broadband—Displays broadband receive prefix sourcesin the
Cisco Express Forwarding FIB.

fallback—Displaysfallback lookup prefix sourcesin the Cisco Express
Forwarding FIB.

inter face—Displays interface configuration prefix sourcesin the
Cisco Express Forwarding FIB.

NAT—Displays Network Address Translation (NAT) prefix sourcesin
the Cisco Express Forwarding FIB.

rib—Displays Routing Information Base (RIB) prefix sourcesin the
Cisco Express Forwarding FIB.

special—Displays special prefix sources in the Cisco Express
Forwarding FIB.

test—Displays test command prefix sources in the Cisco Express
Forwarding FIB.

virtual—Displays virtual address prefix sources in the Cisco Express
Forwarding FIB, for example, Virtual Router Redundancy Protocol
(VRRP) and Hot Standby Router Protocol (HSRP) addresses.

Additional keywords for Cisco |OS Releases 12.2(25)S, 12,2(28)SB,
12.2(33)SRA, and later releases:

adjacency—Displays adjacency prefix sources in the Cisco Express
Forwarding FIB.

default-route—Displays default route handler prefix sourcesin the
Cisco Express Forwarding FIB.

inherited-path-list—Displays inherited path list prefix sourcein the
Cisco Express Forwarding FIB.

Additional keywords for Cisco |OS Releases 12.2(33)SXH, 12.4(20)T, and
later SX and T releases:

adj—Displays adjacency prefix sourcesin the Cisco Express orwarding
FIB.
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e defnet—Displays default network prefix sources in the Cisco Express
Forwarding FIB.

e defroutehandler—Displays default route handler prefix sourcesin the
Cisco Express Forwarding FIB.

e ipl—Displaysinherited path list prefix source in the Cisco Express
Forwarding FIB.

Additional keywords for Cisco |OS Release 12.2(33)SXH and later SX
releases only:

e |te—Displays Multiprotocol Label Switching (MPLS) label table
entries.

e recursive-resolution—Displays recursive resolution prefix sourcesin
the Cisco Express Forwarding FIB.

checksum (Optional) Displays FIB entry checksums.

detail (Optional) Displays detailed information about FIB epochs.

epoch (Optional) Displays information about epochs associated with the source
prefix.

internal (Optional) Displays internal data structure information.

platform (Optional) Displays platform-specific data structures.

Command Modes Privileged EXEC (#)

Command History Release Modification
12.2(25)S This command was introduced.
12.2(28)SB This command was integrated into Cisco |0S Release 12.2(28)SB.
12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.
12.2(33)SXH This command was integrated into Cisco 10S Release 12.2(33)SXH.
12.4(20)T This command was integrated into Cisco 10S Release 12.4(20)T.

Usage Guidelines Use this command to filter on a specified type of source prefix in the Cisco Express Forwarding FIB.

Examples The following is sample output from the show ip cef with source rib command:

Rout er# show ip cef with source rib

Prefix Next Hop Interface
10.1.1.1/32 receive Loopback0

Cisco 10S IP Switching Command Reference
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Table 52 describes the significant fields shown in the display.

Table 52  show ip cef with source rib Field Descriptions

Field Description

Prefix List of prefixesin the Cisco Express Forwarding FIB whose source is the
Routing Information Base (RIB).

Next Hop Next-hop address, in general.

Interface Either an egress interface or receive interface.

The following is sample output from the show ip cef with source fib detail command:

Rout er# show i p cef with source rib detail

| Pv4 CEF is enabled and running

VRF Defaul t:

9 prefixes (9/0 fwd/ non-fwd)

Table id O

Dat abase epoch: 0 (9 entries at this epoch)

10.1.1.1/32, epoch 0, flags attached, connected, receive
Interface source: LoopbackO
recei ve for LoopbackO

Table 53 describes the significant fields shown in the display.

Table 53  show ip cef with source rib detail Field Descriptions

Field Description

VRF Default Default VRF table.

9 prefixes (9/0 Fwd/non-fwd) Number of prefixesin the VRF, how many of then are
forwarded, and how many or not forwarded.

Tableid O Table identification number.

Database epoch: Number of the epoch (0) and number of entriesin the epoch.

0 (9 entries at this epoch)

10.1.1.1/32, epoch O, flags attached, Details about the prefix: the epoch in which it is found, and
connected, receive the flags that are set for the prefix:

e attached—Prefix is connected to a network

¢ connected—Prefix includes an address that is bound to
an interface on the device

e receive—Prefix is punted to and handled by the Process
code rather than Cisco Express Forwarding

Interface source: LoopbackO Indicates that the source interface for the prefix was an
interface, specifically Interface L oopbackO.
receive for LoopbackO Indicates that the prefix is areceive type for the L ookback

interface. Traffic matching this prefix will be punted to the
process level and handled by the process code.
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Related Commands =~ Command Description
show ip cef Displays entries in the FIB or displays a summary of the FIB.
show ip cef with epoch Displays Cisco Express Forwarding FIB information filtered for a
specific epoch.

show ipv6 cef with epoch Displays Cisco Express Forwarding IPv6 FIB information filtered for
a specific epoch.

show ipv6 cef with source Displays Cisco Express Forwarding IPv6 FIB information filtered for
a specific source.
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show ip mds forwarding

To display the Multicast Forwarding Information Base (MFIB) table and forwarding information for
multicast distributed switching (MDS) on aline card, use the show ip mdsforwar ding command in user
EXEC or privileged EXEC mode.

show ip mds forwarding [group-address] [source-address]

Syntax Description group-address (Optional) Address of the IP multicast group for which to display the MFIB
table.
source-address (Optional) Address of the source of IP multicast packetsfor which to display the
MFIB table.

Command Modes User EXEC (>)
Privileged EXEC (#)

Command History Release Modification
11.2(11)GS This command was introduced.
12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.
12.2SX This command is supported in the Cisco |OS Release 12.2SX train. Support

in a specific 12.2SX release of this train depends on your feature set,
platform, and platform hardware.

Usage Guidelines Use thiscommand on the line card. Thiscommand displaysthe MFIB table, forwarding information, and
related flags and counts.

N

Note  To reach the console for aline card, enter attach slot# (slot number where the line card resides).

On a Gigabit Switched Router (GSR) only, line card commands can be executed from the Route
Processor (RP) using the following syntax: execute [slot slot-number | all] command.

The command argument is any of the line card show commands, such as show ip mds summary and
show ip mds forward.

Examples The following is sample output from the show ip mds forwarding command:
Rout er# show i p nds forwarding
I'P multicast MDFS forwarding information and statistics:
Flags: N - Not MDFS switchable, F - Not all MJFS switchable, O- OF Null
R - In-ratelimt, A- In-access, M- MU nmsmtch, P - Register set

Interface state: Interface, Next-Hop, Mac header

(*, 224.2.170.73),

Cisco 10S IP Switching Command Reference
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Incomng interface: Null
Pkts: 0, last used: never, Kbps: 0, fast-flags: N
Qutgoing interface list: Null

(172.17.62.86, 224.2.170.73) [31]
Incom ng interface: Fddi 3/0/0
Pkts: 3034, |ast used: 00:00:00, Kbps: 0, fast-flags: M
Qutgoing interface list:

Table 54 describes the significant fields shown in the display.

Table 54 show ip mds forwarding Field Descriptions

Field Description

(172.17.62.86, Source and group addresses. The number in brackets is the hash bucket for

224.2.170.73) [31]) the route.

Incoming interface Expected interface for a multicast packet from the source. If the packet is
not received on this interface, it is discarded.

Pkts Total number of packets switched by the entry in the table.

last used: Time when this MFIB entry was used to switch a packet.

Kbps: Kilobits per second of the switched traffic.

Outgoing interface list  |Interfaces through which packets will be forwarded.
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show ip mds interface

To display Multicast Distributed Switching (MDS) information for all the interfaces on theline card, use
the show ip mds interface command in user EXEC or privileged EXEC mode.

show ip mdsinterface [vrf vrf-name]

Syntax Description vrf (Optional) Supports the Multicast Virtual Private Network (VPN) routing and
forwarding instance (VRF).
vrf-name (Optional) Name assigned to the VRF.

Command Modes User EXEC (>)
Privileged EXEC (#)

Command History Release Modification

11.0 This command was introduced.

11.2(11)GS This command was integrated into Cisco 10S Release 11.2(11)GS.

12.0(23)S The vrf keyword and vrf-name argument were added.

12.2(13)T This command was integrated into Cisco |0S Release 12.2(13)T.

12.2(14)S This command was integrated into Cisco 10S Release 12.2(14)S.
12.2(18)SXE  Support for this command was introduced on the Supervisor Engine 720 only.
12.2(33)SRA  This command was integrated into Cisco 10S Release 12.2(33)SRA.

Examples The following is sample output from the show ip mds interface command:

Rout er# show i p nds interface

Interface SW Il ndex HWIndex HWIDB FS Vector VRF

Et hernet 1/0/0 2 1 0x60C2DB40 0x602FB7A4 def aul t
Et hernet1/0/1 3 2 0x60C32280 0x603D52B8 def aul t
Et hernet 1/ 0/ 2 4 3 0x60C35E40 0x602FB7A4 defaul t
Et hernet 1/ 0/ 3 5 4 Ox60C39E60 0x603D52B8 def aul t
Et hernet 1/ 0/ 4 6 5 0x60C3D780 0x602FB7A4 defaul t
Et hernet 1/ 0/ 5 7 6 0x60C41140 O0x602FB7A4 defaul t
Et hernet 1/ 0/ 6 8 7 0x60C453A0 O0x602FB7A4 def aul t
Et hernet 1/ 0/ 7 9 8 0x60C48DC0  0x602FB7A4 defaul t
PCs2/ 0/ 0 10 9 0x0 def aul t
PCOS3/0/ 0 11 10 0x0 def aul t
Virtual - Accessl 13 11 0x0 def aul t
LoopbackO 14 12 0x0 def aul t
Tunnel 0 15 23 0x61C2E480 0x603D52B8 vrfl
Tunnel 1 16 24 0x61C267E0 0x603D52B8 vrf2
Et hernet1/0/3.1 17 4 Ox60C39E60 0x603D52B8 vrfl
Et hernet 1/ 0/ 3. 2 18 4 0x60C39E60 0x603D52B8 vrf2
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Table 55 describes the significant fields shown in the display.

Table 55 show ip mds interface Field Descriptions

Field Description

Interface The specified interface.

SW-Index Software index.

HW-1ndex Hardware index.

HW IDB Hardware interface description block.
FS Vector Fast Switching Vector.

VRF

VPN routing/forwarding instance.
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To display multicast distributed switching (MDS) statistics, use the show ip mds stats command in user
EXEC or privileged EXEC mode.

show ip mds stats W

show ip mds stats { switching | linecard | ipc-msg}

Syntax Description switching Displays switching statistics.
linecard Displays line card statistics.
ipc-msg Displays Interprocess Communication (IPC) message statistics.

Command Modes

User EXEC (>)
Privileged EXEC (#)

Command History Release Modification
11.2(11)GS This command was introduced.
12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.
12.2SX This command is supported in the Cisco |OS Release 12.2SX train. Support
in a specific 12.2SX release of this train depends on your feature set,
platform, and platform hardware.
12.0(33)S This command was modified. The ipc-msg keyword was added.

Usage Guidelines

The switching and linecard keywords are available only on the Route Processor (RP). The ipc-msg
keyword is available on both the RP and line card (LC).

Examples The following is sample output from the show ip mds stats command with the switching keyword:
Rout er# show ip nds stats switching
Sl ot Tot al Swi t ched Dr ops RPF Punt s Fai l ures
(swi tch/cl one)
1 0 0 0 0 4 0/0
3 20260925 18014717 253 93 2247454 1/0
Table 56 describes the fields in the display.
Table 56  show ip mds stats switching Field Descriptions
Field Description
Slot Slot number for the line card.
Total Total number of packets received.
Switched Total number of packets switched.
Drops Total number of packets dropped.
Cisco 10S IP Switching Command Reference
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Table 56  show ip mds stats switching Field Descriptions (continued)

Field Description

RPF Total number of packets that failed reverse path forwarding (RPF) lookup.

Punts Total number of packets sent to the RP because the line card could not switch
them.

Failures Times that the RP tried to switch but failed because of lack of resources or

(switch/clone)

clone for the RSP only; failed to get a packet clone.

The following is sample output from the show ip mds stats command with the linecard keyword:

Rout er# show i p nds stats |inecard

Sl ot St at us
1 active
3 active

| PC(seq/ max) Q hi gh/route) Rel oads
10560/ 10596 0/0 9
11055/ 11091 0/0 9

Table 57 describes the fields in the display.

Table 57  show ip mds stats linecard Field Descriptions

Field Description

Slot Slot number for the line card.

Status MDS line card status.

I PC(seg/max) MDS IPC message sequence number and maxi mum sequence number for the
linecard.

Q(high/route) Length of the high and normal priority MDS IPC queue.

Reloads The number of MDS downloads that happened in the line card.

Thefollowing is sample output from aline card using the show ip mds stats command with theipc-msg

keyword:

Router# show ip nmds stats ipc-nsg

MDFS | PC stats information

MDFS Rel oad stats

Full rel oad request:
LC di sabl e request :

1 Parti al
0

rel oad request: O

MDFS i pc nessages sent

line card stats
hwi db stats

flow control nsg

MDFS al ert messages received

mdf s enabl e al ert
clear all alert

spd al ert

route limt alert
punt limt alert

: 494394 mdb stats . 38421
: 4775 swidb stats : 4805
6981 clear nroute nsg 0
306 tabl e2 size alert 0
206 clear stats alert 0
: 714 svd alert . 303
4 source limt alert 5

707
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MDFS i pc nessages received

mdt ngi d ext slotrmask nsg: 6

nmdb msg : 11866 m db nsg . 749592
oir hwidb nsg: 51 hwi db erase nsg . 51
oir swidb nsg: 51 swi db erase nsg Y

rpdf nsg 0 fwd table erase nsg: 0

mvrf ext slotmask nsg: 719

Table 58 describes the fields in the display.

Table 58

show ip mds stats ipc-msg switching Field Descriptions

Field

Description

MDFS Reload stats

Full reload request

Number of full multicast distributed switching (MDS) download requests
sent.

Partial reload request

Number of partial MDS download requests sent.

L C disable request

Number of requests sent to disable MDS on the line card.

MDFS ipc messages sent

line card stats Number of line card statistic messages sent.

mdb stats Number of Multicast Descriptor Block (MDB) statistics messages sent.

hwidb stats Number of hardware I nterface Descriptor Block (HWIDB) statistics messages
sent.

swidb stats Number of software Interface Descriptor Block (SWIDB) statistics messages

sent.

flow control msg

Number of flow control messages sent.

clear mroute msg

Number of clear multicast route (mroute) messages sent.

MDFS alert messages

received

mdfs enable alert

Number of multicast distributed fast switching (M DFS) enable al ert messages
received.

table2 size alert

Number of table2 size alert messages received.

clear all alert

Number of clear all alert messages received.

clear stats alert

Number of clear statistics alert messages received

spd alert

Number of selective packet discard (SPD) alert messages received.

svd alert

Number of singular value decomposition (SVD) alert messages received.

route limit alert

Number of mroute limit alert messages received.

source limit alert

Number of sources per group limit alert messages received.

punt limit alert

Number of MDFS punt limit alert messages received.

M DFS ipc messages received

gdb msg Number of GDB messages received.

mdb msg Number of MDB messages received.

midb msg Number of multicast interface data block (MIDB) messages received.
hwidb msg Number of HWIDB messages received.
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Table 58 show ip mds stats ipc-msg switching Field Descriptions (continued)
Field Description
oir hwidb msg Number of HWIDB online insertion and removal (OIR) messages received.

hwidb erase msg

Number of HWIDB erase messages received.

swidb msg

Number of SWIDB messages received.

oir swidb msg

Number of SWIDB OIR messages received.

swidb erase msg

Number of SWIDB erase messages received.

mdt msg

Number of Multicast Distribution Tree (MDT) messages received.

rpdf msg

Number of rendezvous point designated forwarder (RPDF) messages
received.

fwd table erase msg

Number of MDFS forwarding table erase messages received.

mdt mgid ext
slotmask msg

Number of MDFS MDT multicast global identifier (MGID) extended
slotmask messages received.

mvrf ext slotmask
msg

Number of MDFS Multicast Virtual Routing and Forwarding (MVRF)
extended slotmask messages received.

March 2011 |



show ip mds summary W

show ip mds summary

Syntax Description

Command Modes

To display a summary of the Multicast Forwading Information Base (MFIB) table for multicast
distributed switching (MDS), use the show ip mds summary command in user EXEC or privileged
EXEC mode.

show ip mds summary

This command has no arguments or keywords.

User EXEC (>)
Privileged EXEC (#)

Command History

Usage Guidelines

Release Modification

11.2(11)GS This command was introduced.

12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.
12.2SX This command is supported in the Cisco |OS Release 12.2SX train. Support

in a specific 12.2SX release of this train depends on your feature set,
platform, and platform hardware.

Use this command on aline card. On a Gigabit Switched Router (GSR) only, line card commands can
be executed from the Route Pricessor (RP) using the following syntax:

execute [slot slot-number | all] command

The command argument is any of theline card show commands, such as show ip mdssummary or show
ip mds forward.

Examples The following is sample output from the show ip mds summary command:
Rout er# show i p mds sunmary
I'P multicast MDFS forwarding information and statistics:
Flags: N - Not MDFS switchable, F - Not all MJFS switchable, O- OF Null
R - In-ratelimt, A- In-access, M- MU m smatch, P - Register set
Interface state: Interface, Next-Hop, Mac header
(*, 224.2.170.73),
Incomng interface: Null
Pkts: 0, last used: never, Kbps: 0, fast-flags: N
(172.17.62.86, 224.2.170.73) [31]
Incom ng interface: Fddi 3/0/0
Pkts: 3045, |ast used: 00:00:03, Kbps: 0, fast-flags: M
(172.22.3.7, 224.2.170.73) [334]
Incom ng interface: Fddi 3/0/0
Pkts: 0, last used: never, Kbps: 0, fast-flags: M
Cisco 10S IP Switching Command Reference
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Table 59 describes the significant fields in the display.

Table 59 show ip mds summary Field Descriptions

Field Description

(172.17.62.86, 224.2.170.73) Source and group addresses. The number in brackets is the hash

[31] bucket for the route.

Incoming interface Expected interface for a multicast packet from the source. If the
packet is not received on this interface, it is discarded.

Pkts Total number of packets switched by that entry.

last used Time when this MFIB entry was used to switch a packet.

Kbps Kilobits per second of the switched traffic.
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To display the global or system-wide IP traffic statistics for one or more interfaces, use the show ip
traffic command in user EXEC or privileged EXEC mode.

show ip traffic

show ip traffic [interface type number]

Syntax Description

Command Default

Command Modes

interface type number

(Optional) Displays the global or system-wide IP traffic statistics for a
specific interface. If the interface keyword is used, the type and number
arguments are required.

Using the show ip traffic command with no keywords or arguments displays the global or system-wide
IP traffic statistics for all interfaces.

User EXEC (>)

Privileged EXEC (#)

Command History

Usage Guidelines

Release Modification

10.0 This command was introduced.

12.2 The output was enhanced to display the number of keepalive, open, update,
route-refresh request, and notification messages received and sent by a
Border Gateway Protocol (BGP) routing process.

12.2(25)S The command output was modified.

12.2(28)SB This command was integrated into Cisco 10S Release 12.2(28)SB and
implemented on the Cisco 10000 series routers.

12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.

12.2(33)SXH This command was integrated into Cisco 10S Release 12.2(33)SXH.

12.4(20)T This command was integrated into Cisco 10S Release 12.4(20)T.

12.2(33)SXH5 This command was modified. The output was changed to display the ARP
(proxy) reply counter as the number of ARP replies for real proxies only.

Cisco I0OS XE This command was integrated into Cisco 10S XE Release 3.1S. This

Release 3.1S command was modified to include the optional interface keyword and
associated type and number arguments. These modifications were made to
provide support for the IPv4 MIBs as described in RFC 4293: Management
Information Base for the Internet Protocol (IP).

15.1(4)M This command was modified. The optional interface keyword and

associated type and number arguments were added. These modifications
were made to provide support for the IPv4 MIBs as described in RFC 4293,
Management Information Base for the Internet Protocol (1P).

Using the show ip traffic command with the optional interface keyword displays the iplfStatsTable
counters for the specified interface if IPv4 addressing is enabled.
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Examples The following is sample output from the show ip traffic command:

Router# show ip traffic

I P statistics:

Rcvd

Opt s:

Frags:

Bcast :
Mcast :

Sent :
Dr op:

Dr op:

27 total, 27 local destination

0O format errors, 0 checksumerrors, 0 bad hop count
unknown protocol, O not a gateway

security failures, 0 bad options, O with options
end, O nop, O basic security, O |oose source route
ti mestanp, 0 extended security, O record route
stream I D, O strict source route, 0 alert, 0 cipso
ot her

reassenbl ed, 0 tineouts, O couldn't reassenble
fragmented, O couldn't fragnent

7 received, 0 sent

received, 0 sent

generated, 0 forwarded

encapsul ation failed, O unresolved, 0 no adjacency
no route, O unicast RPF, 0 forced drop

packets with source | P address zero

OO O0OO0OONOODOOOOOO

| CWP statistics:
format errors, 0 checksumerrors, O redirects, O unreachable
, 0 quench

Rcvd

Sent :

0
0

0
0
0
0
0
0
0

echo, 0 echo reply, 0 nask requests, O mask replies
paraneter, O timestanp, O info request, 0 other
irdp solicitations, O irdp advertisenents

time exceeded, O timestanp replies, 0 info replies
redirects, O unreachable, 0 echo, 0 echo reply

, 0 unp

mask requests, 0 nmask replies, 0 quench, 0 tinestanp

inforeply, O time exceeded, O paraneter problem
irdp solicitations, O irdp advertisenents

BGP statistics:
Rcvd: O total, O opens, 0 notifications, O updates

Sent :

0
0
0

keepal i ves, O route-refresh, 0 unrecognized
total, O opens, O notifications, O updates
keepal i ves, O route-refresh

El GRP-1 Pv4 statistics:
Rcvd: 0O total

Sent :

0

tot al

TCP statistics:
Rcvd: O total, O checksumerrors, 0 no port

Sent :

0

tot al

Pl Mv2 statistics: Sent/Received

Tot al :

0/0, 0 checksumerrors, 0 format errors

Regi sters: 0/0 (0 non-rp, O non-smgroup), Register Stops
Join/Prunes: 0/0, Asserts: 0/0, grafts: 0/0

Boot straps: 0/0, Candidate_RP_Advertisenments: 0/0
State-Refresh: 0/0

| GWP statistics: Sent/Received

Tot al :

0/0, Format errors: 0/0, Checksumerrors: 0/0

Host Queries: 0/0, Host Reports: 0/0, Host Leaves: 0/0
DVMRP: 0/0, PIM 0/0

UDP statistics:
Rcvd: 185515 total, O checksum errors, 185515 no port

Sent :

0

total, O forwarded broadcasts

0/ 0,

Hel | os

0/0
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OSPF statistics:
Rcvd: O total, O checksumerrors
0 hello, O database desc, 0 link state req
0 link state updates, 0 link state acks

Sent: O total
0 hello, O database desc, O link state req
0 link state updates, 0 link state acks

Probe statistics
Rcvd: 0 address requests, 0 address replies
0 proxy nane requests, 0 where-is requests, 0 other
Sent: 0 address requests, O address replies (0 proxy)
0 proxy nane replies, 0 where-is replies

ARP statistics:
Rcvd: 1477 requests, 8841 replies, 396 reverse, 0 other
Sent: 1 requests, 20 replies (0 proxy), O reverse
Drop due to input queue full: O

The following is sample output from the show ip traffic command for Ethernet interface 0/0:

Router# show ip traffic interface ethernet 0/0

Et hernet0/0 IP-1F statistics
Rcvd: 99 total, 9900 total _bytes
0 format errors, 0 hop count exceeded
bad header, 0 no route
bad destination, O not a router
no protocol, O truncated
f or war ded
fragments, 0 total reassenbl ed
reassenbly tinmeouts, O reassenbly failures
di scards, 99 delivers
Sent: 99 total, 9900 total bytes 0 discards
99 generated, 0 forwarded
0 fragmented into, 0 fragments, 0 failed
Mcast: O received, O received bytes
0 sent, O sent bytes
Bcast: O received, 0 sent

[eNeoNeNoNoNelNo)

Cisco 10000 Series Routers Example

The following is sample output from the show ip traffic command when used on a Cisco 10000 series

router:
Router# show ip traffic
I P statistics:

Rcvd: 27 total, 27 local destination
0 format errors, 0 checksumerrors, 0 bad hop count

0 unknown protocol, O not a gateway
0 security failures, 0 bad options, 0 with options
Opts: 0 end, 0 nop, O basic security, O | oose source route
0 tinestanp, 0 extended security, 0 record route
0 streamID, 0 strict source route, O alert, 0 cipso, O unp
0 ot her
Frags: O reassenbled, O tinmeouts, 0 couldn't reassenble
0 fragnmented, 0 couldn't fragnent

Bcast: 27 received, 0 sent
Mcast: O received, 0 sent
Sent: O generated, 0 forwarded
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Drop: O encapsulation failed, O unresolved, 0 no adjacency

0 no route,

0 unicast RPF, 0 forced drop

0 options denied, O source |P address zero

Table 60 describes the significant fields shown in the display.

Table 60  show ip traffic Field Descriptions

Field

Description

format errors

Indicates a gross error in the packet format, such as an impossible I nternet
header length.

bad hop count

Occurs when a packet is discarded because its time-to-live (TTL) field was
decremented to zero.

encapsulation failed

Usually indicates that the router had no Address Resolution Protocol (ARP)
regquest entry and therefore did not send a datagram.

no route

Counted when the Cisco |0S software discards a datagram that it did not
know how to route.

Related Commands Command

Description

clear ip traffic

Clears the global or system-wide IP traffic statistics for one or more
interfaces.
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show ipv6 cef with epoch

To display Cisco Express Forwarding IPv6 Forwarding Information Base (FIB) information filtered for
a specific epoch, use the show ipv6 cef with epoch command in privileged EXEC mode.

show ipv6 cef with epoch epoch-number [checksum | detail | internal [checksum] | platform
[checksum | detail | internal [checksum]]]

Syntax Description

Command Modes

epoch-number

Number of the epoch, from 0 to 255.

checksum (Optional) Displays FIB entry checksums.

detail (Optional) Displays detailed information about FIB epochs.
internal (Optional) Displays internal data structure information.
platform (Optional) Displays platform-specific data structures.

Privileged EXEC (#)

Command History

Usage Guidelines

Examples

Release Modification

12.2(25)S This command was introduced.

12.2(28)SB This command was integrated into Cisco 10S Release 12.2(28)SB.
12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.
12.2(33)SXH This command was integrated into Cisco 10S Release 12.2(33)SXH.
12.4(20)T This command was integrated into Cisco 10S Release 12.4(20)T.

Use this command to display information about prefix properties for a specified epoch in the
Cisco Express Forwarding IPv6 FIB. This command is similar to the show ip cef with epoch command,
except that it is|Pv6 specific. Usethe show ipv6 cef epoch command to display entriesfiltered by epoch

number.

The following is sample output from the show ipv6 cef with epoch command:

Rout er# show i pv6 cef with epoch 0

/0

no route
L1127

di scard
2000::1/128

recei ve for LoopbackO

2000:: 2/ 128

next hop FE80:: ABBB: CCFF: FE0O: 2500 Et her net 0/ 0

2000: : 3/ 128

next hop FE80:: ABBB: CCFF: FEQO: 2602 Et hernet2/0

2000: : 4/ 128

next hop FES80:: A8BB: CCFF: FE0O: 2602 Et hernet 2/0

2001::/64
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attached to Ethernet2/0
2001::1/128

receive for Ethernet2/0
2001::3/128

attached to Ethernet2/0
2001:1::/64

attached to Ethernet0/0
2001:1::1/128

receive for Ethernet0/0
2001:2::/64

next hop FES80:: A8BB: CCFF: FE0O: 2602 Et hernet 2/0
2002::/64

attached to Tunnel O
2002::1/128

receive for Tunnel O
FE80::/ 10

receive for NullO
FF00::/8

receive for NullO

Table 61 describes significant fields shown in the display.

Table 61 show ipv6 cef with epoch Field Descriptions

Field Description

no route No route is associated with the IPv6 prefix.

discard Traffic for this prefix is discarded.

2000::1/128 A receive prefix for interface LoopbackO.

receive for LoopbackO

2000::2/128 An IPv6 prefix that is forwarded to a next-hop address
nexthop (FE80::A8BB:CCFF:FE00:2500) through interface Ethernet 0/0.
FE80::A8BB:CCFF:FE00:2500

Ethernet0/0

2001::/64 This prefix is a connected network on interface Ethernet 0/0.
attached for Ethernet2/0

2001::1/128 A receive prefix for interface Ethernet 0/0.

receive for Ethernet2/0

The following is sample output from the show ipv6 cef with epoch detail command:

Rout er# show i pv6 cef with epoch 0 detai

I Pv6 CEF is enabled and running centrally.

VRF base
16 prefixes (16/0 fwd/ non-fwd)
Table id O
Dat abase epoch: 0 (16 entries at this epoch)

::/0, epoch 0, flags default route handler
no route
111127, epoch 0, flags attached, discard
di scard
2000::1/128, epoch 0, flags attached, connected, receive, |oca
receive for LoopbackO
2000: : 2/ 128, epoch O
next hop FES80:: A8BB: CCFF: FE0O: 2500 Et her net 0/ 0
2000::3/128, epoch 0, flags rib only nolabel, rib defined all |abels
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show ipv6 cef with epoch Il

next hop FE80:: A8BB: CCFF: FE0O: 2602 Et hernet 2/0
2000: : 4/ 128, epoch 0, flags rib only nolabel, rib defined all |abels
next hop FE80: : ABBB: CCFF: FEQ0: 2602 Et hernet2/0

2001::/64, epoch 0, flags attached,

Covered dependent prefixes: 1
notify cover updated: 1
attached to Ethernet2/0

connect ed, cover dependents

2001::1/128, epoch 0, flags attached, receive, |ocal

receive for Ethernet2/0

2001::3/128, epoch 0, flags attached
Adj source: |PV6 adj out of Ethernet2/0, addr 2001::3 02513FD8
Dependent covered prefix type adjfib cover 2001::/64

attached to Ethernet2/0

2001: 1::/64, epoch 0, flags attached, connected

attached to Ethernet0/0

2001:1::1/128, epoch 0, flags attached, receive, |ocal

receive for Ethernet0/0

2001: 2::/64, epoch 0, flags rib only nolabel, rib defined all |abels
next hop FES80:: A8BB: CCFF: FE0O: 2602 Et hernet 2/0

2002::/64, epoch 0, flags attached,

attached to Tunnel O

connect ed

2002::1/128, epoch 0, flags attached, receive, |ocal

recei ve for Tunnel O

FE80: : /10, epoch 0, flags attached,

receive for NullO

FF00::/8, epoch 0, flags attached,

receive for NullO

receive, |ocal

receive, |ocal

Table 62 describes significant fields shown in the display.

Table 62  show ipvé6 cef with epoch detail Field Descriptions

Field

Description

IPv6 CEF is enabled and running
centrally

Indicates that IPv6 CEF is enabled and running on the RP.

VRF base
16 prefixes (16/0 fwd/non-fwd)

Number of prefixesin the VRF, how many of them are
forwarded, and how many are not forwarded.

Tableid 0

Table identification number.

Database epoch
0 (16 entries at this epoch)

Value of the database epoch and number of entriesin the
epoch.

2000::1/128, epoch 0, flags attached,
connected, receive, local
receive for LoopbackO

Provides detail for the table entries. In this example,
2000:1/128 isan IPv6 prefix at epoch 0. The flags set for this
prefix are:

o attached—Prefix is a connected network

e connected—Prefix includes an address that is bound to
an interface on the device

¢ receive—Prefix is punt to and handled by the process
level

¢ local—Prefix is a subset of receive and marks prefixes
that are received by on interface on the device
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The following is sample output from the show ipv6 cef with epoch checksum command:

Rout er# show i pv6 cef with epoch 0 checksum

/0

FI B checksum
21127

FI B checksum
2000::1/128

FI B checksum
2000::2/128

FI B checksum
2000::3/128

FI B checksum
2000: : 4/ 128

FI B checksum

0x64E25610

OxEOB3DE11

O0xDO4E36EC

0x84892BA5

0x912BA720

0x C6D89ADA

Table 63 describes significant fields shown in the display.

Table 63  show ipv6 cef with epoch checksum Field Descriptions

Field

Description

/0

Default route handler. ::/0 prefix matches all addresses. (
::/128 prefix is an exact match for all zero addresses only.)

FIB checksum: 0x64E25610

FIB checksum associated with the named prefix.

Related Commands Command

Description

show ip cef with epoch

Displays Cisco Express Forwarding FIB information filtered for a

specific epoch.

show ipv6 cef

Displays entries in the |Pv6 FIB.

show ipv6 cef epoch

Displays a summary of IPv6 FIB epoch information.
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show ipv6 cef with source

To display Cisco Express Forwarding IPv6 Forwarding Information Base (FIB) filtered for a specific
source, use the show ipv6 cef with source command in privileged EXEC mode.

show ipv6 cef with source source-type [checksum | detail | epoch | internal [checksum] |
platform [checksum | detail | internal [checksum]]]

Syntax Description source-type The source-type argument must be replaced by one of the following
keywords that are supported for your release.

Keywords for all supported Cisco |OS releases:

e alias—Displays alias address prefix sources in the Cisco Express
Forwarding IPv6 FIB.

e broadband—Displays broadband receive prefix sourcesin the
Cisco Express Forwarding IPv6 FIB.

o fallback—Displaysfallback lookup prefix sourcesin the Cisco Express
Forwarding 1Pv6 FIB.

¢ interface—Displays interface configuration prefix sourcesin the
Cisco Express Forwarding |Pv6 FIB.

e nat—Displays Network Address Translation (NAT) prefix sourcesin
the Cisco Express Forwarding |Pv6 FIB.

e rib—Displays Routing Information Base (RIB) prefix sourcesin the
Cisco Express Forwarding IPv6 FIB.

e special—Displays special prefix sourcesin the Cisco Express
Forwarding IPv6 FIB.

e test—Displaystest command prefix sourcesin the Cisco Express
Forwarding IPv6 FIB.

e virtual—Displays virtual address prefix sources in the Cisco Express
Forwarding 1Pv6 FIB, for example, Virtual Router Redundancy
Protocol (VRRP) and Hot Standby Router Protocol (HSRP) addresses.

Additional keywords for Cisco |OS Releases 12.2(25)S, 12,2(28)SB,
12.2(33)SRA, and later SB and SR releases:

e adjacency—Displays adjacency prefix sources in the Cisco Express
Forwardingl Pv6 FIB.

e default-route—Displays default route handler prefix sourcesin the
Cisco Express Forwarding FIB.

e inherited-path-list—Displays inherited path list prefix source in the
Cisco Express Forwarding FIB.

Additional keywords for Cisco |OS Releases 12.2(33)SXH, 12.4(20)T, and
later SX and T releases:

e adj—Displays adjacency prefix sources in the Cisco Express
Forwarding FIB.

Cisco 10S IP Switching Command Reference
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M show ipv6 cef with source

e defnet—Displays default network prefix sources in the Cisco Express
Forwarding IPv6 FIB.

e defroutehandler—Displays default route handler prefix sourcesin the
Cisco Express Forwarding IPv6 FIB.

e ipl—Displaysinherited path list prefix source in the Cisco Express
Forwardingl Pv6 FIB.

Additional keywords for Cisco |OS Releases 12.2(33)SRA, 12.2(33)SXH
and later SR and SX releases:

e recursive-resolution—Displays recursive resolution prefix sourcesin
the Cisco Express Forwarding |Pv6 FIB.

Additional keyword for Cisco 10S Release 12.2(33)SXH and later SX
releases:

e |te—Displays Multiprotocol Label Switching (MPLS) label table
entries.

checksum

(Optional) Displays IPv6 FIB entry checksums.

detail

(Optional) Displays detailed information about | Pv6 FIB epochs.

epoch

(Optional) Displays information about epochs associated with the source
prefix.

internal

(Optional) Displays internal data structure information.

platform

(Optional) Displays platform-specific data structures.

Command Modes Privileged EXEC (#)

Command History Release

Modification

12.2(25)S

This command was introduced.

12.2(28)SB

This command was integrated into Cisco |0S Release 12.2(28)SB.

12.2(33)SRA

This command was integrated into Cisco 10S Release 12.2(33)SRA.

12.2(33)SXH

This command was integrated into Cisco 10S Release 12.2(33)SXH.

12.4(20)T

This command was integrated into Cisco 10S Release 12.4(20)T.

Usage Guidelines Use thiscommand to filter on prefixesin the Cisco Express Forwarding FIB that are added by a specified

source.

Examples Examples For All Supported Releases
The following is sample output from the show ipv6 cef with source rib command:

Rout er# show i pv6 cef with source rib

21127
di scard
2000::1/128

recei ve for LoopbackO

2000:: 2/ 128
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show ipv6 cef with source

next hop FE80:: A8BB: CCFF: FEOO: 2500 Et hernet 0/ 0
2000::3/128

next hop FES80:: A8BB: CCFF: FEQO: 2602 Et her net 2/0
2000: :4/128

next hop FE80:: A8BB: CCFF: FE0O: 2602 Et hernet 2/0
2001::/64

attached to Ethernet2/0
2001::1/128

receive for Ethernet2/0
2001:1::/64

attached to Ethernet0/0
2001:1::1/128

receive for Ethernet0/0
2001:2::/64

next hop FE80: : A8BB: CCFF: FE0O: 2602 Et hernet2/0
2002::/64

attached to Tunnel O
2002::1/128

recei ve for Tunnel O
FE80::/ 10

receive for NullO
FF00::/8

receive for NullO

Table 64 describes the significant fields shown in the display.

Table 64  show ipv6 cef with source rib Field Descriptions

Field Description

/127 IPv6 prefix.

discard Indicates that traffic destined for this prefix should be discarded.

2000::1/128 An IPv6 prefix that is areceive prefix for interface L oopbackO.

receive for LoopbackO Traffic destined for this prefix will be punted to the process level.

2000::2/128 An IPv6 prefix that is forwarded to a next-hop address

nexthop (FE80::A8BB:CCFF:FEO00:2500) through interface Ethernet 0/0.

FE80::A8BB:CCFF:FE00:2500

Ethernet0/0

2001::/64 AnIPv6 prefix that is aconnected network on interface Ethernet 0/0.

attached for Ethernet2/0 That is, the destination can be reached directly through the specified
interface.

The following is sample output from the show ipv6 cef with source fib detail command:

Rout er# show i pv6 cef with source rib detai

I Pv6 CEF is enabled and running centrally.

VRF base
16 prefixes (16/0 fwd/ non-fwd)
Table id O
Dat abase epoch: 0 (16 entries at this epoch)

.1 /127, epoch 0, flags attached, discard
di scard

2000::1/128, epoch 0, flags attached, connected, receive, |loca
recei ve for LoopbackO

2000: : 2/ 128, epoch 0O
next hop FE80: : ABBB: CCFF: FE00: 2500 Et her net 0/ 0

2000::3/128, epoch 0, flags rib only nolabel, rib defined all |abels
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next hop FE80:: A8BB: CCFF: FE0O: 2602 Et hernet 2/0
2000: : 4/ 128, epoch 0, flags rib only nolabel, rib defined all |abels
next hop FES80:: A8BB: CCFF: FEQO: 2602 Et her net 2/0
2001::/64, epoch 0, flags attached, connected, cover dependents
Covered dependent prefixes: 1
notify cover updated: 1
attached to Ethernet2/0
2001::1/128, epoch 0, flags attached, receive, |loca
receive for Ethernet2/0
2001:1::/64, epoch 0, flags attached, connected
attached to Ethernet0/0
2001:1::1/128, epoch 0, flags attached, receive, |oca
receive for Ethernet0/0
2001: 2::/64, epoch 0, flags rib only nolabel, rib defined all |abels
next hop FE80:: ABBB: CCFF: FE0O: 2602 Et hernet2/0
2002::/64, epoch 0, flags attached, connected
attached to Tunnel O
2002::1/128, epoch 0, flags attached, receive, |oca
receive for Tunnel O
FE80: : /10, epoch 0, flags attached, receive, |oca
receive for NullO
FF00: : /8, epoch 0, flags attached, receive, |oca
receive for NullO

Table 65 describes the significant fields shown in the display.

Table 65  show ipv6 cef with source rib detail Field Descriptions

Field Description

IPv6 CEF is enabled and running Verifies that Cisco Express Forwarding for IPV6 is enabled

centrally. globally.

VRF base Base VRF table.

16 prefixes (16/0 Fwd/non-fwd) Number of prefixesin the VRF, how many prefixes are
forwarded, and how many are not forwarded.

Tableid O Identifies the table by number.

Database epoch: Specifies the type of epoch.

0 (16 entries at this epoch) Number of the epoch (0) and number of entriesin the epoch.

2000::1/128, epoch 0, flags attached, |Details about the prefix: the epoch in which it is found, the

connected, receive, local flags set for the prefix:

e attached—Prefix is a connected network

e connected—Prefix includes an address that is bound to
an interface on the device

e receive—Prefix is punt to and handled by the process
level

¢ local—Prefix is a subset of receive and marks prefixes
that are received by on interface on the device
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Examples for Cisco 10S Releases 12.2(25)S, 12.2(28)SB, 12.2(33)SRA, and Later SB and SR Releases
The following is sample output from the show ipv6 cef with source adjacency command:

Rout er# show i pv6 cef with source adjacency

2001::3/128
attached to Ethernet2/0

Table 66 describes the significant fields shown in the display.

Table 66  show ipvé6 cef with source adjacency Field Descriptions

Field Description

20001::3/128 IPv6 prefix whose source is an adjacency.

attached to Ethernet2/0 Indicates that the prefix is a connected network through
Interface Ethernet 2/0.

The following is sample output from the show ipv6 cef with source adjacency detail command:

Rout er# show i pv6 cef with source adjacency detail
#

| Pv6 CEF is enabled and running centrally.
VRF Def aul t

16 prefixes (16/0 fwd/ non-fwd)

Tabl e id 0x1E000000

Dat abase epoch: 0 (16 entries at this epoch)

2001::3/128, epoch 0, flags attached
Adj source: IPV6 adj out of Ethernet2/0, addr 2001::3 050878F0

Dependent covered prefix type adjfib cover 2001::/64
attached to Ethernet2/0

Table 67 describes the significant fields shown in the display.

Table 67 show ipvé6 cef with source adjacency detail Field Descriptions

Field Description

IPv6 CEF is enabled and running centrally. |Verifiesthat Cisco Express Forwarding for IPV6 is
enabled and running on the RP.

VRF Default Default VRF table.

16 prefixes (16/0 Fwd/non-fwd) Number of prefixesin the VRF, how many prefixes are
forwarded and how many are not forwarded.

Table id 0x1E000000 Identifies the table by hexadecimal number.

2001::3/128, epoch 0, flags attached Lists a prefix, its epoch number, and flags. Attached
flag indicates a connected network.

Adj source: IPv6 adj out of Ethernet2/0, Indicates that the prefix was sourced by an adjacency

addr 2000::3 050878F0 and specifies the address family, interface, and address
in memory of the adjacency.
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Table 67  show ipvé6 cef with source adjacency detail Field Descriptions (continued)

Field Description
Dependent covered prefix type adjfib cover |A prefix sourced by an adjacency is dependent on
2001::/64 another less specific prefix (2001::/64) for forwarding

information. If this less specific prefix changes, the
dependent prefix will need to be recomputed.

attached to Ethernet2/0 Indicates the prefix is a connect network through
interface Ethernet 2/0.

The following is sample output from the show ipv6 cef with source adjacency checksum command:

Rout er# show i pv6 cef with source adjacency checksum

2001::3/128
FI B checksum O0x4AEOF5DC

Table 68 describes the significant fields shown in the display.

Table 68 show ipvé6 cef with source adjacency checksum Field Descriptions

Field Description
2001::3/128 IPv6 prefix whose source is an adjacency.
FIB checksum: Ox4AEOF5DC FIB checksum.

Examples for Cisco 10S Releases 12.2(33)SXH, 12.4(20)T and Later SX and T Releases
The following is sample output from the show ipv6 cef with source adjacency command:

Rout er# show i pv6 cef with source adj

2001::3/128
attached to Ethernet2/0

Table 69 describes the significant fields shown in the display.

Table 69  show ipvé6 cef with source adj Field Descriptions

Field Description

20001::3/128 IPv6 prefix whose source is an adjacency.

attached to Ethernet2/0 Indicates that the prefix is a network connected through
interface Ethernet 2/0.

The following is sample output from the show ipv6 cef with source adj detail command:

Rout er# show i pv6 cef with source adj detail

| Pv6 CEF is enabled and running centrally.

VRF base:

16 prefixes (16/0 fwd/ non-fwd)

Table id O

Dat abase epoch: 0 (16 entries at this epoch)

2001::3/128, epoch 0, flags attached
Adj source: IPV6 adj out of Ethernet2/0, addr 2001::3 02513FD8
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Dependent covered prefix type adjfib cover 2001::/64
attached to Ethernet2/0

Table 70 describes the significant fields shown in the display.

Table 70

show ipv6 cef with source adj detail Field Descriptions

show ipv6 cef with source

Field

Description

IPv6 CEF is enabled and running centrally.

Verifies that Cisco Express Forwarding for IPV6is
enabled an running on the RP.

VRF base

Base VRF table.

16 prefixes (16/0 Fwd/non-fwd)

Number of prefixes, and how many prefixes are
forwarded and how many are not forwarded.

2001::3/128, epoch 0, flags attached

Provides more detail about the adjacency source, such
as epoch number and flags.

Adj source: 1Pv6 adj out of Ethernet2/0,
addr 2000::3 050878F0

Lists a prefix, its epoch number, and flags. Attached
flag indicates a connected network.

Dependent covered prefix type adjfib cover

2001::/64

A prefix sourced by an adjacency is dependent on
another less specific prefix (2001::/64) for forwarding
information. If this less specific prefix changes, the
dependent prefix will need to be recomputed.

attached to Ethernet2/0

Indicates the prefix is a connect network through
interface Ethernet 2/0.

The following is sample output from the show ipv6 cef with source adj checksum command:

Rout er# show i pv6 cef with source adj checksum
2001::3/128
FI B checksum O0x4AEOF5DC

Table 71 describes the significant fields shown in the display.

Table 71  show ipvé6 cef with source adj checksum Field Descriptions
Field Description
2001::3/128 IPv6 prefix whose source is an adjacency.
FIB checksum: Ox4AEOF5DC FIB checksum.
Related Commands ~ Command Description
show ip cef Displays entries in the FIB or displays a summary of the FIB.

show ip cef with epoch

FIB.

Displays information about an epoch in the Cisco Express Forwarding

show ipv6 cef with epoch

IPv6 FIB.

Displays information about an epoch in the Cisco Express Forwarding

show ipv6 cef with source

Forwarding | Pv6 FIB.

Displays information about prefix sources in the Cisco Express
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show mls cef

To display the Multilayer Switching (ML S)-hardware Layer 3-switching table entries, use the show mls
cef command in user EXEC and privileged EXEC mode.

show mls cef [ip] [prefix [mask-length | load-info]] [detail] [module number]

show mis cef [ip] [{lookup ...} |{multicast ...} |{rpf ..} |{vpn ..} |{vrf..}]

show mls cef [{adjacency ...} | {block block-number [entries}] | {config-register reg-address} |
{diags[detail]} | {entry index [detail]} | {exact-route...} | {hardware[module number]} |
{inconsistency ...} [{lookup ...} |{masks[type] [modulenumber]} |{rpf...} |{statistics...}
| {summary [module number]} |{tunnel fragment} |{used-blocks [type] [module number]}

[{vpn ..} [{vrf..}]

show mls cef [{eom ...} |{ip ...} |{ipv6 ...} |{mpls...}]

Syntax Description

ip (Optional) Displays IPv6 unicast entriesin the ML S-hardware Layer 3-switching
table; see the “Usage Guidelines” section for additional information.

prefix (Optional) Entry prefix in the format A.B.C.D.

mask-length (Optional) Mask length; valid values are from 0 to 32.

load-info (Optional) Displays output with a hash value next to each adjacency.

detail (Optional) Displays detailed hardware information. See the “Usage Guidelines’

section for important information.

module number

(Optional) Displays information about the entries for a specific module.

lookup ...

(Optional) Displays IP entries in the ML S-hardware Layer 3-switching table for the
specified destination | P address. See the show mls cef lookup command.

multicast ...

(Optional) Displays IP entries in the ML S-hardware Layer 3-switching table in the
compact Cisco Express Forwarding table display format; see the show mlscef ip
multicast command.

rpf ...

(Optional) Displays information about the Reverse Path Forwarding (RPF)
hardware in the ML S-hardware Layer 3-switching table; see the show mls cef rpf
command.

vpn ...

(Optional) Displays information about the Virtual Private Network (VPN) ID
Cisco Express Forwarding table. Seethe “ Usage Guidelines” section for important
information.

vrf ...

(Optional) Displays information about the Cisco Express Forwarding table for the
specified VRF name.

adjacency ...

(Optional) Displays information about the ML S-hardware Layer 3-switching
adjacency node; see the show mls cef adjacency command.

block
block-number

(Optional) Displays information about the mask-block utilization for a specific
block; valid values are from 0 to 4294967295. See the “ Usage Guidelines” section
for important information.

entries

(Optional) Displaysthe mask-block utilization entries. See the “ Usage Guidelines’
section for important information.

config-register
reg-address

(Optional) Displays information about the hardware configuration register for a
specific register. See the “Usage Guidelines’ section for important information.
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Command Default

Command Modes

show miscef W

diags (Optional) Displays information about the diagnostic entry. See the “Usage
Guidelines” section for important information.
entry index (Optional) Specifies the specified prefix entry index to display; valid values are

from 0 to 4294967295. See the “Usage Guidelines” section for important
information.

exact-route ...

(Optional) Displaysinformation about hardware load sharing; see the show mls cef
exact-route command.

hardware

(Optional) Displays a summary of the hardware information. See the “Usage
Guidelines” section for important information.

inconsistency ...

(Optional) Displays information about the consistency checker; see the show mls
cef inconsistency command.

masks... (Optional) Displays information about the mask. See the “Usage Guidelines’
section for important information.
statistics ... (Optional) Displays the number of switched packets and bytes; see the show mls cef

statistics command.

tunnel fragment

(Optional) Displays the operational status of tunnel fragmentation.

summary ... (Optional) Displays a summary of ratesin the hardware for each protocol; see the
show mls cef summary command.

used-blocks (Optional) Displays alist of used blocks; see the “Usage Guidelines” section for
important information.

eom Displays information about the EoM protocol; this keyword is not supported.

ip.. Displaysinformation about the IP protocol; seethe “Usage Guidelines” section for
additional information.

ipv6 ... Displays information about the IPv6 protocol.

mpls... Displays information about the MPLS protocol; see the show mls cef mpls

command.

If you do not specify a protocol, the default display is for IP and the global Cisco Express Forwarding

table.

User EXEC (>)

Privileged EXEC (#)

Command History

Release Modification

12.2(14)SX Support for this command was introduced on the Supervisor Engine 720.

12.2(17a)SX This command was changed to support the mpls keyword.

12.2(17d)SXB  Support for this command on the Supervisor Engine 2 was extended to the 12.2SX
release. This command was changed to include the load-info keyword on the
Supervisor Engine 720 and the Supervisor Engine 2.

12.2(18)SXF  This command was modified. This command was changed to support the tunnel
fragment keywordsin all PFC3 modes.

12.2(33)SXH  This command was modified. Support for the command was added for PCF3BXL,

PFC3C, and PFC3CXL modes only.

[ March 2011
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W show mls cef

Release

Modification

12.2(33)SXI This command was modified. Support for the command was added for PCF3BXL,

PFC3C, and PFC3CXL modes only.

12.2(33)SX12  This command was modified. Support was added for all PFC3 modes.

12.2(33)SRA  This command was integrated into Cisco 10S Release 12.2(33)SRA.

Usage Guidelines The ... indicates that there is additional information.

The following options are for expert users only and are not documented:

load-info
detail

block block-number [entries]

config-register reg-address}

diags [detail]

entry index [detail]

har dwar e [module number]

masks [type]
used-blocks [type]

vpn

The MLS-hardware Layer 3 switching applies to IP traffic only.

Use the show mls cef [ip] vrf command to display the VRF Cisco Express Forwarding table entries.

You can enter this command on the supervisor engine or switch consoles. Enter the remote login
command to session into the supervisor engine to enter the commands.

The show mls cef command offers three levels of options as follows:

Protocol-independent options—The following keywords are not protocol specific:

adjacency
exact-route
inconsistency
module

rpf

statistics
summary
used-blocks
vpn

vr f

Protocol-dependent keywords—The following keywords specify a protocol:

eom
ip
ipv6

Cisco 10S IP Switching Command Reference
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- mpls

show mls cef

¢ Default keywords—T he following keywords display identical output for both the show mls cef and
show mls cef ip commands:

- prefix
- lookup

— multicast—This keyword is not supported on systems configured with a Supervisor

Engine 720.
- module
- rpf
- vpn

- vrf

Examples This example shows how the show mls cef and show mls cef ip commands are identical:

Rout er# show nls cef

Codes: decap - Decapsul ation, + -

Index Prefix

66 127.0.0.1/32

67 10. 1. 1. 100/ 32

68 10.1.1.0/32

69 10. 1. 1. 255/ 32

70 10. 2. 2. 100/ 32

71 10. 2. 2.0/ 32

72 10. 2. 2. 255/ 32

73 10. 2. 2.5/ 32

74 0.0.0.0/32

75 10. 255. 255. 255/ 32
76 172.16. 22. 22/ 32
77 172.20.0.0/32

78 173. 32. 255. 255/ 32
79 172.16. 1. 153/ 32
81 172.16.1.91/ 32

82 172.16. 1. 100/ 32
83 172.17.223. 3/ 32
84 172.22.5.3/32

85 172.16.1. 101/ 32
86 172. 20. 100. 1/ 32
87 172.16. 1. 104/ 32
88 172. 32. 254. 226/ 32
89 10.2.2.7/32

90 10.1.1.5/32

3200 224.0.0.0/8
3201 10.1.1.0/24
3202 10.2.2.0/ 24
134400 172,20.0.0/8
134432 0.0.0.0/0
524256 0.0.0.0/0
Rout er #

Adj acency

punt
punt
punt
punt
punt
punt
punt
G 5/2,
punt
punt
punt
punt
punt
VI 30,
VI 30,
VI 30,
VI 30,
VI 30,
VI 30,
VI 30,
VI 30,
VI 30,
G 5/2,
G 5/1,
punt
punt
punt
punt
drop
drop

0000

0050
0004.
00d0
00d0
00d0
0007.
0050
0050
0050
0000
0000

c005

808b
4eef .
bb02
061b
061d.
ecfc.
2a8d
of 2d.
2a8d
c005
0101.

0205

8200
8800
0400
7000
200a
e40a
700a
ac00
700a
0207
0105
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W show mls cef

This example shows how to display all the ML S-hardware Layer 3-switching table IP entries:

Rout er# show m's cef ip

Codes: decap - Decapsul ation, + -

Index Prefix Adj acency

66 127.0.0.1/ 32 punt

67 10. 1. 1. 100/ 32 punt

68 10.1.1.0/32 punt

69 10. 1. 1. 255/ 32 punt

70 10. 2. 2. 100/ 32 punt

71 10.2.2.0/32 punt

72 10. 2. 2. 255/ 32 punt

73 10.2.2.5/32 G 5/2, 0000. c005. 0205

74 0.0.0.0/32 punt

75 10. 255. 255. 255/ 32 punt

76 172.16. 22. 22/ 32 punt

77 172.20.0.0/ 32 punt

78 173. 32. 255. 255/ 32 punt

79 172.16. 1. 153/ 32 VI 30, 0050. 808b. 8200

81 172.16.1.91/ 32 VI 30, 0004. 4eef . 8800

82 172.16. 1. 100/ 32 VI 30, 00d0. bb02. 0400

83 172.17.223.3/ 32 VI 30, 00d0. 061b. 7000

84 172.22.5.3/32 VI 30, 00d0. 061d. 200a

85 172.16.1.101/ 32 VI 30, 0007. ecfc. e40a

86 172. 20. 100. 1/ 32 VI 30, 0050. 2a8d. 700a

87 172.16. 1. 104/ 32 VI 30, 0050. 0f 2d. ac00

88 172.32. 254. 226/ 32 V1 30, 0050. 2a8d. 700a

89 10.2.2.7/32 G5/2, 0000. c005. 0207

90 10.1.1.5/32 G5/1, 0000. 0101. 0105

3200 224.0.0.0/8 punt

3201 10.1.1.0/24 punt

3202 10.2.2.0/24 punt

134400 172,20.0.0/8 punt

134432 0.0.0.0/0 drop

524256 0.0.0.0/0 drop

Rout er #

Table 72 describes the fields in the examples.

Table 72 show mlis cef Command Output Fields

Field Description

Index ML S-hardware Layer 3-switching table entry index; the maximum is
256,000 entries.

Prefix Entry prefix address/mask.

Adjacency Adjacency types are as follows:

¢ drop—Packets matching the prefix entry are dropped.
e punt—Packets are redirected to an MSFC for further processing.

¢ mac-address—Packets matching the prefix are forwarded to this specific next
hop or the final destination host if directly attached.

This example shows how to display the operational status of tunnel fragmentation:

Rout er# show nls cef tunnel

Tunnel Fragnentation:
Rout er #

f ragment

Enabl ed

il Cisco 10S IP Switching Command Reference
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show miscef W

Related Commands = Command Description

show mis cef summary  Displays the number of routes in the ML S-hardware Layer 3-switching
table for all the protocols.

Cisco 10S IP Switching Command Reference
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I show mls cef adjacency

show mls cef adjacency

To display information about the Multilayer Switching (MLS)-hardware Layer 3-switching adjacency

node, use the show mls cef adjacency command in user EXEC or privileged EXEC mode.

show mls cef adjacency [all | decap-tunnel | {encap-tunnel ip-src-addr} | {entry index [to
end-range]} | {flags lower-flag upper-flag} | mac-address number | mac-rewrite | macv4 |
{mpls[label]} | multicast | nat | recirculation | special | tcp | usage] [detail] [module number]

Syntax Description

all (Optional) Displays all application-allocated entries.

decap-tunnel (Optional) Displays the decapsulated tunnel ed-packet information.
encap-tunnel (Optional) Displaysthe encapsulated tunnel-adjacency entry that matchesthe
ip-src-addr specified address.

entry index (Optional) Displays the adjacency-entry information for the specified

index; valid values are from 0 to 1048575.

to end-range

(Optional) Specifies the index range to display adjacency-entry
information; valid values are from 0 to 1048575.

flags (Optional) Displays information about the specified bit flags. See the
“Usage Guidelines” section for additional information.

lower-flag L ower 32-bits flag values to display; valid values are 0 to FFFFFFFF.

upper-flag Upper 32-hits flag values to display; valid values are 0 to FFFFFFFF.

mac-addr ess number

(Optional) Displays information about the matched MAC-address
adjacency for the specified 48-bit hardware address in the H.H.H format.

mac-rewrite (Optional) Displays information about the MAC-rewrite adjacency.

macv4 (Optional) Displays information about the MACv4 adjacency.

mpls (Optional) Displays information about the Multiprotocol Label Switching
(MPLYS) adjacency.

label (Optional) MPL S label to display adjacency-entry information; valid values
are from 0 to 1048575.

multicast (Optional) Displays information about the multicast adjacency.

nat (Optional) Displays information about the Network Address Translation

(NAT) adjacency.

recirculation

(Optional) Displays information about the recircul ated-adjacency entry.

special (Optional) Displays information about the special adjacencies.

tep (Optional) Displays information about the TCP-application adjacency.
usage (Optional) Displays information about the adjacency usage.

detail (Optional) Displays hardware-entry details.

module number

(Optional) Displays information about the adjacency node for a specific
module.

Command Modes

User EXEC (>)
Privileged EXEC (#)
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show mls cef adjacency W

Command History

Usage Guidelines

Release Modification

12.2(14)SX Support for this command was introduced on the Supervisor Engine 720.

12.2(17d)SXB Support for this command on the Supervisor Engine 2 was extended to the
12.2 SX release.

12.2(33)SRA This command was integrated into Cisco 10S Release 12.2(33)SRA.

The decap-tunnel and endcap-tunnel keywords are used to display the tunnel nodes. The encapsulator
node is considered the tunnel-entry point and the decapsulator node is considered the tunnel-exit point.
There may be multiple source-destination pairs using the same tunnel between the encapsulator and
decapsulator.

The decap-tunnel and endcap-tunnel keywords are not supported on Cisco 7600 series routersthat are
configured with a Supervisor Engine 720.

The flags keyword appliesto all adjacency formats (for example, mac-rewrite, mpls, and multicast) and
indicates the bits that are set in the adjacency for the specific adjacency.

The module number keyword and argument designate the module and port number. Valid val ues depend
on the chassis and module used. For example, if you have a 48-port 10/100BASE-T Ethernet module
installed in a 13-slot chassis, valid values for the module number are from 1 to 13 and valid values for
the port number are from 1 to 48.

MLS-hardware Layer 3 switching applies to P traffic only.
MLS-hardware Layer 3-switching adjacency statistics are updated every 60 seconds.

You can display hardware-switched I P-directed broadcast information by entering the show mls cef
adjacency mac-address number detail command.

For each ML S-hardware Layer 3-switching Forwarding Information Base (FIB) entry, ML S-hardware
Layer 3 switching stores Layer 2 information from the MSFC2 for adjacent nodes in the ML S-hardware
Layer 3-switching adjacency table. Adjacent nodes are directly connected at Layer 2. To forward traffic,
MLS-hardware Layer 3 switching selects a route from a ML S-hardware Layer 3-switching FIB entry,
which pointsto aMLS-hardware Layer 3-switching adjacency entry, and usesthe Layer 2 header for the
adjacent node in the adjacency table entry to rewrite the packet during Layer 3 switching. ML S-hardware
Layer 3 switching supports one million adjacency-table entries.

Examples Supervisor Engine 720 Examples
These examples show the output from C