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Signalling Overview

In the most general sense, QoS signalling is aform of network communication that allows an end station
or network node to communicate with, or signal, its neighbors to request special handling of certain
traffic. QoS signalling is useful for coordinating the traffic handling techniques provided by other QoS
features. It plays akey role in configuring successful overall end-to-end QoS service across your network.

True end-to-end QOS requires that every element in the network path--switch, router, firewall, host, client,
and so on--deliver its part of QoS, and that all of these entities be coordinated with QoS signalling.

Many viable QoS signalling solutions provide QoS at some places in the infrastructure; however, they
often have limited scope across the network. To achieve end-to-end QoS, signalling must span the entire
network.

Cisco 10S QoS software takes advantage of | P to meet the challenge of finding a robust QoS signalling
solution that can operate over heterogeneous network infrastructures. It overlays Layer 2 technol ogy-
specific QoS signalling solutions with Layer 3 IP QoS signalling methods of the Resource Reservation
Protocol (RSVP) and IP Precedence features.

An IP network can achieve end-to-end QoS, for example, by using part of the I P packet header to request
special handling of priority or time-sensitive traffic. Given the ubiquity of IP, QoS signalling that takes
advantage of |P provides powerful end-to-end signalling. Both RSV P and | P Precedence fit this category.

Either in-band (1P Precedence, 802.1p) or out-of-band (RSVP) signalling is used to indicate that a
particular QoS is desired for a particular traffic classification. |P Precedence signals for differentiated
QoS, and RSVP for guaranteed QoS.

* |PPrecedence, page 1

e Resource Reservation Protocol, page 2

« RSVP-ATM QoS Interworking, page 7

» COPSfor RSVP, page 10

*  Subnetwork Bandwidth Manager, page 15

IP Precedence

As shown in the figure below, the | P Precedence feature utilizes the three precedence bits in the type of
service (ToS) field of the IP version 4 (IPv4) header to specify class of service for each packet. Y ou can

QoS: RSVP Configuration Guide, Cisco 10S Release 12.28X
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Resource Reservation Protocol

partition traffic in up to six classes of service using IP precedence. The queueing technol ogies throughout
the network can then use this signal to provide the appropriate expedited handling.

Figure 1
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Y ou can use features such as policy-based routing (PBR) and committed access rate (CAR) to set
precedence based on extended access list classification. Use of these features allows considerable flexibility
of precedence assignment, including assignment by application or user, or by destination or source subnet.
Typically, you deploy these features as close to the edge of the network or the administrative domain as
possible, so that each subsequent network element can provide service based on the determined policy. IP
precedence can also be set in the host or the network client; however, | P precedence can be overridden by
policy within the network.

I P precedence enables service classes to be established using existing network queueing mechanisms, such
as weighted fair queueing (WFQ) and Weighted Random Early Detection (WRED), with no changesto
existing applications and with no complicated network requirements.

Resource Reservation Protocol

. QoS: RSVP Configuration Guide, Cisco 10S Release 12.28X

RSVP isthefirst significant industry-standard protocol for dynamically setting up end-to-end QoS across a
heterogeneous network. RSV P, which runs over |P, allows an application to dynamically reserve network
bandwidth. Using RSV P, applications can request a certain level of QoS for a data flow across a network.

The Cisco |0S QoS implementation allows RSV P to be initiated within the network using configured
proxy RSV P. Using this capability, you can take advantage of the benefits of RSV P in the network even for
non-RSV P enabled applications and hosts. RSV P is the only standard signalling protocol designed to
guarantee network bandwidth from end-to-end for IP networks.

RSV P does not perform its own routing; instead it uses underlying routing protocols to determine where it
should carry reservation requests. As routing changes paths to adapt to topology changes, RSV P adaptsits
reservation to the new paths wherever reservations are in place. This modularity does not prevent RSVP
from using other routing services. RSV P provides transparent operation through router nodes that do not
support RSVP.

RSV P works in conjunction with, not in place of, current queueing mechanisms. RSV P requests the
particular QoS, but it is up to the particular interface queueing mechanism, such as WFQ or WRED, to
implement the reservation.

Y ou can use RSV P to make two types of dynamic reservations: controlled load and guaranteed rate
services, both of which are briefly described in the chapter "Quality of Service Overview" in this book.

A primary feature of RSVP isits scalability. RSVP scales well using the inherent scalability of multicast.
RSV P scales to very large multicast groups because it uses receiver-oriented reservation requests that
merge as they progress up the multicast tree. Although RSV P is designed specifically for multicast
applications, it may also make unicast reservations. However, it does not scale as well with alarge number
of unicast reservations.




| How It Works

Resource Reservation Protocol .

RSVP isan important QoS feature, but it does not solve all problems addressed by QoS, and it imposes a
few hindrances, such as the time required to set up end-to-end reservation.

e How It Works, page3

e RSVP Support for Low Latency Queueing, page 3

* RSVP Support for Frame Relay, page 5

How It Works

Note

Hosts and routers use RSV P to deliver QoS requests to the routers along the paths of the data stream and to
maintain router and host state to provide the requested service, usually bandwidth and latency. RSVP uses a
mean data rate--the largest amount of data the router will keep in the queue--and minimum QoS (that is,
guarantee of the requested bandwidth specified when you made the reservation using RSV P) to determine
bandwidth reservation.

A host uses RSV P to request a specific QoS service from the network on behalf of an application data
stream. RSV P requests the particular QoS, but it is up to the interface queueing mechanism to implement
the reservation. RSV P carries the request through the network, visiting each node the network uses to carry
the stream. At each node, RSV P attempts to make a resource reservation for the stream using its own
admission control module, exclusive to RSV P, which determines whether the node has sufficient available
resources to supply the requested QoS.

For RSVP, an application could send traffic at arate higher than the requested QoS, but the application is
guaranteed only the minimum requested rate. If bandwidth is available, traffic surpassing the requested rate
will go through if sent; if bandwidth is not available, the exceeding traffic will be dropped.

If the required resources are available and the user is granted administrative access, the RSV P daemon sets
arguments in the packet classifier and packet scheduler to obtain the desired QoS. The classifier determines
the QoS class for each packet and the scheduler orders packet transmission to achieve the promised QoS for
each stream. If either resource is unavailable or the user is denied administrative permission, the RSVP
program returns an error notification to the application process that originated the request.

WFQ or WRED sets up the packet classification and the scheduling required for the reserved flows. Using
WFQ, RSVP can deliver an integrated services Guaranteed Rate Service. Using WRED, it can deliver a
Controlled Load Service.

For information on how to configure RSV P, see the chapter "Configuring RSVP" in this book.

RSVP Support for Low Latency Queueing

RSV P is anetwork-control protocol that provides a means for reserving network resources--primarily
bandwidth--to guarantee that applications sending end-to-end across networks achieve the desired QoS.

RSV P enables real-time traffic (which includes voice flows) to reserve resources necessary for low latency
and bandwidth guarantees.

Voice traffic has stringent delay and jitter requirements. It must have very low delay and minimal jitter per
hop to avoid degradation of end-to-end QoS. This requirement calls for an efficient queueing
implementation, such aslow latency queueing (LLQ), that can service voice traffic at almost strict priority
in order to minimize delay and jitter.

RSV P uses WFQ to provide fairness among flows and to assign alow weight to a packet to attain priority.
However, the preferential treatment provided by RSVP isinsufficient to minimize the jitter because of the

QoS: RSVP Configuration Guide, Cisco 10S Release 12.28X .
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. Resource Reservation Protocol

nature of the queueing algorithm itself. As aresult, the low latency and jitter requirements of voice flows
might not be met in the prior implementation of RSV P and WFQ.

RSV P provides admission control. However, to provide the bandwidth and delay guarantees for voice
traffic and get admission control, RSV P must work with LLQ. The RSVP Support for LLQ feature allows
RSV P to classify voice flows and queue them into the priority queue within the LLQ system while
simultaneously providing reservations for nonvoice flows by getting a reserved queue.

The figure below shows how RSV P operates with other Voice over IP (VolP) features, such asip rtp
priority, using the same queueing mechanism, LLQ.

Figure 2
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RSVP isthe only protocol that provides admission control based on the availability of network resources
such as bandwidth. LLQ provides a means to forward voice traffic with strict priority ahead of other data
traffic. When combined, RSV P support for LLQ provides admission control and forwards voice flows with
the lowest possible latency and jitter.

High priority nonvoice traffic from mission-critical applications can continue to be sent without being
adversely affected by voice traffic.

Nonconformant traffic receives best-effort treatment, thereby avoiding any degradation that might
otherwise occur for al traffic.

The RSV P Support for LLQ feature supports the following RFCs:

e RFC 2205, Resource Reservation Protoco |

e RFC 2210, RSVP with IETF Integrated Services

¢ RFC 2211, Controlled-Load Network Element Service

e RFC 2212, Specification of Guaranteed Quality of Service

¢ RFC 2215, General Characterization Parameters for Integrated Service Network Elements

. QoS: RSVP Configuration Guide, Cisco 10S Release 12.28X
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Restrictions .

The figure below shows a sample network topology with LLQ running on each interface. This
configuration guarantees QoS for voice traffic.

MY

Note If the sourceisincapable of supporting RSV P, then the router can proxy on behalf of the source.

Figure 3
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For information on how to configure the RSV P Support for LLQ feature, see the "Configuring RSVP
Support for LLQ" module.

* Redtrictions, page5
* Prerequisites, page5

Restrictions
The following restrictions apply to the RSV P Support for LLQ feature:

e TheLLQ isnot supported on any tunnels.

¢ RSVPsupport for LLQ is dependent on the priority queue. If LLQ isnot available on any interface or
platform, then RSV P support for LLQ is not available.

Prerequisites
The network must support the following Cisco | OS features before RSV P support for LLQ is enabled:

* RSVP
« WFQ or LLQ (WFQ with priority queue support)

RSVP Support for Frame Relay

Network administrators use queueing to manage congestion on arouter interface or avirtua circuit (VC).
In a Frame Relay environment, the congestion point might not be the interface itself, but the VC because of
the committed information rate (CIR). For real-time traffic (voice flows) to be sent in atimely manner, the
data rate must not exceed the CIR or packets might be dropped, thereby affecting voice quality. Frame
Relay Traffic Shaping (FRTS) is configured on the interfaces to control the outbound traffic rate by
preventing the router from exceeding the CIR. This type of configuration means that fancy queueing such

QoS: RSVP Configuration Guide, Cisco 10S Release 12.28X .
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RSVP Bandwidth Allocation and Modular QoS Command Line Interface (CLI)

as class-based WFQ (CBWFQ), LLQ, or WFQ, can run on the VC to provide the QoS guarantees for the
traffic.

Previously, RSV P reservations were not constrained by the CIR of the outbound V C of the flow. Asa
result, oversubscription could occur when the sum of the RSV P traffic and other traffic exceeded the CIR.

The RSV P Support for Frame Relay feature allows RSV P to function with per-V C ( data-link connection
identifier ( DLCI) queueing for voice-like flows. Traffic shaping must be enabled in a Frame Relay
environment for accurate admission control of resources (bandwidth and queues) at the congestion point,
that is, the VC itself. Specifically, RSV P can function with VCs defined at the interface and subinterface
levels. Thereis no limit to the number of V Cs that can be configured per interface or subinterface.

* RSVP Bandwidth Allocation and Modular QoS Command Line Interface (CL1), page 6

» Benefits, page 6

» Restrictions, page7

» Prerequisites, page7

RSVP Bandwidth Allocation and Modular QoS Command Line Interface (CLI)

RSVP can use an interface (or a PV C) queueing algorithm, such as WFQ, to ensure QoS for its data flows.

e Admission Control, page 6
e DataPacket Classification, page 6

Admission Control

When WFQ is running, RSV P can co-exist with other QoS features on an interface (or PVC) that also
reserve bandwidth and enforce QoS. When you configure multiple bandwidth-reserving features (such as
RSVP, LLQ, CB-WFQ, and ip rtp priority), portions of the interface's (or PV C's) available bandwidth
may be assigned to each of these features for use with flows that they classify.

Aninternal interface-based (or PV C-based) bandwidth manager prevents the amount of traffic reserved by
these features from oversubscribing the interface (or PV C). Y ou can view this pool of available bandwidth
using the show queue command.

When you configure features such as LLQ and CB-WFQ, any classes that are assigned a bandwidth reserve
their bandwidth at the time of configuration, and deduct this bandwidth from the bandwidth manager. If the
configured bandwidth exceeds the interface's capacity, the configuration is rejected.

When RSV P is configured, no bandwidth is reserved. (The amount of bandwidth specified intheip rsvp
bandwidth command acts as a strict upper limit, and does not guarantee admission of any flows.) Only
when an RSV P reservation arrives does RSV P attempt to reserve bandwidth out of the remaining pool of
available bandwidth (that is, the bandwidth that has not been dedicated to traffic handled by other features.)

Data Packet Classification

Benefits

By default, RSV P performs an efficient flow-based, datapacket classification to ensure QoS for its reserved
traffic. This classification runs prior to queueing consideration by ip rtp priority or CB-WFQ. Thus, the
use of aCB-WFQ classor ip rtp priority command is notrequired in order for RSV P data flows to be
granted QoS. Any ip rtp priority or CB-WFQ configuration will not match RSV P flows, but they will
reserve additional bandwidth for any non-RSVP flows that may match their classifiers.

The benefits of this feature include the following:
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Restrictions .

RSV P now provides admission control based on the VC minimum acceptable outgoing (minCIR)
value, if defined, instead of the amount of bandwidth available on the interface.

RSV P provides QoS guarantees for high priority traffic by reserving resources at the point of
congestion, that is, the Frame Relay VC instead of the interface.

RSV P provides support for point-to-point and multipoint interface configurations, thus enabling
deployment of services such as Vol P in Frame Relay environments with QoS guarantees.

RSVP, CBWFQ, and theip rtp priority command do not oversubscribe the amount of bandwidth
available on the interface or the VC even when they are running simultaneously. Prior to admitting a
reservation, these features (and theip rtp prioritycommand) consult with an internal bandwidth
manager to avoid oversubscription.

IP QoS features can now be integrated seamlessly from IP into Frame Relay environments with RSVP
providing admission control on a per-VC (DLCI) basis.

The RSVP Support for Frame Relay feature supports the following MIB and RFCs:

RFC 2206, RSVP Management Information Base using SMIv2

RFC 220, Resource Reservation Protocol

RFC 2210, RSVP with IETF Integrated Services

RFC 221, Controlled-Load Network Element Service

RFC 2212, Soecification of Guaranteed Quality of Service

RFC 2215, General Characterization Parameters for Integrated Service Network Elements

For information on how to configure RV SP Support for Frame Relay, see the " Configuring RSV P Support
for Frame Relay” module.

Restrictions

The following restrictions apply to the RSV P Support for Frame Relay feature:

Prerequisites

Interface-level Generic Traffic Shaping (GTS) is not supported.

V C-level queueing and interface-level queueing on the same interface are not supported.
Nonvoice RSVP flows are not supported.

Multicast flows are not supported.

The network must support the following Cisco | OS features before RSV P support for Frame Relay is
enabled:

L]

RSVP

WFQ ontheVC

LLQ

Frame Relay Forum (FRF).12 on the interface

RSVP-ATM QoS Interworking

The RSVP-ATM QoS Interworking feature provides support for Controlled Load Service using RSVP over
an ATM core network. This feature requires the ability to signal for establishment of switched virtual
circuits (SVCs) acrossthe ATM cloud in response to RSV P reservation request messages. To meet this
requirement, RSVP over ATM supports mapping of RSVP sessionsto ATM SVCs.

QoS: RSVP Configuration Guide, Cisco 10S Release 12.28X .
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[l RSVP-ATM QoS Interworking

The RSVP-ATM QoS Interworking feature allows you to perform the following tasks:

e Configure an interface or subinterface to dynamically create SVCsin response to RSV P reservation
request messages. To ensure defined QoS, these SV Cs are established having QoS profiles consistent
with the mapped RSV P flow specifications (flowspecs).

« Attach Distributed Weighted Random Early Detection (DWRED) group definitions to the Enhanced
ATM port adapter (PA-A3) interface to support per-VC DWRED drop policy. Use of per-VC
DWRED ensures that if packets must be dropped, then best-effort packets are dropped first and not
those that conform to the appropriate QoS determined by the token bucket of RSV P.

e Configurethe |P Precedence and ToS values to be used for packets that conform to or exceed QoS
profiles. As part of itsinput processing, RSV P uses the values that you specify to set the ToS and IP
Precedence bits on incoming packets. If per-VC DWRED is configured, it then uses the ToS and 1P
Precedence bit settings on the output interface of the same router in determining which packets to
drop. Also, interfaces on downstream routers use these settings in processing packets.

Thisfeature is supported on Cisco 7500 series routers with a VI1P2-50 and Enhanced ATM port adapter
(PA-A3). The hardware provides the traffic shaping required by the feature and satisfies the OC-3 rate
performance requirement.

* How It Works, page 8

How It Works

Traditionally, RSV P has been coupled with WFQ. WFQ provides bandwidth guarantees to RSVP and gives
RSVP visihility to all packetsvisibletoit. Thisvisibility alows RSVP to identify and mark packets
pertinent to it.

The RSVP-ATM QoS Interworking feature allows you to decouple RSVP from WFQ, and instead associate
it with ATM SV Csto handle reservation request messages (and provide bandwidth guarantees) and
NetFlow to make packets visible to RSVP.

To configure an interface or subinterface to use the RSVP-ATM QoS Interworking feature, use theip rsvp
sve-required command. Then, whenever anew RSV P reservation is requested, the router software
establishesanew ATM SV C to service the reservation.

To ensure correspondence between RSVP and ATM SV C values, the software algorithmically maps the
rate and burst size parameters in the RSV P flowspec to the ATM sustained cell rate (SCR) and maximum
burst size (MBS). For the peak cell rate (PCR), it uses the value you configure or it defaults to the line rate.
RSVP-ATM QoS Interworking requires an Enhanced ATM port adapter (PA-A3) with OC-3 speed.

When a packet belonging to areserved flow arrives on the interface or subinterface, the RSVP-ATM QoS
Interworking software uses a token bucket to manage bandwidth guarantees. It measures actual traffic rates
against the reservation flowspec to determine if the packet conformsto or exceeds the flowspec. Using
values you configure for conformant or exceeding traffic, it sets the IP Precedence and ToS bitsin the ToS
byte of the header of the packet and delivers the packet to the appropriate virtual circuit (VC) for
transmission. For the RSVP-ATM QoS Interworking feature, packets are shaped before they are sent on the
ATM SVC. Shaping creates back pressure to the Versatile Interface Processor (V1P) when the offered load
exceeds the rate.

The RSVP-ATM QoS Interworking software uses per-SVC DWRED to drop packets when shaping causes
aqueue to build up on the VIP. Use of per-SVC DWRED allows RSVP to deliver Controlled Load Service
class, which requires that reserved packets experience performance equivalent to that of an unloaded
network (which is one with very low loss and moderate delay). For a more detailed account of how the
RSVP-ATM QoS Interworking feature works, see the following example scenario.

e An Example Scenario, page9
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An Example Scenario

To understand the behavior of the RSVP-ATM QoS Interworking feature, consider the following example,
which uses a Cisco 7500 router with VIP ingress and egress interfaces and RSV P ingress functionality
implemented on the Route Switch Processor (RSP). The figure below illustrates this example; it shows a
pair of routers that communicate over the ATM cloud. In this example, asingle PVC isused for RSVP
request messages and an ATM SV C is established to handle each new reservation request message.

Figure 4
Host X Router HI .H——--h_H\Fiouter B Host ™
oSS .
Tl e 8
_| RSVP request
SVC with requested QoS

Host X, which is upstream from Router A, is directly connected to Router A using FDDI. Host Y, which is
downstream from Router B, is directly connected to Router B using FDDI. (In an aternative configuration,
these host-router connections could use ATM VCs.)

For the RSVP-ATM QoS Interworking feature, reservations are heeded primarily between routers across
the ATM backbone network. To limit the number of locations where reservations are made, you can enable
RSV P sdlectively only at subinterfaces corresponding to router-to-router connections across the ATM
backbone network. Preventing reservations from being made between the host and the router both limits

V C usage and reduces load on the router.

RSV P RESV messages flow from receiving host to sending host. In this example, Host Y is the sending
host and Host X isthereceiving host. (Host Y sends a RESV message to Host X.) Router B, which is at the
edge of the ATM cloud, receives the RESV message and forwards it upstream to Router A acrossthe PVC
used for control messages. The example configuration shown in the figure above uses one PV C; as shown,
it carries the RSV P request.

Theingressinterface on Router A is configured for RSVP-ATM, which enables it to establish for each
request an SV C to service any new RSV P RESV reservations made on the interface. When it receives a
reservation request, the interface on Router A creates a new nonrea -time variable bit rate (hnRTVBR) SVC
with the appropriate QoS characteristics. The QoS characteristics used to establish the SV C result from
algorithmic mapping of the flowspec in the RSVP RESV message to the appropriate set of ATM signalling
parameters.

In this example, Controlled Load Serviceis used as the QoS class. The ATM PCR parameter is set to the
linerate. If theip rsvp atm-peak-rate-limit command is used on the interface to configure arate limiter,
the PCR is set to the peak rate limiter. The ATM SCR parameter is set to the RSV P flowspec rate and the
ATM MBSis set to the RSV P flowspec burst size. Packets are shaped before they are sent on the ATM
SVC. Shaping creates back pressure to the VIP when the offered load exceeds the rate.

When anew SVC is set up to handle a reservation request, another state is also set up including a classifier
state that uses a source and destination addresses and port numbers of the packet to determine which, if
any, reservation the packet belongsto. Also, atoken bucket is set up to ensure that if a source sends more
data than the data rate and MBS parameters of its flowspec specify, the excess traffic does not interfere
with other reservations.

The following section describes more specifically, how data traverses the path.

QoS: RSVP Configuration Guide, Cisco 10S Release 12.28X .



Signalling Overview

[l copsforRsvP

When a data packet destined for Router B arrives at Router A, before they traverse the ATM cloud, the
source and destination addresses and port numbers of the packet are checked against the RSV P filter
specification (filterspec) to determine if the packet matches a reservation.

If the packet does not match areservation, it is sent out the best-effort PV C to Router B. If a packet
matches areservation, it is further processed by RSV P. The packet is checked against the token bucket of
the reservation to determine whether it conformsto or exceeds the token bucket parameters. (All packets
matching a reservation are sent out on the SV C of the reservation to prevent misordering of packets.)

To introduce differentiation between flowspec-conformant and flowspec-exceeding packets, you can
specify values for RSVP-ATM to use in setting the I P Precedence and ToS bits of the packets. To specify
these values, you use theip rsvp precedence and ip rsvp tos commands. When you set different
precedence values for conformant and exceeding packets and use a preferential drop policy such as
DWRED, RSVP-ATM ensures that flowspec-exceeding packets are dropped prior to flowspec-conformant
packets when the VC is congested.

For information on how to configure the RSVP-ATM QoS Interworking feature, see the "Configuring
RSVP-ATM QoS Interworking" module.

COPS for RSVP

Common Open Policy Service (COPS) is aprotocol for communicating network traffic policy information
to network devices. RSVP is a means for reserving network resources--primarily bandwidth--to guarantee
that applications sending end-to-end across the Internet will perform at the desired speed and quality.

Combined, COPS with RSV P gives network managers centralized monitoring and control of RSV P,
including the following abilities:

» Ensure adequate bandwidth and jitter and delay bounds for time-sensitive traffic such as voice
transmission

e Ensure adequate bandwidth for multimedia applications such as video conferencing and distance
learning

« Prevent bandwidth-hungry applications from delaying top priority flows or harming the performance
of other applications customarily run over the same network

In so doing, COPS for RSV P supports the following crucial RSV P features:

¢ Admission control. The RSV P reservation is accepted or rejected based on end-to-end available
network resources.

¢ Bandwidth guarantee. The RSV P reservation, if accepted, will guarantee that those reserved resources
will continue to be available while the reservation isin place.

¢ Mediaindependent reservation. An end-to-end RSV P reservation can span arbitrary lower layer media
types.

« Dataclassification. While areservation isin place, data packets belonging to that RSVP flow are
separated from other packets and forwarded as part of the reserved flow.

« Datapolicing. Data packets belonging to an RSV P flow that exceed the reserved bandwidth size are
marked with alower packet precedence.

QoS: RSVP Configuration Guide, Cisco 10S Release 12.28X
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Note In order to use the COPS for RSV P feature, your network must be running Cisco |0S 12.1(1)T or later
releases. Moreover, a compeatible policy server must be connected to the network, such as the Cisco COPS
QoS Policy Manager.

Note The Cisco 10S 12.1(2)T release of COPS for RSV P does not support RSV P+.

COPS for RSVP functions on the following interfaces:

e Ethernet

¢ Fast Ethernet

¢ High-Speed Serial Interface (HSSI): V.35, EIA/TIA-232
e T1

The COPS for RSV P feature supports the following RFCs:

¢ RFC 2749, COPS Usage for RSVP
¢ RFC 2205, Resource ReSerVation Protocol (RSVP)
¢ RFC 2748, The COPS (Common Open Policy Service) Protocol

e How It Works, page 11

How It Works

This section provides a high-level overview of how the COPS for RSV P feature works on your network,
and provides the general steps for configuring the COPS for RSV P feature.

The figure below is a sample arrangement of COPS with RSVP.

Figure 5
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To configure arouter to process all RSV P messages coming to it according to policies stored on a
particular policy server (called the Policy Decision Point, or PDP), perform the following steps:
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1 Atthe PDP server enter the policies using the Cisco COPS QoS Policy Manager or a compatible policy
manager application.

2 Configure the router (through its command-line interface) to request decisions from the server regarding
RSV P messages.

After that configuration, network flows are processed by the router designated as the Policy Enforcement

Point (PEP), as follows:

1 When an RSVP signalling message arrives at the router, the router asks the PDP server how to process
the message, either to accept, reject, forward, or install the message.

2 ThePDP server sendsits decision to the router, which then processes the message as instructed.

3 Alternatively, you may configure the router to make those decisionsitself ("locally") without it needing
to consult first with the PDP server. (The local feature is not supported in this release but will bein a
future release.)

e A Detalled Look at COPS for RSV P Functioning, page 12

A Detailed Look at COPS for RSVP Functioning

The figure below traces options available in policy management of RSV P message flows. For each option,
an example of the router configuration command used for setting that option is given in brackets and

bol dface type.

The shaded area coverslocal policy operations; the remainder of the figure illustrates remote policy
operation. (Configuring local policy will be availablein afuture release.)

Figure 6
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The following information is keyed to the figure:

1

Therouter receives a PATH or RESV message and first triesto adjudicate it locally (that is, without
referring to the policy server). If the router has been configured to adjudicate specific access control
lists (ACLS) locally and the message matches one of those lists (a-1), the policy module of the router
applies the operators with which it had been configured. Otherwise, policy processing continues (a-2).
For each message rejected by the operators, the router sends an error message to the sender and removes
the PATH or RESV message from the database (b-1). If the message is not rejected, policy processing
continues (b-2).

If thelocal overrideflag is set for this entry, the message is immediately accepted with the specified
policy operators (c-1). Otherwise, policy processing continues (c-2).

If the message does not match any ACL configured for local policy (a-2), the router applies the default
local policy (d-1). However, if no default local policy has been configured, the message is directed
toward remote policy processing (d-2).

If the router has been configured with specific ACLs against specific policy servers (PDPs), and the
message matches one of these ACLs, the router sends that message to the specific PDP for adjudication
(e-1). Otherwise, policy processing continues (e-2).

If the PDP specifies a"reject” decision (f-1), the message is discarded and an error message is sent back
to the sender, indicating this condition. If the PDP specifies an "accept” decision (f-2), the message is
accepted and processed using normal RSV P processing rules.

If the message does not match any ACL configured for specific PDPs (e-2), the router appliesthe
default PDP configuration. If a default COPS configuration has been entered, policy processing
continues (g-1). Otherwise, the message is considered to be unmatched (g-2).

If the default policy decision for unmatched messagesisto reject (h-1), the message isimmediately
discarded and an ERROR message is sent to the sender indicating this condition. Otherwise, the messageis
accepted and processed using norma RSV P processing rules (h-2).

Here are additional details about PDP-PEP communication and processing:

Policy request timer. Whenever arequest for adjudication (of any sort) is sent to a PDP, a 30-second
timer associated with the PATH or RESV message is started. If the timer runs out before the PDP
repliesto the request, the PDP is assumed to be down and the request is given to the default policy
(step g-2 in the figure above).

PDP tracking of PEP reservations. When the PDP specifies that a reservation can be installed, this
reservation must then be installed on the router. Once bandwidth capacity has been allocated and the
reservation installed, the policy module of the PEP sends a COMMIT message to the PDP. But if the
reservation could not be installed because of insufficient resources, the reservation is folded back to
the noninstalled state and a NO-COMMIT message is sent to the PDP. If the reservation was also new
(no previous state), then a DELETE REQUEST message instead is sent to the PDP. In these ways, the
PDP can keep track of reservations on the PEP.

Resynchronization. If the PDP sends a SY NCHRONIZE-REQUEST message to the PEP, the policy
modul e of the PEP scans its database for all paths and reservations that were previously adjudicated by
this PDP, and resends requests for them. The previously adjudicated policy information is retained
until anew decision isreceived. When all the PATH or RESV states have been reported to the PDP, a
SYNCHRONIZE-COMPLETE message is sent by the policy module to the PDP. The PEP also sends
queries concerning all flows that were locally adjudicated while the PDP was down.

Readjudication:

o Solong as flows governed by the RSV P session continue to pass through the PEP router, the PDP
can unilaterally decide to readjudicate any of the COPS decisions of that session. For example,
the PDP might decide that a particular flow that was earlier granted acceptance now needs to be
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Table 1

A Detailed Look at COPS for RSVP Functioning

rejected (due perhaps to a sudden preemption or timeout). In such cases, the PDP sends a hew
decision message to the PEP, which then adjusts its behavior accordingly.

If the PEP router receives a RESV message in which an object has changed, the policy decision
needs to be readjudicated. For example, if the sender wants to increase or decrease the bandwidth
reservation, a new policy decision must be made. In such cases, the policy flags previously
applied to this session are retained, and the session is readjudicated.

¢ Tear-downs. The policy module of the PEP is responsible for notifying the PDP whenever a
reservation or path that was previously established through policy istorn down for any reason. The
PEP notifies the PDP by sending the PDP a DELETE REQUEST message.

¢ Connection management:

o

If the connection to the PDP is closed (either because the PDP closed the connection, a TCP/IP
error occurred, or the keepalives failed), the PEP issues a CLIENT-CLOSE message and then
attempts to reconnect to the same PDP. If the PEP receives a CLIENT-CL OSE message
containing a PDP redirect address, the PEP attempts to connect to the redirected PDP.

If either attempt fails, the PEP attempts to connect to the PDPs previously specified in the
configuration ip rsvp policy cops server s command, obeying the sequence of serversgivenin
that command, always starting with the first server in that list.

If the PEP reaches the end of the list of servers without connecting, it waits a certain time (called
the "reconnect delay") before trying again to connect to the first server in the list. This reconnect
delay isinitialy 30 seconds, and doubles each time the PEP reaches the end of the list without
having connected, until the reconnect delay becomes its maximum of 30 minutes. As soon asa
connection is made, the delay is reset to 30 seconds.

¢ Replacement objects—-The matrix in the table bel ow identifies objects that the PDP can replace within
RSV P messages passing through the PEP. An x in the column indicates that the PDP can replace the
particular object within RSV P messages.

Matrix for Objects the PDP Can Replace Within RSVP Messages

Message Context

Objects

Items Affected

Policy

TSpec

Flowspec Errorspec

Path In X

X o—— .- R

Installed
PATH state.
« All outbound
PATH

messages for
this PATH.

Path Out X

This refresh of the
PATH (but not the
installed PATH
state).
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Message Context  Objects Items Affected

Resv In X o-- X - e |nstaled

RESV state
(incoming and
traffic control
installation).

« All outbound
RESV

messages for
thisRESV.

Resv Alloc .- .- X .- Installed resources
for this session.

Resv Out X .- X .- This particular
refresh of the
RESV message
(but not the
installed RESV
state nor the traffic
control allocation).

PathError In X .- .- X The forwarded
PATHERROR

message.

The forwarded
PATHERROR

message.

PathError Out

X
L]
1
i
L]
1
i
X

ResvError In X .- .- X All RESVERROR

messages
forwarded by this
router.

ResvError Out X .- .- X This particular
forwarded
RESVERROR

message.

If an RSV P message whose object was replaced is later refreshed from upstream, the PEP keeps track of
both the old and new versions of the object, and does not wrongly interpret the refresh as a change in the
PATH or RESV state.

For information on how to configure COPS for RSV P, see the chapter "Configuring COPS for RSVP" in
this book.

Subnetwork Bandwidth Manager

RSVP and its service class definitions are largely independent of the underlying network technologies. This
independence requires that a user define the mapping of RSV P onto subnetwork technologies.
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. Subnetwork Bandwidth Manager

The Subnetwork Bandwidth Manager (SBM) feature answers this requirement for RSVP in relation to

| EEE 802-based networks. SBM specifies a signalling method and protocol for LAN-based admission
control for RSVP flows. SBM allows RSV P-enabled routers and Layer 2 and Layer 3 devices to support
reservation of LAN resources for RSV P-enabled data flows. The SBM signalling method is similar to that
of RSVPitself. SBM protocol entities have the following features:

e Residein Layer 2 or Layer 3 devices.

« Can manage resources on a segment. A segment isaLayer 2 physical segment shared by one or more
senders, such as a shared Ethernet or Token Ring wire.

¢ Can become candidates in a dynamic election process that designates one SBM as the segment
manager. The elected candidate is called the Designated Subnetwork Bandwidth Manager (DSBM).
The elected DSBM isresponsible for exercising admission control over requests for resource
reservations on a managed segment.

A managed segment includes those interconnected parts of a shared LAN that are not separated by DSBMs.
The presence of aDSBM makes the segment a managed one. One or more SBM's may exist on a managed
segment, but there can be only one DSBM on each managed segment.

Y ou can configure an interface on routers connected to the segment to participate in the DSBM election
process. The contender configured with the highest priority becomes the DSBM for the managed segment.

If you do not configure arouter asaDSBM candidate and RSV P is enabled, then the system interacts with
the DSBM if aDSBM is present on the segment. In fact, if aDSBM, identifying itself as such, exists on the
segment, the segment is considered a managed segment and all RSV P message forwarding will be based on
the SBM message forwarding rules. This behavior exists to allow casesin which you might not want an
RSV P-enabled interface on arouter connected to a managed segment interface to become a DSBM, but you
want it to interact with the DSBM if one is present managing the segment.

Note SBM is not supported currently on Token Ring LANS.

The figure below shows a managed segment in a Layer 2 domain that interconnects a set of hosts and
routers.

Figure 7

Router R2 Host C DSEM Host B Router R3

rTe¥e

Fa

Host & Router R

When aDSBM client sends or forwards an RSVP PATH message over an interface attached to a managed
segment, it sends the PATH message to the DSBM of the segment instead of to the RSV P session
destination address, asisdone in conventional RSV P processing. As part of its message processing
procedure, the DSBM builds and maintains a PATH state for the session and notes the previous Layer 2 or
Layer 3 hop from which it received the PATH message. After processing the PATH message, the DSBM
forwards it toward its destination address.
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The DSBM receives the RSVP RESV message and processesit in amanner similar to how RSV P itself
handles reservation request processing, basing the outcome on available bandwidth. The procedureis as
follows:

e | it cannot grant the request because of lack of resources, the DSBM returns a RESVERROR message
to the requester.

« |f sufficient resources are available and the DSBM can grant the reservation request, it forwards the
RESV message toward the previous hops using the local PATH state for the session.

For information on how to configure SBM, see the "Configuring Subnetwork Bandwidth Manager"
module.

Cisco and the Cisco Logo are trademarks of Cisco Systems, Inc. and/or its affiliatesin the U.S. and other
countries. A listing of Cisco's trademarks can be found at www.cisco.com/go/trademarks. Third party
trademarks mentioned are the property of their respective owners. The use of the word partner does not
imply a partnership relationship between Cisco and any other company. (1005R)

Any Internet Protocol (IP) addresses and phone numbers used in this document are not intended to be
actual addresses and phone numbers. Any examples, command display output, network topology diagrams,
and other figures included in the document are shown for illustrative purposes only. Any use of actual IP
addresses or phone numbersin illustrative content is unintentional and coincidental.
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Configuring RSVP

This chapter describes the tasks for configuring the Resource Reservation Protocol (RSVP) feature, which
isan IP service that allows end systems or hosts on either side of a router network to establish a reserved-
bandwidth path between them to predetermine and ensure Quality of Service (QoS) for their data
transmission.

Finding Feature Information, page 19

Prerequisites for Configuring RSVP, page 19
Restrictions for Configuring RSVP, page 19
Information About Configuring RSVP, page 20

How to Configure RSVP, page 28

Configuration Examples for Configuring RSVP, page 45
Additional References, page 52

Feature Information for Configuring RSV P, page 53

Finding Feature Information

Y our software release may not support all the features documented in this module. For the latest feature
information and caveats, see the release notes for your platform and software release. To find information
about the features documented in this module, and to see alist of the releases in which each feature is
supported, see the Feature Information Table at the end of this document.

Use Cisco Feature Navigator to find information about platform support and Cisco software image support.
To access Cisco Feature Navigator, go to www.cisco.com/go/cfn. An account on Cisco.com is not required.

Prerequisites for Configuring RSVP

RSVP isdisabled by default to allow backward compatibility with systems that do not implement RSV P.
Y ou must enable RSV P before you make any other RSV P configurations.

Restrictions for Configuring RSVP

RSV P cannot be configured with Versatile I nterface Processors (V1 P)-distributed Cisco Express
Forwarding (dCEF).

The RSVP over DMVPN feature does not support RSV P over | Psec tunnels without generic routing
encapsulation (GRE).

QoS: RSVP Configuration Guide, Cisco 10S Release 12.28X .


http://www.cisco.com/go/cfn

Configuring RSVP |

. Information About Configuring RSVP

¢ Theingress call admission control (CAC) functionality does not support RSV P Fast Loca Repair; if
there are route changes inside the non-RSV P cloud that result in corresponding changes in the ingress
interface.

Information About Configuring RSVP

RSVP allows end systems to request QoS guarantees from the network. The need for network resource
reservations differs for data traffic versus for rea-time traffic, as follows:

o Datatraffic seldom needs reserved bandwidth because internetworks provide datagram services for
data traffic. This asynchronous packet switching may not need guarantees of service quality. End-to-
end controls between data traffic senders and receivers help ensure adequate transmission of bursts of
information.

¢ Real-timetraffic (that is, voice or video information) experiences problems when operating over
datagram services. Because real -time traffic sends an amost constant flow of information, the network
"pipes' must be consistent. Some guarantee must be provided so that service between real-time hosts
will not vary. Routers operating on afirst-in, first-out (FIFO) basis risk unrecoverable disruption of the
real-time information that is being sent.

Data applications, with little need for resource guarantees, frequently demand relatively lower bandwidth
than real-time traffic. The almost constant high bit-rate demands of a video conference application and the
bursty low bit-rate demands of an interactive data application share available network resources.

RSV P prevents the demands of traffic such as large file transfers from impairing the bandwidth resources
necessary for bursty data traffic. When RSV P is used, the routers sort and prioritize packets much like a
statistical time-division multiplexer (TDM) would sort and prioritize several signal sources that share a
single channel.

RSV P mechanisms enabl e real-time traffic to reserve resources necessary for consistent latency. A video
conferencing application can use settingsin the router to propagate a request for a path with the required
bandwidth and delay for video conferencing destinations. RSV P will check and repeat reservations at
regular intervals. By this process, RSVP can adjust and ater the path between RSVP end systemsto
recover from route changes.

Real-time traffic (unlike data traffic) requires a guaranteed network consistency. Without consistent QoS,
real-time traffic faces the following problems:;

o Jitter--A dlight time or phase movement in atransmission signal can introduce loss of synchronization
or other errors.

« Insufficient bandwidth--Voice calls use adigital signal level 0 (DS-0 at 64 kb/s), video conferencing
uses T/E1 (1.544 Mb/s or 2.048 Mb/s), and higher-fidelity video uses much more.

« Delay variations--If the wait time between when signal elements are sent and when they arrive varies,
the real-time traffic will no longer be synchronized, and transmission may fail.

¢ Information loss--When signal elements drop or arrive too late, lost audio causes distortions with noise
or crackle sounds. The lost video causes image blurring, distortions, or blackouts.

RSV P worksin conjunction with weighted fair queueing (WFQ) or Random Early Detection (RED). This
conjunction of reservation setting with packet queueing uses two key concepts. end-to-end flows with
RSV P and router-to-router conversations with WFQ:

¢ RSVPflow--Thisisastream that operates "multidestination smplex," because datatravels acrossit in
only one direction: from the origin to the targets. Flows travel from a set of sendersto a set of
receivers. The flows can be merged or left unmerged, and the method of merging them varies
according to the attributes of the application using the flow.
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«  WFQ conversation--This is the traffic for asingle transport layer session or network layer flow that
crosses agiven interface. This conversation isidentified from the source and destination address,
protocol type, port number, or other attributes in the relevant communications layer.

RSVP alows for hosts to send packetsto a subset of all hosts (multicasting). RSV P assumes that resource
reservation applies primarily to multicast applications (such as video conferencing). Although the primary
target for RSV P is multimediatraffic, aclear interest exists for the reservation of bandwidth for unicast
traffic (such as Network File System (NFS) and Virtual Private Network management). A unicast
transmission involves a host sending packetsto asingle host.

Before configuring RSV P, you should understand the following concepts:

* RSVP Reservation Types, page 21

« Didgtinct Reservation, page 21

» Shared Reservation, page 21

* Planning RSVP Configuration, page 22

¢ RSVP Implementation Considerations, page 22

* RSVPIngress CAC, page 24

¢ RSVPover DMVPN, page 25

e Transport Mechanism Support in RSVP, page 26

RSVP Reservation Types

There are the two types of multicast flows:

¢ Distinct reservation--A flow that originates from exactly one sender.
e Shared reservation--A flow that originates from one or more senders.

RSV P describes these reservations as having certain algorithmic attributes.

Distinct Reservation

An example of adistinct reservation is a video application in which each sender emits a distinct data stream
that requires admission and management in a queue. Such aflow, therefore, requires a separate reservation
per sender on each transmission facility it crosses (such as Ethernet, aHigh-Level Data Link Control
(HDLC) line, a Frame Relay data-link connection identifier (DLCI), or an ATM virtua channel). RSVP
refersto this distinct reservation as explicit and installsit using a fixed filter style of reservation.

Use of RSV P for unicast applications is generally a degenerate case of adistinct flow.

Shared Reservation

An example of ashared reservation is an audio application in which each sender emits a distinct data
stream that requires admission and management in a queue. However, because of the nature of the
application, alimited number of senders are sending data at any given time. Such aflow, therefore, does
not require a separate reservation per sender. Instead, it uses a single reservation that can be applied to any
sender within a set as needed.

RSVP installs a shared reservation using a Wild Card or Shared Explicit style of reservation, with the
difference between the two determined by the scope of application (which is either wild or explicit):

* The Wild Card Filter reserves bandwidth and delay characteristics for any sender and is limited by the
list of source addresses carried in the reservation message.

¢ The Shared Explicit style of reservation identifies the flows for specific network resources.
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Planning RSVP Configuration

Y ou must plan carefully to successfully configure and use RSVP on your network. At aminimum, RSVP
must reflect your assessment of bandwidth needs on router interfaces. Consider the following questions as
you plan for RSVP configuration:

MY

How much bandwidth should RSV P alow per end-user application flow? Y ou must understand the
"feeds and speeds’ of your applications. By default, the amount reservable by a single flow can be the
entire reservable bandwidth. Y ou can, however, limit individual reservations to smaller amounts using
the single flow bandwidth parameter. The reserved bandwidth value may not exceed the interface
reservable amount, and no one flow may reserve more than the amount specified.

How much bandwidth is available for RSV P? By default, 75 percent of the bandwidth available on an
interface is reservable. If you are using a tunnel interface, RSV P can make a reservation for the tunnel
whose bandwidth is the sum of the bandwidths reserved within the tunnel.

How much bandwidth must be excluded from RSV P so that it can fairly provide the timely service
required by low-volume data conversations? End-to-end controls for data traffic assume that all
sessions will behave so asto avoid congestion dynamically. Real-time demands do not follow this
behavior. Determine the bandwidth to set aside so bursty datatraffic will not be deprived asa side
effect of the RSV P QoS configuration.

Note Before entering RSV P configuration commands, you must plan carefully.

RSVP Implementation Considerations

Y ou should be aware of RSV P implementation considerations as you design your reservation system.

RSV P does not model al datalinks likely to be present on the internetwork. RSV P models an interface as
having a queueing system that completely determines the mix of traffic on the interface; bandwidth or
delay characteristics are deterministic only to the extent that this model holds. Unfortunately, data links are
often imperfectly modeled this way. Use the following guidelines:

Serid line interfaces--PPP; HDLC; Link Access Procedure, Balanced (LAPB); High-Speed Serial
Interface (HSSI); and similar seria line interfaces are well modeled by RSV P. The device can,
therefore, make guarantees on these interfaces. Nonbroadcast multiaccess (NBMA) interfaces are also
most in need of reservations.

Multiaccess LANs--These data links are not modeled well by RSV P interfaces because the LAN itself
represents a queueing system that is not under the control of the device making the guarantees. The
device guarantees which load it will offer, but cannot guarantee the competing loads or timings of
loads that neighboring LAN systems will offer. The network administrator can use admission controls
to control how much traffic is placed on the LAN. The network administrator, however, should focus
on the use of admission in network design in order to use RSV P effectively.

The Subnetwork Bandwidth Manager (SBM) protocol is an enhancement to RSVP for LANS. One device
on each segment is elected the Designated SBM (DSBM). The DSBM handles all reservations on the
segment, which prevents multiple RSV P devices from granting reservations and overcommitting the shared
LAN bandwidth. The DSBM can also inform hosts of how much traffic they are allowed to send without
valid RSVP reservations.

Public X.25 networks--It is not clear that rate or delay reservations can be usefully made on public X.
25 networks.
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Y ou must use a specialized configuration on Frame Relay and ATM networks, as discussed in the next
sections.

» Frame Relay Internetwork Considerations, page 23
¢ ATM Internetwork Considerations, page 23
» Flexible Bandwidth Considerations, page 23

Frame Relay Internetwork Considerations

The following RSV P implementation considerations apply as you design your reservation system for a
Frame Relay internetwork:

* Reservations are made for an interface or subinterface. If subinterfaces contain more than one data-
link control (DL C), the required bandwidth and the reserved bandwidth may differ. Therefore, RSVP
subinterfaces of Frame Relay interfaces must contain exactly one DLC to operate correctly.

¢ Inaddition, Frame Relay DL Cs have committed information rates (CIR) and burst controls
(Committed Burst and Excess Burst) that may not be reflected in the configuration and may differ
markedly from the interface speed (either adding up to exceed it or being substantially smaller).
Therefore, theip rsvp bandwidth command must be entered for both the interface and the
subinterface. Both bandwidths are used as admission criteria.

For example, suppose that a Frame Relay interface runs at a T1 rate (1.544 Mb/s) and supports several
DL Csto remote offices served by 128-kb/s and 56-kb/s lines. Y ou must configure the amount of the total
interface (75 percent of which is 1.158 Mb/s) and the amount of each receiving interface (75 percent of
which would be 96 and 42 kb/s, respectively) that may be reserved. Admission succeeds only if enough
bandwidth is available on the DLC (the subinterface) and on the aggregate interface.

ATM Internetwork Considerations

The following RSV P implementation considerations apply as you design your reservation system for an
ATM internetwork:

« When ATM is configured, it most likely uses a usable bit rate (UBR) or an available bit rate (ABR)
virtual channel (VC) connecting individual routers. With these classes of service, the ATM network
makes a "best effort" to meet the bit-rate requirements of the traffic and assumes that the end stations
are responsible for information that does not get through the network.

e ThisATM service can open separate channels for reserved traffic having the necessary characteristics.
RSV P should open these VCs and adjust the cache to make effective use of the VC for this purpose.

Flexible Bandwidth Considerations

RSV P can be enabled on a physical or alogical interface by using theip rsvp bandwidth command. Y ou
can either configure an absolute value or a percentage of the interface bandwidth as the RSV P bandwidth or
flow bandwidth. That is, you have an option to configure an absolute value for RSV P bandwidth and a
percentage of the interface bandwidth as the flow bandwidth or vice versa. Use the ip rsvp bandwidth
command to configure the absolute values for the RSV P or the flow bandwidth. Usetheip rsvp

bandwidth percent command to configure a percentage of the interface bandwidth as the RSV P or the
flow bandwidth. If you configure a percent of the interface bandwidth as the RSV P bandwidth, the RSVP
bandwidth changesin parallel with the changes in the interface bandwidth. The same applies to the flow
bandwidth.

The bandwidth on afixed interface can be changed by making explicit configurations of bandwidth on the
fixed interface. Although the same applies to flexible bandwidth interfaces, bandwidth on them can change
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due to many other reasons such as addition or removal of member links and change in the bandwidth of
member links.

RSVP Ingress CAC

The RSVP Ingress CAC feature extends the Cisco |OS RSV P | Pv4 implementation to guarantee bandwidth
resources not only on agiven flow’s outgoing interface, but also on the inbound interfaces.

The figure below presents a deployment scenario where the ingress CAC functionality isimplemented. The
headquarters and branch office of a company are connected over a non-RSV P Internet service provider
(ISP) cloud. In this scenario, the ISP cloud can guarantee the required bandwidth without the need to run
RSVP. Therefore, only the customer edge (CE) routers run RSV P, and not the provider edge (PE) routers.

Figure 8

IMAGE MISSING HERE; illos embedded not refer enced

Consider a scenario where the CE-PE link used in the headquarters has a bandwidth of 10 Gb/s, whereas
the CE-PE link used in the branch office has a bandwidth of 1 Gb/s. Some media traffic from the
headquarters to the branch office requires a guaranteed bandwidth of 5 Gh/s. In the RSVP implementation
presented in the figure above, the CE-PE link used in the headquarters can participate in the RSVP
bandwidth reservation and, therefore can guarantee the required QoS for this 5 Gb/s flow. The CE-PE link
used in the branch office is a bottleneck because it has only 1 Gb/s capacity. However, this does not get
detected because RSV P CAC is performed only against the egress interface in the branch office (CE to the
branch office). Hence, traffic of 5 Gb/sis admitted. This situation can be avoided if RSVP CAC
functionality is extended to check the ingress interface bandwidth before admitting this traffic.

The benefits of the RSVP Ingress CAC feature are as follows:

« Extends the bandwidth reservation to perform CAC on inbound interfaces if ingress RSV P bandwidth
pools have been configured on those interfaces.

e Extends the preemption logic whenever the ingress interface bandwidth changes (due to link
bandwidth changes, ingress bandwidth pool changes, or due to changes in ingress policy), or if anew
reservation request is received.

¢ Extendsthe RSVP policy to include ingress policy parameters.

This feature is supported over all RSV P-supported transport layers.

Theingress CAC functionality is not enabled by default. Use theip rsvp bandwidth command to enable
ingress CAC and to define an ingress RSV P bandwidth pool. The ingress CAC functionality is applicable
to only those reservations that are established after the feature is enabled.

e Admission Control on the Intermediate RSV P-Aware Nodes, page 24

e Admission Control on IP Tunnel Interfaces, page 24

e RSVP Preemption, page 25

Admission Control on the Intermediate RSVP-Aware Nodes

For every new or modified RSV P reservation request received on an intermediate RSV P-aware node, the
admission control isfirst performed against the bandwidth pool associated with the egress interface, and
then it is performed on the bandwidth pool associated with the ingress interface of that flow.

Admission Control on IP Tunnel Interfaces
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RSVP Preemption .

If the ingress interface of aflow isan IP tunnel, you must configure the required ingress RSV P bandwidth
pools on both the tunnel interface as well as the underlying physical interface. The ingress CAC feature
checks against both these bandwidth pools before admitting a request.

RSVP Preemption

RSV P preemption allows the router to preempt one or more existing RSV P bandwidth reservations to
accommodate a higher priority reservation, while staying within the RSV P-configured bandwidth pool
limit. The dynamic update of the RSV P bandwidth can be made by the RSV P policy to preempt or admit
RSV P sessions based on the latest RSV P bandwidth. Use theip rsvp policy preemptcommandtoenable
RSV P preemption on both egress and ingress interfaces.

RSV P preemption is required for the following reasons:

¢ Thelink bandwidth can shrink (either due to custom-made configuration or dynamically, asin case of
flexible bandwidth links).

¢ The user can shrink the RSV P bandwidth pool due to custom-made configuration.

¢ A new reservation has a higher priority than some of the existing reservations.

¢ Changes are made to the RSV P local policy such that either the maximum group bandwidth or the
maximum single bandwidth (or both) have been reduced and, therefore, all the reservations that match
this policy require preemption.

RSVP over DMVPN

Dynamic Multipoint Virtual Private Network (DMVPN) allows users to scale large and small 1Psec VPNs
by combining GRE tunnels, | Psec encryption, and Next Hop Resolution Protocol (NHRP). For more
information on DMV PN, refer to the DMV PN module.

The RSVP over DMVPN feature supports the following types of configuration:

¢ RSVPover manually configured GRE/multipoint generic routing encapsulation (MGRE) tunnels
e RSVP over manually configured GRE/mGRE tunnelsin an IPsec protected mode
¢ RSVP over GRE/mGRE tunnels (IPsec protected and | Psec unprotected) in a DMV PN environment

The figure below shows a spoke-hub-spoke or phase 1 DMVPN mode. Two static spoke-to-hub tunnels
called Tunnel0 have been established. TunnelO is presented as a GRE interface on spoke-A and spoke-B.
On the hub, TunnelO is modeled as an MGRE interface.

Figure 9

IMAGE MISSING HERE; illos embedded not refer enced

There are some differences in the way RSV P operates over tunnels and RSV P operates over a subinterface.
If RSVPis configured on a subinterface, Cisco 10S software automatically applies RSV P configuration on
the main interface aswell. Thisis possible because the binding between the subinterface and the main
interface is static. However, the association between atunnel interface and a physical interface is dynamic.
Therefore, when you configure RSV P over atunnel, the same configuration cannot be directly applied to
any physical interface because the tunnel-to-physical association can change. Hence, you must configure
RSV P appropriately on the physical interface (main and/or subinterface) that atunnel can egress over.

If adevice such as an | P phone attached on the 192.168.1.0/24 network has to establish reservation for a
call to another device, such as another 1P phone, attached on the 192.168.2.0/24 network, spoke A sends
out a PATH message directed towards spoke B over tunnel interface 0. The RESV message is intercepted
by the hub and forwarded to spoke B. Spoke B responds with a RESV message, which is sent to the hub.
The hub attempts to reserve bandwidth over the Tunnel0 mGRE interface and its associated physical
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interface. If the hub is able reserve the necessary bandwidth, a reservation isinstalled and the RESV
message is forwarded to spoke A. Spoke A receives a RESV message on Tunnel0 and attempts to reserve
bandwidth over the Tunnel0 GRE interface and its associated physical interface. If spoke A is successful in
reserving the necessary bandwidth, areservation isinstalled.

Note RSVP Call Admission Control (CAC) is performed over the new physical interface when there is a change
in the tunnel-to-physical interface association for a given session. This might potentially cause the once-
established RSV P reservation to fail. In such a case, RSV P removes only the existing reservation. The data
flow is determined by other specific applications, such as, Cisco Unified Communications Manager
Express (Cisco UCME) in case of voice traffic.

During bandwidth admission control, Cisco |OS software must take into account the additional 1P overhead
introduced due to tunneling and a possible encryption over these tunnels. Default values are provided for
the additional overhead based on the average size of an Internet packet. However, you can use theip rsvp
tunnel over head-per cent command to override these values.

Transport Mechanism Support in RSVP

The RSVP Transport for Medianet feature extends the RSV P functionality to act as a transport mechanism
for the clients. Thisis achieved by adding three more parameters to the existing 5-tuple flow that is used to
reserve a path from the sender to the receiver for data flow. The 5-tuple flow consists of the destination IP

address, source IP address, |P protocol, destination port, and source port.

In this model, for every transport service requested by the clients, RSV P creates a transport protocol (TP)
session. Each such transport service request isidentified by the 8-tuple flow as shown in the table below:

Table 2 RSVP Transport Protocol Support--8-Tuple Flow
8-Tuple Parameters Description
Destination-1P Destination | P address of the flow.
Destination-Port Destination port of the flow.
I P Protocol IP protocol number in the IP header.
Source-IP Source | P address of the flow.
Source-Port Source port of the flow.
Client ID Identifies a particular client application. The client

ID isaglobally allocated number identifying a
client that uses RSV P transport. It is provided by
the client to RSV P when the client registers to
RSVP. Theclient ID enables RSV P to distinguish
between different client applications requesting
transport service for the same 5-tuple flow.
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8-Tuple Parameters Description

Initiator ID I dentifies the node initiating the transport service
reguest. The initiator ID enables RSV P distinguish
between the transport service request generated by
the same client application, for the same 5-tuple
flow, but from different initiating nodes. The TP
clients need to pass thisinitiator ID in the 8-tuple
flow when they must initiate an RSV P transport
session. ThisID hasto be unique across the
network.

Instance ID Identifies the transport service request from a
particular client application and from a particular
initiator. The instance ID lets RSVP distinguish
between different instances of atransport service
reguest that is generated by the same client
application for the same 5-tuple flow and from the
same initiating node. Theinstance ID is passed by
the client to RSV P when the client must initiate an
RSV P transport session.

The 8-tuple flow identifies RSVP TP sessions and maps them to the specific client transport service
requests.

When a TP client requests a transport service from RSVP, RSV P creates a TP session specific to that
transport service request, and uses it to transport any other messages being sent by the client for the service
request. RSV P also maintains the state of this TP session by refreshing PATH messages periodically.

RSV P provides two types of transport mechanisms to the clients for the transport service requests:

¢ Path-based transport mechanism--In this mechanism, the initiator node transportsa TP client’s
message (also referred to as TP-Client-Data) to the destination for a particular flow. RSV P creates TP
session specific to the transport service request from the client and uses the PATH message to send the
TP-Client-Data. It ensures that the TP-Client-Datais transported in the same path as the data flow for
the corresponding 5-tuple. RSV P maintains the state of this transport session on all the intermediate
nodes from the initiator to either the destination or to the node on which the TP session will be
terminated.

e Transport notify-based transport mechanism--1n this mechanism, TP-Client-Data from any node in the
path of the flow is transported to any other node in the same path. RSV P uses the Transport-Notify
message to send the TP-Client-Data.

In the path-based transport mechanism, RSVP PATH message is used to carry the TP-Client-Data along the
path from the sender to the receiver. RSV P hands over the TP-Client-Datato the client stack on each of the
RSV P-enabled hops where the client stack is running. The client can then perform one of the following
tasks:

¢ Request RSVP to send out the TP-Client-Data that is modified or not modified further downstream
towards the receiver. In this case, RSV P embeds the client’ s outgoing TP-Client-Datain the PATH
message and forwards it towards the receiver.

¢ Terminate the TP-Client-Dataif the client decides to close the transport session on a particular node.
In this case, RSV P does not send any PATH message downstream.

In the transport notify-based transport mechanism, RSV P uses Transport-Notify message to send the
client’s message. In this case, the TP client can request RSV P to perform one of the following tasks:
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¢ Request RSVP to send the TP-Client-Data for the 8-tuple flow to atarget | P address. This request
works even if the RSVP TP session does not exist for the corresponding 8-tuple flow.

¢ Request RSVP to send the TP-Client-Data to the previous upstream RSV P hop. This process assumes
that an RSV P TP session exists for the corresponding 8-tuple flow. In this case, RSV P derives the
previous RSV P-aware hop |P address from the Path State Block (PSB) for the 8-tuple flow and sends
the Transport-Notify message to that IP address with TP-Client-Data embedded into it.

RSV P hands over the Transport-Notify message with the embedded transport object to the corresponding
TP client running on the router. If the corresponding TP client does not exist on the router, and if thereisan
existing RSV P TP session for the 8-tuple flow in the RSV P Transport-Notify message, then RSV P further
sends this message to the previous upstream RSV P-enabled router. This continues until RSVP is able to
deliver this message to the TP client.

If the corresponding TP client does not exist on the router, and if there is no existing RSV P TP session for
the 8-tuple flow, RSV P drops the message.

How to Configure RSVP

Enabling RSVP, page 28
» Configuring RSVP Bandwidth, page29
» Configuring Maximum Bandwidth for Single or Group Flows, page 32
* Entering Senders or Receiversin the RSVP Database, page 34
» Configuring RSVP as a Transport Protocol, page 36
e Specifying Multicast Destinations, page 37
e Controlling RSVP Neighbor Reservations, page 38
« Enabling RSVP to Attach to NetFlow, page 38
e Setting the IP Precedence and ToS Values, page 40
e Configuring Tunnel Bandwidth Overhead, page 41
» Sending RSVP Notifications, page 42
» Verifying RSVP Configuration, page 43

Enabling RSVP

By default, RSVP is disabled so that it is backward compatible with systems that do not implement RSVP.
To enable RSVP for IP on an interface, perform the following task. This task starts RSV P and sets the
bandwidth and single-flow limits.

SUMMARY STEPS

enable
configureterminal
inter face type number

ip rsvp bandwidth [interface-bandwidth[per cent percent-bandwidth | [single-flow-bandwidth] [sub-
pool bandwidth]]]

5 end

e

QoS: RSVP Configuration Guide, Cisco 10S Release 12.28X
[ 28| |



I Configuring RSVP Bandwidth

DETAILED STEPS

Step 1

Step 2

Step 3

Step 4

Step 5

How to Configure RSVP

Command or Action

Purpose

enable

Example:

Rout er > enabl e

Enables privileged EXEC mode.

» Enter your password if prompted.

configureterminal

Example:

Rout er# configure term nal

Enters global configuration mode.

inter face type number

Example:

Rout er(config)# interface fastethernet 0/1

Configures the specified interface and enters
interface configuration mode.

ip rsvp bandwidth [interface-bandwidth[per cent percent-
bandwidth | [single-flow-bandwidth] [sub-pool bandwidth]]]

Example:

Router(config-if)# ip rsvp bandwi dth 23 54

Enables RSVP for IP on an interface.

end

Example:

Rout er (config-if)# end

Exits interface configuration mode and returns to
privileged EXEC mode.

Configuring RSVP Bandwidth

To configure the RSV P bandwidth, perform the following task. The default maximum bandwidth is up to
75 percent of the bandwidth available on the interface. By default, the amount reservable by aflow can be

up to the entire reservable bandwidth.

Reservations on individual circuits that do not exceed 100 kb/s normally succeed. However, if reservations
have been made on other circuits adding up to 1.2 Mb/s, and a reservation is made on a subinterface that
itself has enough remaining bandwidth, the reservation request will still be refused because the physical

interface lacks supporting bandwidth.
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[l Howto Configure RSVP

SUMMARY STEPS

enable
configureterminal
inter face type number
Do one of the following:

L

e ip rsvp bandwidth [interface-bandwidth[per cent percent-bandwidth | [single-flow-bandwidth]

[sub-pool bandwidth]]

e ip rsvp bandwidth percent rsvp-bandwidth [max-flow-bw | per cent flow-bandwidth]

5. Do one of the following:

e ip rsvp bandwidth ingress ingress-bandwidth

e ip rsvp bandwidth ingress percent percent-bandwidth [ maximum-ingress-bandwidth | per cent

per cent-bandwidth]
6. end

DETAILED STEPS

Command or Action

Purpose

Step1 enable

Example:

Rout er> enabl e

Enables privileged EXEC mode.

» Enter your password if prompted.

Step 2 configureterminal

Example:

Rout er# configure term nal

Enters global configuration mode.

Step 3 interface type number

Example:

Router(config)# interface nmultilink 2

Configures an interface and entersinterface
configuration mode.
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Step 4

Step 5

How to Configure RSVP

Command or Action

Purpose

Do one of the following:

* ip rsvp bandwidth [interface-bandwidth[per cent percent-
bandwidth | [single-flow-bandwidth] [sub-pool bandwidth]]

* ip rsvp bandwidth percent rsvp-bandwidth [ max-flow-bw
| per cent flow-bandwidth]

Example:

Router(config-if)# ip rsvp bandwi dth 23 34

Example:

Example:

Rout er (config-if)# ip rsvp bandwi dth percent 50
percent 10

Configures an absolute value for the RSV P bandwidth
and the flow bandwidth.

Note On subinterfaces, this command applies the more
restrictive of the available bandwidths of the
physical interface and the subinterface. For
example, a Frame Relay interface might have a
T1 connector nominally capable of 1.536 Mb/s,
and 64-kb/s subinterfaces on 128-kb/s circuits
(64-kb/s CIR). RSV P bandwidth can be
configured on the main interface up to 1200 kb/s,
and on each subinterface up to 100 kb/s.

or

Configures a percentage of the interface bandwidth as
RSVP bandwidth and flow bandwidth.

For more examples, refer to Configuration Examples
for Configuring RSVP, page 45

Do one of the following:

* ip rsvp bandwidth ingressingress-bandwidth

* ip rsvp bandwidth ingress percent percent-bandwidth
[maximum-ingress-bandwidth | per cent percent-
bandwidth]

Example:

Rout er (config-if)# ip rsvp bandwi dth ingress 40

Example:

Example:

Router(config-if)# ip rsvp bandw dth ingress percent
80

(Optional) Configures the RSV P ingress reservable
bandwidth.

or

Configures a percentage of the interface bandwidth as
the ingress bandwidth.
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[l Howto Configure RSVP

Command or Action Purpose

Step6 end Exits interface configuration mode and returns to
privileged EXEC mode.

Example:

Rout er (config-if)# end

Configuring Maximum Bandwidth for Single or Group Flows

Perform this task to configure the maximum bandwidth for single or group flows. As part of the application
ID enhancement, maximum bandwidth can be configured for RESV messages. This allowsthe local policy
bandwidth limit to be used by RSV P’ s admission control process for both shared and nonshared
reservations. It also allows alocal policy to trigger preemption during the admission control function if
thereisinsufficient policy bandwidth to meet the needs of an incoming RESV message.

SUMMARY STEPS
1. enable
2. configureterminal
3. interface type number
4. ip rsvp policy local identity aliasl [alias2...alias4]
5. maximum bandwidth [group | single] bandwidth
6. maximum bandwidth ingress{group | single} bandwidth
1. end
DETAILED STEPS
Command or Action Purpose
Step1 enable Enables privileged EXEC mode.
« Enter your password if prompted.
Example:
Rout er > enabl e
Step 2 configureterminal Enters global configuration mode.
Example:
Rout er# configure term nal
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Step 3

Step 4

Step 5

How to Configure RSVP

Command or Action

Purpose

inter face type number

Example:

Rout er (config)# interface nultilink 2

Configures an interface and enters interface configuration
mode.

ip rsvp policy local identity aliasl [alias?...alias4]

Example:

Rout er(config-if)# ip rsvp policy |ocal
vi deo

identity

Specifies an application ID alias for an application ID
previously configured and enters local policy configuration
mode.

maximum bandwidth [group | single] bandwidth

Example:

maximum bandwidth percent {group
| single} bandwidth-percentage

Example:

Rout er (confi g-rsvp-local -if-policy)# maxi mum
bandwi dt h group 500

Example:

Rout er (confi g-rsvp-local -if-policy)# maxi mum
bandwi dt h percent group 50

Configures the maximum amount of bandwidth, in kb/s,
that can be requested by single or group reservations
covered by alocal policy.

or

Configures a percentage of RSV P bandwidth of an
interface as the maximum bandwidth available to single or
group reservations covered by alocal policy.
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[l Howto Configure RSVP
Command or Action Purpose
Step 6 maximum bandwidth ingress{group | single} bandwidth | Configures the maximum ingress bandwidth for a group of
reservations or for asingle reservation in a global-based
RSVP policy.
Example: or
) ) _ Configures the maximum percentage of RSV P ingress
~ maximum bandwidth ingress percent | pangwidth of an interface for agroup of reservations or for
{group | single} percent asingle reservation.
Example:
Rout er (confi g-rsvp-Il ocal - policy)# nmaxi num
bandwi dt h i ngress group 200
Example:
Rout er (confi g-rsvp-local -if-policy)# maxi num
bandwi dt h i ngress percent group 50
Step 7 end Exitslocal policy configuration mode and returns to
privileged EXEC mode.
Example:

Rout er (confi g-rsvp-local -if-policy)# end

Entering Senders or Receivers in the RSVP Database

SUMMARY STEPS

1. enable
2. configureterminal

3. ip rsvp sender session-ip-address sender-ip-address [tcp | udp | ip-protocol] session-dport sender-
sport previous-hop-ip-address previous-hop-interface bandwidth burst-size

4. ip rsvp reservation session-ip-address sender-ip-address [tcp | udp | ip-protocol] session-dport
sender-sport next-hop-ip-address next-hop-interface { ff | se | wf} {rate|load} bandwidth burst-size

5. end
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DETAILED STEPS

Step 1

Step 2

Step 3

Step 4

Step 5

How to Configure RSVP [ |

Command or Action

Purpose

enable

Example:

Rout er > enabl e

Enables privileged EXEC mode.

e Enter your password if prompted.

configureterminal

Example:

Rout er# configure term nal

Enters global configuration mode.

ip rsvp sender session-ip-address sender-ip-address [tcp
| udp | ip-protocol] session-dport sender-sport previous-
hop-ip-address previous-hop-interface bandwidth burst-
size

Example:

Router(config)# ip rsvp sender 10.10.1.1
10.10.2.2 tcp 2 3 10.10.3.1 fastEthernet 0/1 2 3

Enters the senders in the RSV P database.

« Enablesarouter to behave likeit isreceiving and
processing RSV P PATH messages from the sender or
previous hop routes containing the indicated attributes.

* Therelated ip rsvp sender-host command enables a
router to simulate a host generating RSVP PATH
messages. It is used mostly for debugging and testing
purposes.

ip rsvp reservation session-ip-address sender-ip-address
[tep | udp | ip-protocol] session-dport sender-sport next-
hop-ip-address next-hop-interface { ff | se | wf} {rate|
load} bandwidth burst-size

Example:

Rout er(config)# ip rsvp reservation 10.0.0.4
10.0.0.5 tcp 2 3 10.0.0.3 fastEthernet 0/1 ff
load 2 4

Enters the receiversin the RSV P database and enables a
router to behave likeit isreceiving and processing RSV P
RESV messages.

* Therelated ip rsvp reservation-host command enables
arouter to simulate a host generating RSVP RESV
messages. It is used mostly for debugging and testing
purposes.

end

Example:

Rout er (confi g)# end

Exits global configuration mode and returns to privileged
EXEC mode.
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Configuring RSVP as a Transport Protocol

SUMMARY STEPS

1. enable

2. configureterminal

3. iprsvptransport client client-id
4

. ip rsvp transport sender-host [tcp| udp] destination-address source-address ip-protocol dest-port
source-port client-id init-id instance-id[vr f vrf-name] [data data-valueg]

5 end

DETAILED STEPS

Step 1

Step 2

Step 3

Step 4

Step 5

Command or Action

Purpose

enable

Example:

Rout er > enabl e

Enables privileged EXEC mode.

e Enter your password if prompted.

configureterminal

Example:

Rout er# configure term nal

Enters global configuration mode.

ip rsvp transport client client-id

Example:

Router(config)# ip rsvp transport client 2

Creates an RSV P transport session. It enables a
router to simulate a host generating RSVP PATH

message.

e Thiscommand is used for debugging and
testing.

ip rsvp transport sender-host [tcp| udp] destination-address
source-address ip-protocol dest-port source-port client-id init-id
instance-id[vrf vrf-name] [data data-val ue]

Example:

Router(config)# ip rsvp transport sender-host tcp
10.1.1.1 10.2..1.1 345 2 3 4 vrf vrl

Registers an RSVP transport client ID with RSVP.

e Thiscommand is used for debugging and testing
pUrposes.

end

Example:

Rout er (confi g)# end

Exits global configuration mode and returns to
privileged EXEC mode.
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Specifying Multicast Destinations
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If RSVP neighbors are discovered to be using User Datagram Protocol (UDP) encapsulation, the router will
automatically generate UDP-encapsul ated messages for consumption by the neighbors.

However, in some cases, a host will not originate such a message until it has first heard from the router,
which it can do only via UDP. Y ou must instruct the router to generate UDP-encapsulated RSV P multicasts
whenever it generates an | P-encapsul ated multicast.

To specify multicast destinations that should receive UDP-encapsul ated messages, perform the following

task:

SUMMARY STEPS

enable
configureterminal

L

end

DETAILED STEPS

ip rsvp udp-multicasts [multicast-address]

Command or Action

Purpose

Step 1 enable

Example:

Rout er > enabl e

Enables privileged EXEC mode.

» Enter your password if prompted.

Step 2 configureterminal

Example:

Rout er# configure term nal

Enters global configuration mode.

Step 3 ip rsvp udp-multicasts [multicast-address]

Example:

Rout er (config)# ip rsvp udp-nulticasts 10.3.4.1

Specifies multicast destinations that should receive UDP-
encapsul ated messages.

Step 4 end

Example:

Rout er (confi g)# end

Exits global configuration mode and returns to privileged EXEC
mode.
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Controlling RSVP Neighbor Reservations

By default, any RSV P neighbor may offer areservation request. To control which RSV P neighbors can
offer areservation request, perform the following task. When you perform this task, only neighbors
conforming to the access list are accepted. The access list is applied to the IP header.

SUMMARY STEPS
1. enable
2. configureterminal
3. ip rsvp neighbor access-list-number
4. end
DETAILED STEPS
Command or Action Purpose
Step1 enable Enables privileged EXEC mode.
e Enter your password if prompted.
Example:
Rout er > enabl e
Step2 configureterminal Enters global configuration mode.

Example:

Rout er# configure term nal

Step 3 ip rsvp neighbor access-list-number Limits which routers may offer reservations.

Example:

Rout er (config)# ip rsvp neighbor 12

Step4 end Exits global configuration mode and returns to privileged EXEC mode.

Example:

Rout er (config)# end

Enabling RSVP to Attach to NetFlow

To enable RSV P to attach itself to NetFlow so that it can receive information about packetsin order to
update its token bucket and set | P precedence as required, perform the following task. Thistask is optional
for the following reason: When the interface is configured with the ip rsvp svc-required command to use
ATM switched virtual circuits (SVCs), RSVP automatically attaches itself to NetFlow to perform packet
flow identification. However, if you want to perform IP Precedence-type of service (ToS) bit setting in
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every packet without using ATM SV Cs, then you must use theip rsvp flow-assist command to instruct
RSVP to attach itself to NetFlow.

Note If you use WFQ, then the ToS and | P Precedence bits will be set only on data packets that RSV P sees, due

to congestion.
SUMMARY STEPS
1. enable
2. configureterminal
3. interface type number
4. ip rsvp flow-assist
5. end
DETAILED STEPS
Command or Action Purpose
Step1 enable Enables privileged EXEC mode.
» Enter your password if prompted.
Example:
Rout er > enabl e
Step 2 configureterminal Enters global configuration mode.

Example:

Rout er# configure term nal

Step 3 interface type number Configures the specified interface and enters interface configuration
mode.

Example:

Rout er(config)# interface fastethernet 0/1

Step 4 ip rsvp flow-assist Enables RSV P to attach itself to NetF ow.

Example:

Rout er (config-if)# ip rsvp flow assi st

Step5 end Exitsinterface configuration mode and returns to privileged EXEC
mode.

Example:

Rout er (config-if)# end
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Setting the IP Precedence and ToS Values
N

Note To configure the | P Precedence and ToS values to be used to mark packetsin an RSV P reserved path that
either conform to or exceed the RSV P flow specification (flowspec), perform the following task.Y ou must
configuretheip rsvp flow-assist command if you want to set |P Precedence or ToS valuesin every packet
and you are not using ATM SV Cs; that is, you have not configured the ip rsvp sve-required command.

The ToS bytein the IP header defines the three high-order bits as | P Precedence bits and the five low-order
bits as ToS bits.

The router software checks the source and destination addresses and port numbers of a packet to determine
if the packet matches an RSV P reservation. If amatch exists, as part of itsinput processing, RSV P checks
the packet for conformance to the flowspec of the reservation. During this process, RSVP determinesif the
packet conforms to or exceeds the flowspec, and it sets the |P header |P Precedence and ToS bits of the
packet accordingly. These IP Precedence and ToS hit settings are used by per-V C Distributed Weighted
Random Early Detection (DWRED) on the output interface, and they can be used by interfaces on
downstream routers.

The combination of scheduling performed by the Enhanced ATM port adapter (PA-A3) and the per-SVC
DWRED drop policy ensures that any packet that matches a reservation but exceeds the flowspec (that is, it
does not conform to the token bucket for the reservation) is treated as if it were a best-effort packet. Itis
sent on the SV C for the reservation, but its IP precedence is marked to ensure that it does not interfere with
conforming traffic.

SUMMARY STEPS
1. enable
2. configureterminal
3. interface type number
4. ip rsvp precedence{ conform| exceed} precedence-value
5. ip rsvp tos{conform| exceed} tos-value
6. end
DETAILED STEPS
Command or Action Purpose
Step1 enable Enables privileged EXEC mode.
» Enter your password if prompted.
Example:
Rout er > enabl e
Step 2 configureterminal Enters global configuration mode.
Example:
Rout er# configure term nal
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Command or Action Purpose

Step 3 interface type number Configures the specified interface and enters interface
configuration mode.

Example:

Rout er (config)# interface fastethernet 0/1

Step 4 ip rsvp precedence { conform| exceed} precedence-value| Sets the IP Precedence conform or exceed values.

Example:

Rout er(config-if)# ip rsvp precedence conform 23

Step 5 ip rsvp tos{conform| exceed} tos-value Sets the ToS conform or exceed values.

Example:

Rout er(config-if)# ip rsvp tos conform 45

Step 6 end Exitsinterface configuration mode and returns to privileged
EXEC mode.

Example:

Rout er (config-if)# end

Configuring Tunnel Bandwidth Overhead

SUMMARY STEPS
1. enable
2. configureterminal
3. interface tunnel number
4. ip rsvp tunnd overhead-per cent [overhead-percent]
5 end
DETAILED STEPS
Command or Action Purpose
Step1 enable Enables privileged EXEC mode.
» Enter your password if prompted.
Example:
Rout er > enabl e
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Command or Action Purpose
Step 2 configureterminal Enters global configuration mode.
Example:

Rout er# configure term nal

Step 3 interface tunnel number Enters interface configuration mode.

Example:

Rout er (config)# interface tunnel O

Step 4 ip rsvp tunnel overhead-per cent [overhead-percent] Configures the override value for the percentage
bandwidth overhead within the tunnel interface.

Example:

Router(config-if)# ip rsvp tunnel overhead-percent 20

Step5 end Returns to privileged EXEC mode.

Example:

Rout er (config-if)# end

e Troubleshooting Tips, page 42

Troubleshooting Tips

Y ou can use the show ip rsvp interface detail command to display the RSV P configuration parameters.

Sending RSVP Notifications

To alow auser on aremote management station to monitor RSV P-related information, perform the
following task:

SUMMARY STEPS

enable

configureterminal
snmp-server enabletrapsrsvp
end

BN =
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DETAILED STEPS

Command or Action Purpose
Step1 enable Enables privileged EXEC mode.

» Enter your password if prompted.

Example:

Rout er> enabl e
Step 2 configureterminal Enters global configuration mode.

Example:

Rout er# configure term nal
Step 3 snmp-server enabletrapsrsvp Sends RSV P natifications.

Example:

Rout er (confi g)# snnp-server enable traps rsvp
Step 4 end Exits global configuration mode and returnsto privileged EXEC

mode.
Example:
Rout er (confi g)# end

Verifying RSVP Configuration

Perform this task to verify the resulting RSV P operations, after configuring the RSV P reservations that
reflect your network resource policy. You can perform these stepsin any order.

SUMMARY STEPS

enable

show ip rsvp interface [type number]

show ip rsvp installed [type number]

show ip rsvp neighbor [type number]

show ip rsvp sender [type number]

show ip rsvp request [type number]

show ip rsvp reservation [type number]

show ip rsvp ingressinterface [detail] [type number]

© NSO TR wWwN =
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DETAILED STEPS
Command or Action Purpose

Step1 enable Enables privileged EXEC mode.

» Enter your password if prompted.

Example:
Rout er> enabl e

Step 2 show ip rsvp interface [type number] Displays RSV P-related interface information.
Example:
Rout er# show ip rsvp interface fastethernet 0/1

Step 3 show ip rsvp installed [type number] Displays RSV P-related filters and bandwidth information.
Example:
Rout er# show ip rsvp installed fastethernet 0/1

Step 4 show ip rsvp neighbor [type number] Displays current RSV P neighbors.
Example:
Rout er# show i p rsvp nei ghbor fastethernet 0/1

Step 5 show ip rsvp sender [type number] Displays RSV P sender information.
Example:
Rout er# show i p rsvp sender fastethernet 0/1

Step 6 show ip rsvp request [type number] Displays RSV P request information.
Example:
Rout er# show i p rsvp request fastethernet 0/1

Step 7 show ip rsvp reservation [type number] Displays RSV P receiver information.

Example:

Rout er# show i p rsvp reservation fastethernet 0/1
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Command or Action Purpose
Step 8 show ip rsvp ingressinterface [detail] [type number] Displays RSV P ingress bandwidth information.
Example:
Rout er# show ip rsvp ingress interface detail

Configuration Examples for Configuring RSVP

» Example Configuring RSV P for a Multicast Session, page 45
« Examples Configuring RSV P Bandwidth, page 50
» Example Configuring Tunnel Bandwidth Overhead, page 51

Example Configuring RSVP for a Multicast Session

This section describes configuration of RSV P on three Cisco 4500 routers for a multicast session.
For information on how to configure RSV P, see the How to Configure RSVP, page 28.

The three routers form the router network between an RSV P sender application running on an upstream
(end system) host and an RSV P receiver application running on a downstream (end system) host--neither
host is shown in this example.

The router network includes three routers:. Router A, Router B, and Router C. The example presumes that
the upstream High-Speed Serid Interface (HSSI) interface O of Router A links to the upstream host. Router
A and Router B are connected by the downstream Ethernet interfacel of Router A, which linksto the
upstream interface Ethernet 1 of Router B. Router B and Router C are connected by the downstream HSSI
interface O of Router B, which links to the upstream HSSI interface 0 of Router C. The example presumes
that the downstream Ethernet interface 2 of Router C links to the downstream host.

Typically, an RSV P-capable application running on an end system host on one side of arouter network
sends either unicast or multicast RSVP PATH (Set Up) messages to the destination end system or host on
the other side of the router network with which it wants to communicate. The initiating application is
referred to as the sender; the target or destination application is called the receiver. In this example, the
sender runs on the host upstream from Router A and the receiver runs on the host downstream from Router
C. Therouter network delivers the RSVP PATH messages from the sender to the receiver. The receiver
replies with RSVP RESV messages in an attempt to reserve across the network the requested resources that
are required between itself and the sender. The RSVP RESV messages specify the parameters for the
requisite QoS that the router network connecting the systems should attempt to offer.

This example does not show the host that would run the sender application and the host that would run the
receiver application. Normally, the first router downstream from the sender in the router network--in this
case, Router A--would receive the RSVP PATH message from the sender. Normally, the last router in the
router network--that is, the next hop upstream from the host running the receiver application, in this case,
Router C--would receive an RSVP RESV message from the receiver.

Because this example does not explicitly include the hosts on which the sender and receiver applications
run, the routers have been configured to act asif they were receiving PATH messages from a sender and
RESV messages from a receiver. The commands used for this purpose, allowing RSV P to be more fully
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illustrated in the example, are theip rsvp sender command and theip rsvp reservation command. On
Router A, the following command has been issued:

ip rsvp sender 225.1.1.1 10.1.2.1 UDP 7001 7000 10.1.2.1 HsO 20 1

This command causes the router to act as if it were receiving PATH messages destined to multicast address
225.1.1.1 from a source 10.1.2.1. The previous hop of the PATH message is 10.1.2.1, and the message was
received on HSSI interface 0.

On Router C, the following command has been issued:

ip rsvp reservation 225.1.1.1 10.1.2.1 UDP 7001 7000 10.1.3.1 Et2 FF LOAD 8 1

This command causes the router to act asif it were receiving RESV messages for the session with multicast
destination 225.1.1.1. The messages request a Fixed Filter reservation to source 10.1.2.1, and act asif they
had arrived from areceiver on Ethernet interface 2 with address 10.1.3.1.

In the example, the RSVP PATH messages flow in one direction: downstream from the sender, which in
thisexampleis Router A. (If the host were to initiate the RSV P PATH message, the message would flow
from the host to Router A.) Router A sends the message downstream to Router B, and Router B sends it
downstream to Router C. (If the downstream host were the actual receiver, Router C would send the RSVP
PATH message downstream to the receiver host.) Each router in the router network must process the RSV P
PATH message and route it to the next downstream hop.

The RSVP RESV messages flow in one direction: upstream from the receiver (in this example, Router C),
upstream from Router C to Router B, and upstream from Router B to Router A. If the downstream host
were the receiver, the message would originate with the host, which would send it to Router C. If the
upstream host were the sender, the final destination of the RSVP RESV message would be the upstream
host. At each hop, the router receiving the RSVP RESV message must determine whether it can honor the
reservation request.

Theip rsvp bandwidth command both enables RSV P on an interface and specifies the amount of
bandwidth on the interface that can be reserved (and the amount of bandwidth that can be alocated to a
single flow). To ensure QoS for the RSV P reservation, WFQ is configured on the interfaces enabled for the
reservation.

If the router network is capable of offering the specified (QoS) level of service, then an end-to-end reserved
path is established. If not, the reservation attempt is rejected and a RESV ERROR message is sent to the
receiver. The ability of each router in the network to honor the requested level of serviceis verified, link by
link, as the RSVP RESV messages are sent across the router network to the sender. However, the data itself
for which the bandwidth is reserved travels one way only: from the sender to receiver across an established
PATH. Therefore, the QoS is effective in only one direction. This is the common case for one-to-many
multicast data flows.

After the three routers in the example are configured, the show ip rsvp sender and show ip rsvp
reser vation commands will make visible the PATH and RESV state.

Router A Configuration

On Router A, RSVP is enabled on Ethernet interface 1 with 10 kb/s to be reserved for the data
transmission. A weighted fair queue is reserved on this interface to ensure RSVP QoS. (On Router A,
RSVPisaso enabled on HSSI interface 0 with 1 kb/s reserved, but this bandwidth is used simply for

passing messages.)

|
version 12.0

service config

servi ce tinestanps debug uptine
service tinmestanps | og uptine
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no service password-encryption
servi ce udp-small -servers
service tcp-small-servers

|

Hostnane routerA

!

ip subnet-zero

no i p domai n-1 ookup

ip multicast-routing

p dvnrp route-limt 20000

nterface EthernetO

ip address 172.0.0.193 255.0.0.0
no i p directed-broadcast

no i p route-cache

no i p nroute-cache

medi a-type 10BaseT

nterface Ethernetl

ip address 172.1.1.2 255.0.0.0
no ip directed-broadcast

i p pi mdense- node

ip rsvp bandwi dth 10 10
fair-queue 64 256 1000

medi a-type 10BaseT

nterface HssiO

ip address 10.1.1.1 255.0.0.0
no i p directed-broadcast

i p pi mdense-node

ip rsvp bandwidth 1 1

nterface ATM)

no i p address

no i p directed-broadcast

shut down

|

router ospf 100

network 10.0.0.0 0.255.255. 255 area 10
network 172.0.0.0 0.255.255.255 area 10
|

ip cl assl ess
ip rsvp sender 225.1.1.1 12.1.2.1 UDP 70
|

line con O
exec-tineout 0 0
length O
transport input none

line aux O

line vty 0 4
login

|

end

Router B Configuration

Configuration Examples for Configuring RSVP .

01 7000 10.1.2.1 HsO 20 1

On Router B, RSVP isenabled on HSSI interface 0 with 20 kb/s to be reserved for the data transmission. A
weighted fair queue is reserved on thisinterface to ensure RSVP QoS. (On Router B, RSV P is also enabled
on Ethernet interface 1 with 1 kb/s reserved, but this bandwidth is used simply for passing messages.)

version 12.0

service config

servi ce tinestanps debug uptine
service timestanps | og uptinme
no servi ce password-encryption
servi ce udp-smal | -servers
service tcp-small-servers

|

host nanme routerB
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i p subnet-zero

no i p domai n-1 ookup

ip multicast-routing

ip dvnrp route-limt 20000
clock cal endar-valid

|

nterface EthernetO

ip address 172.0.0.194 255.0.0.0
no ip directed-broadcast
no i p route-cache

no i p nroute-cache

medi a-type 10BaseT

nterface Ethernetl

ip address 10.1.1.1 255.0.0.0
no i p directed-broadcast

i p pi mdense- node

ip rsvp bandwidth 1 1

medi a-type 10BaseT

nterface HssiO

ip address 10.1.1.2 255.0.0.0
no i p directed-broadcast

i p pi mdense-node

ip rsvp bandwi dth 20 20
fair-queue 64 256 1000

hssi internal -cl ock

nterface ATM)

no i p address

no i p directed-broadcast

shut down

|

router ospf 100

network 10.0.0.0 0.255.255. 255 area 10
network 172.0.0.0 0.255.255. 255 area 10
|

ip classless
|

line con O
exec-timeout 0 O
length O
transport input none

line aux 0

line vty 0 4
login

|

end

Router C Configuration

On Router C, RSVP is enabled on Ethernet interface 2 with 20 kb/s to be reserved for the data transmission.
A weighted fair queue is reserved on this interface to ensure RSV P QoS. (On Router C, RSVP isaso
enabled on HSS interface 0 with 1 kb/s reserved, but this bandwidth is used simply for passing messages.)

version 12.0

service config

servi ce timestanps debug uptinme
service tinestanps | og uptine
no servi ce password-encryption
servi ce udp-smal | -servers
service tcp-small-servers

|

Hostnane routerC

!

ip subnet-zero

no i p domai n-1 ookup

ip multicast-routing

ip dvnrp route-limt 20000
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nterface EthernetO

ip address 172.0.0.195 255.0.0.0
no ip directed-broadcast

no i p route-cache

no i p nroute-cache

medi a-type 10BaseT

nterface Ethernetl

no i p address

no ip directed-broadcast
shut down

medi a-type 10BaseT

nterface Ethernet2

ip address 10.1.3.2 255.0.0.0
no ip directed-broadcast

i p pi mdense- node

ip rsvp bandwi dth 20 20
fair-queue 64 256 1000

medi a-type 10BaseT

nterface Ethernet3

no i p address

no ip directed-broadcast
shut down

medi a-type 10BaseT

nterface Ethernet4

no i p address

no ip directed-broadcast
shut down

medi a-type 10BaseT

nterface Ethernet5

no i p address

no ip directed-broadcast
shut down

medi a-type 10BaseT

nterface HssiO

ip address 10.1.1.1 255.0.0.0
no ip directed-broadcast

i p pi mdense- node

ip rsvp bandwidth 1 1

hssi internal -cl ock

nterface ATM)

no i p address

no i p directed-broadcast
shut down

|

?outer ospf 100

network 10.0.0.0 0.255.255. 255 area 10
network 172.0.0.0 0.255.255. 255 area 10
!

ip classless

Configuration Examples for Configuring RSVP .

ip rsvp reservation 225.1.1.1 10.1.2.1 UDP 7001 7000 10.1.3.1 Et2 FF LOAD 8 1
|

line con O
exec-tineout 0 O
length O
transport input none

line aux O

line vty 0 4
login

|

énd
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Examples Configuring RSVP Bandwidth

The following example shows how to configure an absolute value for the RSV P bandwidth and percentage
of interface as the flow bandwidth:

configure term nal
interface multilink 2
ip rsvp bandw dth 1000 percent 50

The following example shows how to configure a percentage of interface as the RSV P bandwidth and an
absolute value for the flow bandwidth:

configure term nal
interface multilink 2
ip rsvp bandw dth percent 50 1000

The following example shows how to configure an absolute value for the RSV P bandwidth and the flow
bandwidth:

configure term nal
interface multilink 2
ip rsvp bandwi dth 23 34

The following example shows how to configure a percentage of RSV P bandwidth of an interface that
should be the limit for agroup of flowsin an interface level RSV P policy:

configure term nal
interface multilink 2
ip rsvp policy local identity idl
maxi mum bandwi dt h percent group 80
maxi mum bandwi dt h percent single 5
end

The following example shows how to verify the configuration of percentage of RSV P bandwidth that
should be the limit for a group of flows:

Rout er# show running interface nultilink 2

Bui | di ng configuration...

Current configuration : 298 bytes

|

nterface Multilink2

i p address 30.30.30.1 255.255.255.0

ip ospf cost 100

ppp multilink

ppp multilink group 2

ppp multilink endpoint ip 30.30.30.2

ip rsvp policy local identity idl
maxi mum bandwi dt h percent group 80
maxi mum bandwi dt h percent single 5

ip rsvp bandwi dth percent 50 percent 10

end

The following example shows how to configure RSV P ingress bandwidth for an interface:

enabl e
configure term nal
interface tunnel 0
ip rsvp bandwi dth ingress 200

The following example shows how to configure the maximum ingress bandwidth for a group of
reservations and for a single reservation respectively, in a global-based RSV P policy:

enabl e
configure term nal
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Configuration Examples for Configuring RSVP .

ip rsvp local identity rsvp-video
maxi mum bandwi dt h i ngress group 200
maxi mum bandwi dt h i ngress single 100
The foll owi ng exanpl e shows how to configure the maxi mum percentage of RSVP ingress
bandwi dth of an interface for a group of reservations and for a single reservation,
respectively:
enabl e
configure term nal
interface tunnel 0O
ip rsvp local identity rsvp-video
maxi mum bandwi dt h i ngress percent group 50
maxi mum bandwi dt h i ngress single 50

The following example shows how to verify the ingress CAC parameters on an interface:

Router# show ip rsvp ingress interface detail ethernet 1/0
interface rsvp in-allocated in-i/f max in-flow max VRF
Et1/0 ena O 7500K 7500K 0

Example Configuring Tunnel Bandwidth Overhead

The following example shows how to configure tunnel bandwidth overhead:

configure term nal
interface tunnel 0
ip rsvp overhead- percent 25

end

Y ou can use the show ip rsvp interface, show ip rsvp interface detailand show ip rsvp
reser vationcommands to verify the RSV P configuration parameters:

Rout er# show ip rsvp interface detail
TuO:
RSVP: Enabl ed
Interface State: Up
Bandwi dt h:
Curr allocated: 10K bits/sec
Max. allowed (total): 75K bits/sec
Max. allowed (per flow): 75K bits/sec
Max. allowed for LSP tunnels using sub-pools: 0 bits/sec
Set aside by policy (total): O bits/sec
Admi ssion Control:
Header Conpressi on nethods supported:
rtp (36 bytes-saved), udp (20 bytes-saved)
Tunnel | P Overhead percent:
4
Tunnel Bandw dth consi dered:
Yes
Traffic Control:
RSVP Data Packet O assification is ON via CEF call backs
Si gnal I i ng:
DSCP val ue used in RSVP nsgs: Ox3F
Nunber of refresh intervals to enforce bl ockade state: 4
Aut henti cati on: di sabl ed
Key chai n: <none>
Type: md5
W ndow si ze: 1
Chal | enge: di sabl ed
Hel | o Ext ensi on:
State: D sabl ed

Rout er# show ip rsvp interface

interface rsvp allocated i/f max flow max sub max VRF
Et 0/ 0 ena 10400 7500K 7500K 0
Et1/0 ena 20K 7500K 7500K 0
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Additional

Additional References

Tu0 ena 10400 750K 750K O

Rout er# show i p rsvp reservation

To From Pro DPort Sport Next Hop I/F Fi Serv BPS
192.168.2.2 192.168.1.2 TCP 10 10 192.168.2.2 TuO SE RATE 10K

Related Documents

Related Topic

Document Title

Cisco |OS commands

Cisco 10S Master Commands List, All Releases

RSV P commands.; complete command syntax,
command mode, command history, defaults, usage
guidelines, and examples

Cisco 10S Quality of Service Solutions Command
Reference

Overview on RSVP

Sgnalling Overview

Standards

Standard

Title

No new or modified standards are supported by this
feature, and support for existing standards has not
been modified by thisfeature.

MiBs

MIBs Link

No new or modified MIBs are supported by this
feature, and support for existing MI1Bs has not been
modified by this feature.

To locate and download MIBs for selected
platforms, Cisco software releases, and feature sets,
use Cisco MIB Locator found at the following
URL:

http://www.cisco.com/go/mibs

RFCs

RFC

Title

No new or modified RFCs are supported, and
support for existing RFCs has not been modified.
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Feature Information for Configuring RSVP .
Technical Assistance
Description Link
The Cisco Support and Documentation website http://www.cisco.com/cisco/web/support/
provides online resources to download index.html

documentation, software, and tools. Use these
resources to install and configure the software and
to troubleshoot and resolve technical issueswith
Cisco products and technologies. Access to most
tools on the Cisco Support and Documentation
website requires a Cisco.com user ID and
password.

Feature Information for Configuring RSVP

The following table provides rel ease information about the feature or features described in this module.
Thistable lists only the software release that introduced support for a given feature in a given software
release train. Unless noted otherwise, subsequent releases of that software release train also support that
feature.

Use Cisco Feature Navigator to find information about platform support and Cisco software image support.
To access Cisco Feature Navigator, go to www.cisco.com/go/cfn. An account on Cisco.com is not required.

Table 3 Feature Information for Configuring RSVP
Feature Name Releases Feature Information
RSV P--Resource Reservation 11.2(1) 12.2(28)SB RSVPisan IP service that allows
Protocol end systems or hosts on either

side of arouter network to
establish a reserved-bandwidth
path between them to
predetermine and ensure QoS for
their data transmission.

The following sections provide
information about this feature:

The following commands were
introduced or modified: ip rsvp
bandwidth, ip rsvp flow-assist,
ip rsvp neighbor, ip rsvp
reservation, ip rsvp sender.
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Feature Name

Releases

Feature Information

RSVP for Flexible BW Interface

15.1(1)S 15.1(2)T

The RSVP for Flexible BW
Interface feature allows you to
configure a percentage of the
interface bandwidth as the RSVP
bandwidth.

In Cisco 10S Release 15.1(2)T,
this feature was introduced.

In Cisco 10S Release 15.1(1)S,
this feature was implemented on
7600 Series Routers.

The following sections provide
information about this feature:

The following commands were
introduced or modified: ip rsvp
bandwidth percent, maximum
bandwidth percent.

RSVP Over DMVPN

15.1(1)S 15.1(2)T

The RSVP over DMVPN feature
supports the implementation of
RSVP over manually configured
and DMVPN [P tunnels.

In Cisco 10S Release 15.1(2)T,
this feature was introduced.

In Cisco 10S Release 15.1(1)S,
this feature was implemented on
Cisco 7600 series routers.

The following sections provide
information about this feature:

The following commands were
introduced or modified: ip rsvp
bandwidth ignore, ip rsvp
tunnel over head-per cent, show
ip rsvp interface detail.
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Feature Name Releases Feature Information

RSVP Ingress CAC 15.1(1)S15.1(3)T The RSVP Ingress CAC feature
extends the Cisco |IOS RSVP
IPv4 implementation to guarantee
bandwidth resources not only on
agiven flow’ s outgoing interface,
but aso on the inbound
interfaces.

In Cisco 10S Release 15.1(3)T,
this feature was introduced.

In Cisco 10S Release 15.1(1)S,
this feature was implemented on
Cisco 7600 series routers.

The following sections provide
information about this feature:

The following commands were
introduced or modified: ip rsvp
bandwidth, maximum
bandwidth ingress, show ip
rsvp ingress.

RSVP Transport for Medianet 15.1(3)T The RSVP Transport for
Medianet feature extends RSVP
to act as atransport mechanism
for the clients.

The following section provides
information about this feature:

The following commands were
introduced or modified: ip rsvp
transport, ip rsvp transport
sender -host, show ip rsvp
transport, show ip rsvp
transport sender.

Cisco and the Cisco Logo are trademarks of Cisco Systems, Inc. and/or its affiliatesin the U.S. and other
countries. A listing of Cisco's trademarks can be found at www.cisco.com/go/trademarks. Third party
trademarks mentioned are the property of their respective owners. The use of the word partner does not
imply a partnership relationship between Cisco and any other company. (1005R)

Any Internet Protocol (IP) addresses and phone numbers used in this document are not intended to be
actual addresses and phone numbers. Any examples, command display output, network topology diagrams,
and other figures included in the document are shown for illustrative purposes only. Any use of actual IP
addresses or phone numbersin illustrative content is unintentional and coincidental.
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Feature History

Release Modification

Cisco 10S For information about feature support in Cisco
| OS software, use Cisco Feature Navigator.

This document describes the Cisco control plane differentiated services code point (DSCP) support for
Resource Reservation Protocol (RSVP) feature. It identifies the supported platforms, provides
configuration examples, and lists related |OS command line interface (CLI) commands.

This document includes the following major sections:

*  Finding Feature Information, page 57

» Feature Overview, page 57

*  Supported Platforms, page 59

» Prerequisites, page 59

e Configuration Tasks, page 59

»  Monitoring and Maintaining Control Plane DSCP Support for RSVP, page 60
» Configuration Examples, page 61

e Additional References, page 61

e Glossary, page 62

Finding Feature Information

Y our software release may not support all the features documented in this module. For the latest feature
information and caveats, see the release notes for your platform and software release. To find information
about the features documented in this module, and to see alist of the releases in which each feature is
supported, see the Feature Information Table at the end of this document.

Use Cisco Feature Navigator to find information about platform support and Cisco software image support.
To access Cisco Feature Navigator, go to www.cisco.com/go/cfn. An account on Cisco.com is not required.

Feature Overview

Typically, networks operate on a best-effort delivery basis, which means that all traffic has equal priority
and an equal chance of being delivered in atimely manner. When congestion occurs, all traffic has an equal
chance of being dropped.
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. Feature Overview

Benefits

Before traffic can be handled according to its unique requirements, it must be identified or labeled. There
are numerous classification techniques for doing this. These include Layer 3 schemes such as IP
precedence or the differentiated services code point (DSCP), Layer 2 schemes such as 802.1P, and implicit
characteristics of the dataitself, such as the traffic type using the Real-Time Transport Protocol (RTP) and
a defined port range.

The control plane DSCP support for RSV P feature allows you to set the priority value in the type of service
(ToS) byte/differentiated services (DiffServ) field in the Internet Protocol (IP) header for RSV P messages.
The IP header functions with resource providers such as weighted fair queueing (WFQ), so that voice
frames have priority over data fragments and data frames. When packets arrive in arouter's output queue,
the voice packets are placed ahead of the data frames.

The figure below shows a path message originating from a sender with a DSCP value of 0 (the default) that
is changed to 5 to give the message a higher priority and a reservation (resv) message originating from a
receiver with aDSCP of 3.

Figure 10
ip rsvp signalling dscp 5
»> - =
— ™ Path Path "\ /f Resv Resv "‘_E §
DSCP O DSCP 5 ~~.___— DSCP3 DSCP 3 .
Sender Receiver

Raising the DSCP value reduces the possibility of packets being dropped, thereby improving call setup
timein Vol P environments.

» Benefits, page 58
» Restrictions, page 59

Faster Call Setup Time

The control plane DSCP support for RSV P feature allows you to set the priority for RSV P messages. Ina
DiffServ QoS environment, higher priority packets get serviced before lower priority packets, thereby
improving the call setup time for RSV P sessions.

Improved Message Delivery

During periods of congestion, routers drop lower priority traffic before they drop higher priority traffic.
Since RSV P messages can now be marked with higher priority, the likelihood of these messages being
dropped is significantly reduced.

Faster Recovery after Failure Conditions

When heavy congestion occurs, many packets are dropped. Network resources attempt to retransmit almost
instantaneously resulting in further congestion. This leads to a considerable reduction in throughput.

. QoS: RSVP Configuration Guide, Cisco 10S Release 12.28X



| Restrictions

Supported Platforms .

Previously, RSV P messages were marked best effort and subject to being dropped by congestion avoidance
mechanisms such as weighted random early detection (WRED). However, with the control plane DSCP
support for RSV P feature, RSV P messages are likely to be dropped later, if at all, thereby providing faster
recovery of RSV P reservations.

Restrictions

Control plane DSCP support for RSV P can be configured on interfaces and subinterfaces only. It affects all
RSV P messages sent out the interface or that are on any logical circuit of the interface, including
subinterfaces, permanent virtual circuits (PVCs), and switched virtua circuits (SVCs).

Supported Platforms

e Cisco 2600 series

¢ Cisco 3600 series (Cisco 3620, 3640, and 3660)
¢ Cisco 3810 multiservice access concentrator

¢ Cisco 7200 series

e Cisco 7500 route/switch processor (RSP) only

e Cisco 12000 series Gigabit Switch Router (GSR)

Prerequisites

The network must support the following Cisco |OS feature before control plane DSCP support for RSVPis
enabled:

¢ Resource Reservation Protocol (RSVP)

Configuration Tasks

» Enabling RSVP on an Interface, page 59
»  Specifying the DSCP, page 60
« Verifying Control Plane DSCP Support for RSV P Configuration, page 60

Enabling RSVP on an Interface

To enable RSVP on an interface, use the following command, beginning in interface configuration mode:

Command Purpose

) ) Enables RSVP on an interface.
Rout er (config-if)# ip rsvp bandwidth

[ interface-kbps] [ single-flow-kbps]
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. Monitoring and Maintaining Control Plane DSCP Support for RSVP

Specifying the DSCP

To specify the DSCP, use the following command, beginning in interface configuration mode:

Command Purpose

Specifies the DSCP to be used on all RSVP

Router (config-if)# ip rsvp signalling dscp messages transmitted on an interface.

[ val ue]

Verifying Control Plane DSCP Support for RSVP Configuration

To verify control plane DSCP support for RSV P configuration, enter the show ip rsvp interface
detailcommand to display RSV P-related interface information.

In the following sample output from the show ip rsvp interface detailcommand, only the Se2/0 interface
has DSCP configured. Interfaces that are not configured for DSCP do not show the DSCP value, which is0
by default.

Router# show ip rsvp interface detail
Et1/1:
Bandwi dt h:
Curr allocated: OM bits/sec
Max. allowed (total):7500K bits/sec
Max. al |l owed (per flow): 7500K bits/sec
Nei ghbor s:
Using | P enacp: 1. Using UDP encaps:O0
Et1/2:
Bandwi dt h:
Curr allocated: OM bits/sec
Max. allowed (total): 7500K bits/sec
Max. al |l owed (per flow): 7500K bits/sec
Nei ghbor s:
Using | P enacp: 0. Using UDP encaps:0
Se2/ 0:
Bandwi dt h:
Curr allocated: 10K bits/sec
Max. allowed (total):1536K bits/sec
Max. allowed (per flow):1536K bits/sec
Nei ghbor s:
Using | P enacp:1. Using UDP encaps:O0
DSCP val ue used in Path/Resv nsgs: 0x6
Burst Police Factor: 300%
RSVP: Dat a Packet C assification provided by: none
Rout er #

Monitoring and Maintaining Control Plane DSCP Support for
RSVP

To monitor and maintain control plane DSCP support for RSV P, use the following command in EXEC
mode:

Command Purpose

Displays RSV P-related information about

Rout er# show ip rsvp interface detail interfaces.
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Configuration Examples .

Configuration Examples

This section provides a configuration example for the control plane DSCP support for RSVP feature.

Router(config-if)# ip rsvp sig ?
dscp DSCP for RSVP signalling nessages
Router(config-if)# ip rsvp sig dscp ?
<0-63> DSCP val ue
Router(config-if)# ip rsvp sig dscp 48
Rout er# show run int e3/0
interface Ethernet3/0
i p address 50.50.50.1 255. 255.255.0
fair-queue 64 256 235
ip rsvp signalling dscp 48
ip rsvp bandwi dth 7500 7500

Additional References

The following sections provide references related to the Control Plane DSCP Support for RSV P feature.

Related Documents

Related Topic Document Title
Cisco |OS commands Cisco |OS Master Commands List, All Releases
RSV P Commands: complete command syntax, Cisco 10S Quality of Service Solutions Command

command modes, command history, defaults, usage Reference
guidelines, and examples

Quiality of service overview "Quality of Service Overview" module
Standards

Standard Title

None -
MiBs

MIB MiBs Link

RFC 2206 (RSVP Management Information Base  To locate and download MIBs for selected
using SMIv2) platforms, software releases, and feature sets, use
Cisco MIB Locator found at the following URL.:

http://www.cisco.com/go/mibs

RFCs
RFC Title
RFC 2205 Resour ce Reservation Protocol
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. Glossary

Glossary

Technical Assistance

Description Link

The Cisco Support and Documentation website http://www.cisco.com/cisco/web/support/
provides online resources to download index.html

documentation, software, and tools. Use these

resources to install and configure the software and

to troubleshoot and resolve technical issueswith

Cisco products and technologies. Access to most

tools on the Cisco Support and Documentation

website requires a Cisco.com user D and

password.

CBWFQ-- Class-based weighted fair queueing. A queueing mechanism that extends the standard WFQ
functionality to provide support for user-defined traffic classes.

class-based weighted fair queueing --See CBWFQ.
differentiated services --See DiffServ.
differentiated services code point --See DSCP.

DiffServ --An architecture based on a simple model where traffic entering a network is classified and
possibly conditioned at the boundaries of the network. The class of traffic is then identified with aDS
codepoint or bit marking in the IP header. Within the core of the network, packets are forwarded according
to the per-hop behavior associated with the DS code point.

DSCP --Differentiated services code point. The six most significant bits of the 1-byte IP type of service
(ToS) field. The per-hop behavior represented by a particular DSCP value is configurable. DSCP values
range between 0 and 63.

| P precedence --The three most significant bits of the 1-byte type of service (ToS) field. |P precedence
values range between zero for low priority and seven for high priority.

latency --The delay between the time a device receives a packet and the time that packet is forwarded out
the destination port.

marking --The process of setting a Layer 3 DSCP valuein a packet.

QoS --Quality of service. A measure of performance for a transmission system that reflects its transmission
quality and service availability.

quality of service --See QoS.
Resour ce Reservation Protocol --See RSVP.

RSV P --Resource Reservation Protocol. A protocol for reserving network resources to provide quality of
service guarantees to application flows.

ToS --Type of service. An 8-bit value in the IP header field.
type of service --See ToS.
Voiceover |P --See VoIP.
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Vol P --Voice over IP. The ability to carry normal telephony-style voice over an | P-based internet
maintaining telephone-like functionality, reliability, and voice quality.

weighted fair queueing --See WFQ.
weighted random early detection --See WRED.

WFQ --Weighted fair queueing. A queue management algorithm that provides a certain fraction of link
bandwidth to each of several queues, based on relative bandwidth applied to each of the queues.

WRED --Weighted random early detection. A congestion avoidance mechanism that slows traffic by
randomly dropping packets when there is congestion.

Cisco and the Cisco Logo are trademarks of Cisco Systems, Inc. and/or its affiliatesin the U.S. and other
countries. A listing of Cisco's trademarks can be found at www.cisco.com/go/trademarks. Third party
trademarks mentioned are the property of their respective owners. The use of the word partner does not
imply a partnership relationship between Cisco and any other company. (1005R)

Any Internet Protocol (IP) addresses and phone numbers used in this document are not intended to be
actual addresses and phone numbers. Any examples, command display output, network topology diagrams,
and other figures included in the document are shown for illustrative purposes only. Any use of actual 1P
addresses or phone numbersin illustrative content is unintentional and coincidental .
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Configuring RSVP Support for Frame Relay

This chapter describes the tasks for configuring the RSV P Support for Frame Relay feature.

Finding Feature Information, page 65

How to Configure RSV P Support for Frame Relay, page 65

Configuration Examples for Configuring RSV P Support for Frame Relay, page 71
Additional References, page 75

Finding Feature Information

Y our software release may not support all the features documented in this module. For the latest feature
information and caveats, see the release notes for your platform and software release. To find information
about the features documented in this module, and to see alist of the releases in which each feature is
supported, see the Feature Information Table at the end of this document.

Use Cisco Feature Navigator to find information about platform support and Cisco software image support.
To access Cisco Feature Navigator, go to www.cisco.com/go/cfn. An account on Cisco.com is hot required.

How to Configure RSVP Support for Frame Relay

Enabling Frame Relay Encapsulation on an Interface, page 66 (Required)
Configuring a Virtua Circuit, page 66 (Required)

Enabling Frame Relay Traffic Shaping on an Interface, page 67 (Required)
Enabling Enhanced Local Management Interface, page 67 (Optional)

Enabling RSVP on an Interface, page 67 (Required)

Specifying a Traffic Shaping Map Class for an Interface, page 67 (Required)
Defining a Map Class with WFQ and Traffic Shaping Parameters, page 67 (Required)
Specifying the CIR, page 67 (Required)

Specifying the Minimum CIR, page 68 (Optional)

Enabling WFQ, page 68 (Required)

Enabling FRF.12, page 68 (Required)

Configuring a Path, page 68 (Optional)

Configuring a Reservation, page 68 (Optional)

Verifying RSV P Support for Frame Relay, page 69 (Optional)

Monitoring and Maintaining RSV P Support for Frame Relay, page 71 (Optional)

Enabling Frame Relay Encapsulation on an Interface, page 66
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. How to Configure RSVP Support for Frame Relay

Configuring a Virtual Circuit, page 66

Enabling Frame Relay Traffic Shaping on an Interface, page 67
Enabling Enhanced Local Management Interface, page 67

Enabling RSVP on an Interface, page 67

Specifying a Traffic Shaping Map Class for an Interface, page 67
Defining a Map Class with WFQ and Traffic Shaping Parameters, page 67
Specifying the CIR, page 67

Specifying the Minimum CIR, page 68

Enabling WFQ, page 68

Enabling FRF.12, page 68

Configuring a Path, page 68

Configuring a Reservation, page 68

Verifying RSV P Support for Frame Relay, page 69

Monitoring and Maintaining RSV P Support for Frame Relay, page 71

Enabling Frame Relay Encapsulation on an Interface

SUMMARY STEPS

1. Router(config)# interface s3/0
2. Router(config-if)# encapsulation frame-relay[cisco| ietf]

DETAILED STEPS
Command or Action Purpose
Step 1 Router(config)# interface s3/0 Enables an interface (for example, serial interface 3/0) and enters

configuration interface mode.

Step 2 Router(config-if)# encapsulation frame- Enables Frame Relay and specifies the encapsul ation method.

relay[cisco| ietf]

Configuring a Virtual Circuit

Command Purpose

Router (config-if)# framerelay interface-dlci

dici

Assigns a data-link connection identifier (DLCI) to
a specified Frame Relay subinterface on arouter or

access server.
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Enabling Frame Relay Traffic Shaping on an Interface

Command Purpose

Enables traffic shaping and per-V C queueing for all
habi permanent virtual circuits (PVCs) and switched
aping virtual circuits (SVCs) on a Frame Relay interface.

Router (config-if)# framerelay traffic-

Enabling Enhanced Local Management Interface

Command Purpose

, Selectsthe LMI type.
Router (config-if)# framereay Imi-type

Enabling RSVP on an Interface

Command Purpose

) ) Enables RSVP on an interface.
Rout er (config-if)# ip rsvp bandwidth

Specifying a Traffic Shaping Map Class for an Interface

Command Purpose

Associates a map class with an interface or

Router (config-if)# framerelay class name subinterface

Defining a Map Class with WFQ and Traffic Shaping Parameters

Command Purpose

Defines parameters for a specified class.
Rout er (confi g)# map-class frame-relay map-

class-name

Specifying the CIR

Command Purpose

Specifies the maximum incoming or outgoing CIR

Rout er (conf i g- map-cl ass) # frame-relay cir for aFrame Relay VC.

{in | out} bps
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Specifying the Minimum CIR

Command

Purpose

Rout er (conf i g- map-cl ass) # frame-relay mincir

{in | out} bps

Specifies the minimum acceptable incoming or
outgoing CIR for a Frame Relay VC.

Note If the minCIR is not configured, then the
admission control value isthe CIR/2.

Enabling WFQ

Enabling FRF.12

Command Purpose
) EnablesWFQ on aPVC.
Rout er (conf i g- map-cl ass) # frame-relay fair-
queue
Command Purpose

Rout er (conf i g- map-cl ass) # frame-relay
fragment fragment-size

Enables Frame Relay fragmentation on a PV C.

Configuring a Path

Command

Purpose

Rout er (config)# ip rsvp sender

Specifies the RSV P path parameters, including the
destination and source addresses, the protocol, the
destination and source ports, the previous hop
address, the average bit rate, and the burst size.

Configuring a Reservation

Command

Purpose

Rout er (config)# ip rsvp reservation

Specifies the RSV P reservation parameters,
including the destination and source addresses, the
protocol, the destination and source ports, the next
hop address, the next hop interface, the reservation
style, the service type, the average bit rate, and the
burst size.
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Multipoint Configuration .

Verifying RSVP Support for Frame Relay

* Multipoint Configuration, page 69
» Point-to-Point Configuration, page 70

Multipoint Configuration
To verify RSVP support for Frame Relay in a multipoint configuration, perform the following steps:

SUMMARY STEPS

1. Enter the show ip rsvp installedcommand to display information about interfaces and their admitted
reservations. The output in the following example shows that serial subinterface 3/0.1 has two
reservations:

2. Enter the show ip rsvp installed detailcommand to display additional information about interfaces,
subinterfaces, DLCI PVCs, and their current reservations.

DETAILED STEPS

Step 1 Enter the show ip rsvp installedcommand to display information about interfaces and their admitted reservations. The
output in the following example shows that serial subinterface 3/0.1 has two reservations:

Example:

Router# show ip rsvp installed
RSVP: Serial 3/0

BPS To From Protoc DPort Sport Weight Conversation
RSVP: Serial 3/0.1

BPS To From Protoc DPort Sport Weight Conversation
40K 145. 20. 22. 212 145.10. 10. 211 UDP 10 10 0 24

50K 145. 20. 21. 212 145.10. 10. 211 UDP 10 10 6 25

Note Weight O is assigned to voice-like flows, which proceed to the priority queue.

Step 2 Enter the show ip rsvp installed detailcommand to display additional information about interfaces, subinterfaces,
DLCI PVCs, and their current reservations.
Note In the following output, the first flow gets a reserved queue with aweight > 0, and the second flow getsthe
priority queue with aweight = 0.

Example:

Rout er# show ip rsvp installed detail
RSVP: Serial 3/0 has the following installed reservations
RSVP: Serial 3/0.1 has the followi ng installed reservations
RSVP Reservation. Destination is 145.20.21.212, Source is 145.10.10. 211,
Protocol is UDP, Destination port is 10, Source port is 10
Reserved bandwi dt h: 50K bi ts/sec, Maxi mum burst: 1K bytes, Peak rate: 50K bits/sec
QoS provider for this flow
WFQ on FR PVC dl ci 101 on Se3/0: RESERVED queue 25. Wight:6
Data given reserved service: 0 packets (OM bytes)
Dat a given best-effort service:0 packets (0 bytes)
Reserved traffic classified for 68 seconds
Long-term average bitrate (bits/sec): OMreserved, OM best-effort
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Step 1

Step 2

Point-to-Point Configuration

RSVP Reservation. Destination is 145.20.22.212, Source is 145.10.10. 211,

Protocol is UDP, Destination port is 10, Source port is 10

Reserved bandwi dt h: 40K bits/sec, Maxinum burst: 1K bytes, Peak rate: 40K bits/sec
QoS provider for this flow

WFQ on FR PVC dlci 101 on Se3/0: PRIORITY queue 24. Wight:0

Data given reserved service: 0 packets (OM bytes)

Data given best-effort service:0 packets (0 bytes)

Reserved traffic classified for 707 seconds

Long-term average bitrate (bits/sec):0Mreserved, OM best-effort

Point-to-Point Configuration
To verify RSV P support for Frame Relay in a point-to-point configuration, perform the following steps:

SUMMARY STEPS

1. Enter the show ip rsvp installedcommand to display information about interfaces and their admitted
reservations. The output in the following example shows that serial subinterface 3/0.1 has one
reservation, and seria subinterface 3/0.2 has one reservation.

2. Enter the show ip rsvp installed detailcommand to display additional information about interfaces,
subinterfaces, DLCI PVCs, and their current reservations.

DETAILED STEPS

Enter the show ip rsvp installedcommand to display information about interfaces and their admitted reservations. The
output in the following example shows that serial subinterface 3/0.1 has one reservation, and serial subinterface 3/0.2
has one reservation.

Example:

Rout er# show ip rsvp installed
RSVP: Serial 3/0

BPS To From Protoc DPort Sport
RSVP: Serial 3/0. 1

BPS To From Protoc DPort Sport
50K 145. 20. 20. 212 145.10. 10. 211 UDP 10 10
RSVP: Seri al 3/0. 2

BPS To From Protoc DPort Sport
10K 145. 20. 21. 212 145.10. 10. 211 UDP 11 11

Note Weight O is assigned to voice-like flows, which proceed to the priority queue.

Enter the show ip rsvp installed detailcommand to display additional information about interfaces, subinterfaces,

DLCI PVCs, and their current reservations.

Note In thefollowing output, the first flow with aweight > 0 gets a reserved queue and the second flow with aweight
= 0 getsthe priority queue.

Example:

Rout er# show ip rsvp installed detail
RSVP: Serial 3/0 has the following installed reservations
RSVP: Serial 3/0.1 has the followi ng installed reservations
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RSVP Reservation. Destination is 145.20.20.212, Source is 145.10.10. 211,
Protocol is UDP, Destination port is 10, Source port is 10
Reserved bandwi dt h: 50K bits/sec, Maxinum burst: 1K bytes, Peak rate: 50K bits/sec
QoS provider for this flow
WFQ on FR PVC dl ci 101 on Se3/0: RESERVED queue 25. Wight:6
Data given reserved service: 415 packets (509620 bytes)
Data given best-effort service:0 packets (0 bytes)
Reserved traffic classified for 862 seconds
Long-term average bitrate (bits/sec):4724 reserved, OM best-effort
RSVP Reservation. Destination is 145.20.20.212, Source is 145.10.10. 211,
Protocol is UDP, Destination port is 11, Source port is 11
Reserved bandwi dt h: 10K bits/sec, Maxinum burst: 1K bytes, Peak rate: 10K bits/sec
QoS provider for this flow
WFQ on FR PVC dlci 101 on Se3/0: PRIORITY queue 24. Wight:0
Dat a given reserved service: 85 packets (104380 bytes)
Data given best-effort service:0 packets (0 bytes)
Reserved traffic classified for 875 seconds
Long-term average bitrate (bits/sec):954 reserved, OM best-effort
RSVP: Serial 3/0.2 has the followi ng installedreservations
RSVP Reservation. Destination is 145.20.21.212, Source is 145.10.10. 211,
Protocol is UDP, Destination port is 11, Source port is 11
Reserved bandwi dt h: 10K bi ts/sec, Maxi mum burst: 1K bytes, Peak rate: 10Kbits/sec
QoS provider for this flow
WFQ on FR PVC dlci 101 on Se3/0: PRIORI TY queue 24. Wight:O0
Data given reserved service: 85 packets (104380 bytes)
Data given best-effort service:0 packets (0 bytes)
Reserved traffic classified for 875 seconds
Long-term average bitrate (bits/sec): 954 reserved, OM best-effort

Monitoring and Maintaining RSVP Support for Frame Relay

Command Purpose

Displays information about interfaces and their

Rout er# show ip rsvp installed admitted reservations.

) _ _ Displays additional information about interfaces,
Router# show ip rsvp installed detail DLCIs, and their admitted reservations.

Displays all or selected configured queueing

Rout er # show queueing strategies.

Configuration Examples for Configuring RSVP Support for
Frame Relay

¢ Example Multipoint Configuration, page 72
¢ Example Point-to-Point Configuration, page 74

» Example Multipoint Configuration, page 72
« Example Point-to-Point Configuration, page 74
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. Configuration Examples for Configuring RSVP Support for Frame Relay

Example Multipoint Configuration

The figure below shows a multipoint interface configuration commonly used in Frame Relay environments
in which multiple PV Cs are configured on the same subinterface at router R1.

Figure 11
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RSV P performs admission control based on the minCIR of DLCI 101 and DL CI 201. The congestion point
is not the 10.1.1.1/16 subinterface, but the CIR of DLCI 101 and DLCI 201.

The following example is a sample output for serial interface 3/0:

interface Serial3/0
no i p address
encapsul ation frane-rel ay
no fair-queue
frame-relay traffic-shaping
franme-relay I ni-type cisco
ip rsvp bandwi dth 350 350

|

interface Serial 3/0.1 nmultipoint
ip address 10.1.1.1 255.255.0.0
frame-relay interface-dlci 101
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Note

Configuration Examples for Configuring RSVP Support for Frame Relay .

class fr-voip

frame-relay interface-dlci 201

class fast-vcs

ip rsvp bandwi dth 350 350

p rsvp pg-profile 6000 2000 i gnore- peak-val ue

Hap-cl ass frame-relay fr-voip

frame-relay cir 800000
frame-relay bc 8000

frame-relay mincir 128000
frame-rel ay fragnent 280

no frame-relay adaptive-shapi ng
frame-rel ay fair-queue

map-cl ass frame-relay fast-vcs

frame-relay cir 200000
frame-relay bc 2000
frame-relay mincir 60000
frame-rel ay fragnment 280

no frame-rel ay adaptive-shaping
frame-rel ay fair-queue

When FRTS s enabled, the Frame Relay Committed Burst (Bc) value (in bits) should be configured to a
maximum of 1/100th of the CIR value (in bits per second). This configuration ensures that the FRTS token
bucket interval (Bc/CIR) does not exceed 10 M, and that voi ce packets are serviced promptly.
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. Configuration Examples for Configuring RSVP Support for Frame Relay

Example Point-to-Point Configuration

The figure below shows a point-to-point interface configuration commonly used in Frame Relay
environments in which one PV C per subinterface is configured at router R1.

Figure 12
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Notice that the router interface bandwidth for R1is T1 (1.544 Mbps), whereas the CIR value of DLCI 201
toward R3 is 256 kbps. For traffic flows from R1 to R3 over DLCI 201, the congestion point is the CIR for
DLCI 201. Asaresult, RSV P performs admission control based on the minCIR and reserves resources,
including queues and bandwidth, on the WFQ system that runs on each DLCI.

The following example is sample output for serial interface 3/0:

interface Serial3/0
no i p address
encapsul ation frame-rel ay
no fair-queue
frame-relay traffic-shaping
frame-relay I nmi-type cisco
ip rsvp bandwi dth 500 500
|
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Additional References .

interface Serial 3/0.1 point-to-point
ip address 10.1.1.1 255.255.0.0

frame-relay interface-dlci 101
class fr-voip

ip rsvp bandwi dth 350 350

|

interface Serial 3/0.2 point-to-point
ip address 10.3.1.1 255.255.0.0
frame-relay interface-dlci 201
class fast-vcs
ip rsvp bandwi dth 150 150
ip rsvp pg-profile 6000 2000 i gnore- peak-val ue
|

map-cl ass frame-relay fr-voip
frame-relay cir 800000
frame-relay bc 8000

frame-relay mncir 128000
frame-relay fragment 280

no frame-rel ay adaptive-shapi ng
frame-rel ay fair-queue

Note When FRTS is enabled, the Frame Relay Committed Burst (Bc) value (in bits) should be configured to a
maximum of 1/100th of the CIR value (in bits per second). This configuration ensures that the FRTS token
bucket interval (Bc/CIR) does not exceed 10 Ms, and that voice packets are serviced promptly.

Additional References

Related Documents

Related Topic Document Title
Cisco |0S commands Cisco |OS Master Commands List, All Releases
RSV P commands. complete command syntax, Cisco 10S Quality of Service Solutions Command

command mode, command history, defaults, usage  Reference
guidelines, and examples

Overview on RSVP Sgnalling Overview
Standards
Standard Title

No new or modified standards are supported by this
feature, and support for existing standards has not
been modified by this feature.
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MIBs

MIB MIBs Link

No new or modified MIBs are supported by this To locate and download MIBs for selected

feature, and support for existing MI1Bs has not been  platforms, Cisco software releases, and feature sets,

modified by this feature. use Cisco MIB Locator found at the following
URL:

http://www.cisco.com/go/mibs

RFCs

RFC Title

No new or modified RFCs are supported, and --
support for existing RFCs has not been modified.

Technical Assistance

Description Link
The Cisco Support and Documentation website http://www.cisco.com/cisco/web/support/
provides online resources to download index.html

documentation, software, and tools. Use these
resources to install and configure the software and
to troubleshoot and resolve technical issueswith
Cisco products and technologies. Accessto most
tools on the Cisco Support and Documentation
website requires a Cisco.com user |D and
password.

Cisco and the Cisco Logo are trademarks of Cisco Systems, Inc. and/or its affiliates in the U.S. and other
countries. A listing of Cisco's trademarks can be found at www.cisco.com/go/trademarks. Third party
trademarks mentioned are the property of their respective owners. The use of the word partner does not
imply a partnership relationship between Cisco and any other company. (1005R)

Any Internet Protocol (IP) addresses and phone numbers used in this document are not intended to be
actual addresses and phone numbers. Any examples, command display output, network topology diagrams,
and other figures included in the document are shown for illustrative purposes only. Any use of actual IP
addresses or phone numbersin illustrative content is unintentional and coincidental.
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RSVP Scalability Enhancements

This document describes the Cisco Resource Reservation Protocol (RSV P) scalability enhancements. It
identifies the supported platforms, provides configuration examples, and lists related |OS command line
interface (CL1) commands.

This document includes the following major sections:

»  Feature Information For, page 77

*  Feature Overview, page 77

e Supported Platforms, page 79

*  Prerequisites, page 79

» Configuration Tasks, page 79

*  Monitoring and Maintaining RSV P Scalability Enhancements, page 83
e Configuration Examples, page 83

» Additional References, page 88

* Glossary, page 89

Feature Information For

The following table provides rel ease information about the feature or features described in this module.
Thistable lists only the software release that introduced support for a given feature in a given software
release train. Unless noted otherwise, subsequent releases of that software release train also support that
feature.

Use Cisco Feature Navigator to find information about platform support and Cisco software image support.
To access Cisco Feature Navigator, go to www.cisco.com/go/cfn. An account on Cisco.com is not required.

Feature Overview

RSVP typically performs admission control, classification, policing, and scheduling of data packets on a
per-flow basis and keeps a database of information for each flow. RSV P scalahility enhancements let you
select aresource provider (formerly called a quality of service (QoS) provider) and disable data packet
classification so that RSV P performs admission control only. This facilitates integration with service
provider (differentiated services (Diff Serv)) networks and enables scalability across enterprise networks.

Class-based weighted fair queueing (CBWFQ) provides the classification, policing, and scheduling
functions. CBWFQ puts packets into classes based on the differentiated services code point (DSCP) value
in the packet’s Internet Protocol (IP) header, thereby eliminating the need for per-flow state and per-flow
processing.
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. Feature Overview

Benefits

The figure below shows two enterprise networks interconnected through a service provider (SP) network.
The SP network has an IP backbone configured as a Diff Serv network. Each enterprise network has avoice
gateway connected to an SP edge/aggregation router via awide area network (WAN) link. The enterprise
networks are connected to a private branch exchange (PBX).

Figure 13

Edge/ Edge!
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Enterprise network Enterprise network

The voice gateways are running classic RSV P, which means RSV P is keeping a state per flow and also
classifying, marking, and scheduling packets on a per flow basis. The edge/aggregation routers are running
classic RSVP on the interfaces (labeled C and D) connected to the voice gateways and running RSV P for
admission control only on the interfaces connected to core routers 1 and 3. The core routers in the DiffServ
network are not running RSV P, but are forwarding the RSV P messages to the next hop. The core routers
inside the Diff Serv network implement a specific per hop behavior (PHB) for a collection of flows that
have the same DSCP value.

The voice gateways identify voice data packets and set the appropriate DSCP in their | P headers such that
the packets are classified into the priority class in the edge/aggregation routers and in core routers 1, 2, 3 or
1,4, 3.

Theinterfaces or the edge/aggregation routers (labeled A and B) connected to core routers 1 and 3 are
running RSV P, but are doing admission control only per flow against the RSV P bandwidth pool configured
on the DiffServ interfaces of the edge/aggregation routers. CBWFQ is performing the classification,
policing, and scheduling functions.

» Benefits, page 78
e Restrictions, page 79

Enhanced Scalability

RSV P scalahility enhancements handle similar flows on a per-class basis instead of a per-flow basis. Since
fewer resources are required to maintain per-class QoS guarantees, faster processing results, thereby
enhancing scalability.
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Supported Platforms .

Improved Router Performance

RSV P scalability enhancements improve router performance by reducing the cost for data packet
classification and scheduling, which decrease central processing unit (CPU) resource consumption. The
saved resources can then be used for other network management functions.

Restrictions

e Sources should not send marked packets without an installed reservation.
» Sources should not send marked packets that exceed the reserved bandwidth.
e Sources should not send marked packets to a destination other than the reserved path.

Supported Platforms

¢ Cisco 2600 series

« Cisco 3600 series (Cisco 3620, 3640, and 3660)
e Cisco 3810 multiservice access concentrator

e Cisco 7200 series

¢ Cisco 7500 route/switch processor (RSP) only

Prerequisites

The network must support the following Cisco | OS features before the RSV P scal ability enhancements are
enabled:

¢ Resource Reservation Protocol (RSVP)
¢ Class-based weighted fair queueing (CBWFQ)

Configuration Tasks

e Enabling RSVP on an Interface, page 79

e Setting the Resource Provider, page 80

» Disabling Data Packet Classification, page 80

¢ Configuring Class and Policy Maps, page 80

» Attaching aPolicy Map to an Interface, page 81

» Verifying RSV P Scalability Enhancements Configuration, page 81

Enabling RSVP on an Interface

To enable RSVP on an interface, use the following command, beginning in interface configuration mode:
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. Configuration Tasks

A

Note

Command Purpose

) ) Enables RSVP on an interface.
Rout er (config-if)# ip rsvp bandwidth

[ interface-kbps) [ single-flow-kbps]

The bandwidth that you configure on the interface must match the bandwidth that you configure for the
CBWEFQ priority queue. See the section on Configuration Examples, page 83.

Setting the Resource Provider

A

Note

A

Note

Resource provider was formerly called QoS provider.

To set the resource provider, use the following command, beginning in interface configuration mode:

Command Purpose

i Sets the resource provider to none.
Router (config-if)# Ip SVp resource-

provider none

Setting the resource provider to none instructs RSV P to not associate any resources, such as WFQ queues
or bandwidth, with areservation.

Disabling Data Packet Classification

Y

Note

To turn off (disable) data packet classification, use the following command, beginning in interface
configuration mode:

Command Purpose

i Disables data packet classification.
Router (config-if)# ip rsvp data-packet

classification none

Disabling data packet classification instructs RSV P not to process every packet, but to perform admission
control only.

Configuring Class and Policy Maps

To configure class and policy maps, use the following commands, beginning in global configuration mode:
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SUMMARY STEPS

1. Router(config)# class-map class-map-name
2. Router(config)# policy-map policy-map-name

DETAILED STEPS
Command or Action Purpose
Step 1 Router(config)# class-map class-map- | Specifies the name of the class for which you want to create or modify class map
name match criteria
Step 2 Router(config)# policy-map policy- | Specifies the name of the policy map to be created, added to, or modified before
map-name you can configure policies for classes whose match criteria are defined in aclass
map.

Attaching a Policy Map to an Interface

To attach a policy map to an interface, use the following command, beginning in interface configuration

mode:
Command Purpose
o . i i Attaches a single policy map to one or more
Router (config-if)# Service-policy {input | interfaces to specify the service policy for those
output} policy-map-name interfaces.

Note If at the time you configure the RSV P scalability enhancements, there are existing reservations that use
classic RSVP, no additional marking, classification, or scheduling is provided for these flows. Y ou can also
delete these reservations after you configure the RSV P scalability enhancements.

Verifying RSVP Scalability Enhancements Configuration

SUMMARY STEPS

1. Enter the show ip rsvp interface detailcommand to display information about interfaces, subinterfaces,
resource providers, and data packet classification. The output in the following example shows that the
ATM 6/0 interface has resource provider none configured and data packet classification isturned off:

2. Enter the show ip rsvp installed detailcommand to display information about interfaces, subinterfaces,
their admitted reservations, bandwidth, resource providers, and data packet classification.

3. Wait for awhile, then enter the show ip rsvp installed detailcommand again. In the following output,
notice there is no increment in the number of packets classified:
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. Configuration Tasks

DETAILED STEPS

Step 1 Enter the show ip rsvp interface detailcommand to display information about interfaces, subinterfaces, resource
providers, and data packet classification. The output in the following example shows that the ATM 6/0 interface has
resource provider none configured and data packet classification is turned off:

Example:

Router# show ip rsvp interface detail
AT6/ 0:
Bandwi dt h:

Curr allocated: 190K bits/sec

Max. allowed (total): 112320K bits/sec

Max. allowed (per flow): 112320K bits/sec
Nei ghbor s:

Using I P encap: 1. Using UDP encaps: O
DSCP val ue used in Path/Resv nsgs: 0x30
RSVP Dat a Packet Classification is OFF
RSVP resource provider is: none

Note Thelast two linesin the preceding output verify that the RSV P scalability enhancements (disabled data packet
classification and resource provider none) are present.

Step 2 Enter the show ip rsvp installed detailcommand to display information about interfaces, subinterfaces, their admitted
reservations, bandwidth, resource providers, and data packet classification.

Example:

Router# show ip rsvp installed detail
RSVP: Et hernet3/3 has no installed reservations
RSVP: ATMB/0 has the following installed reservations
RSVP Reservation. Destination is 145.20.20.212, Source is 145.10.10. 211,
Protocol is UDP, Destination port is 14, Source port is 14
Reserved bandwi dth: 50K bits/sec, Maxi mumburst: 1K bytes, Peak rate: 50K bits/sec
Mn Policed Unit: O bytes, Max Pkt Size: 1514 bytes
Resource provider for this flow None
Conversation supports 1 reservations
Data given reserved service: 0 packets (0 bytes)
Data given best-effort service: 0 packets (0 bytes)
Reserved traffic classified for 54 seconds
Long-term average bitrate (bits/sec): OMreserved, OM best-effort
RSVP Reservation. Destination is 145.20.20.212, Source is 145.10.10.211,
Protocol is UDP, Destination port is 10, Source port is 10
Reserved bandwi dth: 20K bits/sec, Maxi num burst: 1K bytes, Peak rate: 20K bits/sec
Mn Policed Unit: O bytes, Max Pkt Size: 1514 bytes
Resource provider for this flow None
Conversation supports 1 reservations
Data given reserved service: 0 packets (0 bytes)
Dat a given best-effort service: 0O packets (0 bytes)
Reserved traffic classified for 80 seconds
Long-term average bitrate (bits/sec): OMreserved, OM best-effort

Step 3 Wait for awhile, then enter the show ip rsvp installed detailcommand again. In the following output, notice thereis
no increment in the number of packets classified:

Example:

Router# show ip rsvp installed detail
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RSVP Reservati on.

RSVP Reservati on.

RSVP: Et hernet3/3 has no installed reservations

RSVP: ATMb/ 0 has the following installed reservations

Destination is 145.20.20.212, Source is 145.10.10. 211,
Protocol is UDP, Destination port is 14, Source port
Reserved bandwi dt h: 50K bits/sec, Mxinum burst:
Mn Policed Unit: O bytes, Max Pkt Size: 1514 bytes

Resource provider for this flow None
Conversation supports 1 reservations

Data given reserved service: 0 packets (0 bytes)
Data given best-effort service: 0 packets (0 bytes)

Reserved traffic classified for 60 seconds

Monitoring and Maintaining RSVP Scalability Enhancements

is 14

1K bytes, Peak rate: 50K bits/sec

Long-term average bitrate (bits/sec): O reserved, OM best-effort

Resource provider for this flow None
Conversation supports 1 reservations

Data given reserved service: 0 packets (0 bytes)
Data given best-effort service: 0 packets (0 bytes)

Reserved traffic classified for 86 seconds

Destination is 145.20.20.212, Source is 145.10.10. 211,
Protocol is UDP, Destination port is 10, Source port
Reserved bandwi dth: 20K bits/sec, Maxi num burst:
Mn Policed Unit: O bytes, Max Pkt Size: 1514 bytes

is 10

1K bytes, Peak rate: 20K bits/sec

Long-term average bitrate (bits/sec): OMreserved, OM best-effort

Monitoring and Maintaining RSVP Scalability Enhancements

To monitor and maintain RSV P scalahility enhancements, use the following commandsin EXEC mode:

Command

Purpose

Rout er# show ip rsvp installed

Displays information about interfaces and their
admitted reservations.

Router# show ip rsvp installed detail

Displays additional information about interfaces
and their admitted reservations.

Rout er# show ip rsvp interface

Displays RSV P-related interface information.

Rout er# show ip rsvp interface detail

Displays additional RSV P-related interface
information.

Rout er# show queueing [ custom | fair |
priority | random-detect [interface serial-

number] ]

Displays all or selected configured queueing
strategies and available bandwidth for RSVP
reservations.

Configuration Examples

¢ Example Configuring CBWFQ to Accommodate Reserved Traffic, page 84

¢ Example Configuring the Resource Provider as None with Data Classification Turned Off, page 84

* Example Configuring CBWFQ to Accommodate Reserved Traffic, page 84
« Example Configuring the Resource Provider as None with Data Classification Turned Off, page 84
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Example Configuring CBWFQ to Accommodate Reserved Traffic

The following output shows a class map and a policy map being configured for voice:

Rout er# configure term nal

Enter configurati on comrands, one per line. End with CNTL/Z.
Rout er (config)# class-nap natch-all voice

Rout er (confi g-cnmap) # mat ch access-group 100

Rout er (confi g-cmap) # exit

Rout er (confi g)# policy-nmap wfg-voip

Rout er (confi g- pmap) # cl ass voice

Rout er (confi g-pmap-c)# priority 24

Rout er (confi g- pnap-c) # end

Rout er #

Note The bandwidth that you configured for the CBWFQ priority queue (24 kbps) must match the bandwidth
that you configured for the interface. See the section Enabling RSV P on an Interface, page 79.

The following output shows an access list being configured:

Rout er# configure term nal
Enter configurati on comrands, one per line. End with CNTL/Z.
Rout er (confi g)# access-list 100 permt udp any any range 16384 32500

The following output shows a class being applied to the outgoing interface:

Rout er# configure term nal

Enter configurati on comrands, one per line. End with CNTL/Z.
Router(config)# int atn6/0

Rout er (config-if)# service-policy output wfg-voip

The following output shows bandwidth being configured on an interface:

Rout er# configure term nal

Enter configuration commands, one per line. End with CNTL/Z.
Router(config)# int atn6/0

Router(config-if)# ip rsvp bandwi dth 24

A\

Note The bandwidth that you configure for the interface (24 kbps) must match the bandwidth that you
configured for the CBWFQ priority queue.

Example Configuring the Resource Provider as None with Data
Classification Turned Off

The showrun command displays the current configuration in the router:

Rout er# show run

int atnb/0
class-map match-all voice
mat ch access-group 100
|
policy-map wfg-voip
class voice
priority 24
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class class-defaul t
fair-queue
|
interface ATM5/0
i p address 20.20.22.1 255.255.255.0
no ip redirects
no i p proxy-arp
no ip route-cache cef
atmuni -version 4.0
atmpvc 1 0 5 gsaa
atmpvc 2 0 16 ilm
atm esi-address 111111111181. 00
no atm aut o-configuration
no atmilm-keepalive
pvc bl ue 200/ 100
abr 700 600
inarp 1
br oadcast
encapsul ati on aal 5snap
servi ce-policy output wfg-voip
|
ip rsvp bandwi dth 24 24
ip rsvp signalling dscp 48
access-list 100 permt udp any any range 16384 32500

Here is output from the showipr svpinter facedetail command before resource provider none is configured
and data-packet classification is turned off:

Router# show ip rsvp interface detail

AT6/ 0:
Bandwi dt h:
Curr allocated: 190K bits/sec
Max. allowed (total): 112320K bits/sec
Max. allowed (per flow): 112320K bits/sec
Nei ghbor s:
Using | P encap: 1. Using UDP encaps: O
DSCP val ue used in Path/Resv nsgs: 0x30

Here is output from the showqueueingcommand before resource provider none is configured and data
packet classification isturned off:

Router# s
how queueing int atnb/0
I nterface ATM6/0 VC 200/ 100
Queueing strategy: weighted fair
Qut put queue: 63/512/64/ 3950945 (size/ max total/threshol d/ drops)
Conversations 2/5/64 (active/ max active/ max total)
Reserved Conversations 0/0 (allocated/ max all ocated)
Avai | abl e Bandwi dt h 450 kil obits/sec

New reservations do not reduce the available bandwidth (450 kilobits/sec shown above). Instead RSVP
performs admission control only using the bandwidth limit configured in the ipr svpbandwidth command.
The bandwidth configured in this command should match the bandwidth configured in the CBWFQ class
that you set up to handle the reserved traffic.

The following output shows resource provider none being configured:

Rout er# configure termni nal

Enter configuration commands, one per line. End with CNTL/Z
Router(config)# int atn6/0

Router(config-if)# ip rsvp resource-provider none

Rout er (config-if)# end
Rout er #
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The following output shows data packet classification being turned off:

Rout er# configure term nal

Enter configurati on commands, one per line. End with CNTL/Z.
Router(config)# int atng/0

Rout er (config-if)# ip rsvp data-packet classification none
Router(config-if)# end

Rout er #

Here is output from the showipr svpinter facedetail command after resource provider none has been
configured and data packet classification has been turned off:

Router# show ip rsvp interface detail
AT6/ 0:
Bandwi dt h:

Curr allocated: 190K bits/sec

Max. allowed (total): 112320K bits/sec

Max. al lowed (per flow): 112320K bits/sec
Nei ghbor s:

Using | P encap: 1. Using UDP encaps: O
DSCP val ue used in Path/Resv nsgs: 0x30
RSVP Data Packet C assification is OFF
RSVP resource provider is: none

The following output from the showipr svpinstalleddetail command verifies that resource provider noneis
configured and data packet classification is turned off:

Rout er# show ip rsvp installed detail
RSVP: ATMb6/ 0 has the following installed reservations
RSVP Reservation. Destination is 145.20.20.212, Source is 145.10.10. 211,
Protocol is UDP, Destination port is 14, Source port is 14
Reserved bandwi dth: 50K bits/sec, Maxi mum burst: 1K bytes, Peak rate: 50K bits/sec
Mn Policed Unit: O bytes, Max Pkt Size: 1514 bytes
Resource provider for this flow None
Conversation supports 1 reservations
Data given reserved service: 3192 packets (1557696 bytes)
Data given best-effort service: 42 packets (20496 bytes)
Reserved traffic classified for 271 seconds
Long-term average bitrate (bits/sec): 45880 reserved, 603 best-effort
RSVP Reservation. Destination is 145.20.20.212, Source is 145.10.10.211,
Protocol is UDP, Destination port is 10, Source port is 10
Reserved bandwi dth: 20K bits/sec, Maxi num burst: 1K bytes, Peak rate: 20K bits/sec
Mn Policed Unit: O bytes, Max Pkt Size: 1514 bytes
Resource provider for this flow None
Conversation supports 1 reservations
Data given reserved service: 1348 packets (657824 bytes)
Dat a given best-effort service: 0O packets (0 bytes)
Reserved traffic classified for 296 seconds
Long-term average bitrate (bits/sec): 17755 reserved, OM best-effort

The following output shows no increments in packet counts after the source sends data packets that match
the reservation:

Router# show ip rsvp installed detail
RSVP: Ethernet3/3 has no installed reservations
RSVP: ATM6/0 has the following installed reservations
RSVP Reservation. Destination is 145.20.20.212, Source is 145.10.10. 211,
Protocol is UDP, Destination port is 14, Source port is 14
Reserved bandwi dt h: 50K bits/sec, Maxinum burst: 1K bytes, Peak rate: 50K bits/sec
Mn Policed Unit: O bytes, Max Pkt Size: 1514 bytes
Resource provider for this flow None
Conversation supports 1 reservations
Data given reserved service: 3192 packets (1557696 bytes)
Data given best-effort service: 42 packets (20496 bytes)
Reserved traffic classified for 282 seconds
Long-term average bitrate (bits/sec): 44051 reserved, 579 best-effort
RSVP Reservation. Destination is 145.20.20.212, Source is 145.10.10. 211,
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Protocol is UDP, Destination port is 10, Source port is 10

Reserved bandwi dt h: 20K bits/sec, Maxinum burst: 1K bytes, Peak rate: 20K bits/sec
Mn Policed Unit: O bytes, Max Pkt Size: 1514 bytes

Resource provider for this flow None

Conversation supports 1 reservations

Data given reserved service: 1348 packets (657824 bytes)

Data given best-effort service: 0 packets (0 bytes)

Reserved traffic classified for 307 seconds

Long-term average bitrate (bits/sec): 17121 reserved, OM best-effort

The following output shows that data packet classification is enabled again:

Rout er# configure term nal

Rout er (config)# int atn6/0

Rout er (config-if) no ip rsvp data-packet classification
Router (config-if)# end

The following output verifies that data packet classification is occurring:

Rout er# show ip rsvp installed detail
Enter configuration conmands, one per line. End with CNTL/Z.
RSVP: ATMs6/ 0 has the following installed reservations
RSVP Reservation. Destination is 145.20.20.212, Source is 145.10.10.211,
Protocol is UDP, Destination port is 14, Source port is 14
Reserved bandwi dth: 50K bits/sec, Maxi num burst: 1K bytes, Peak rate: 50K bits/sec
Mn Policed Unit: O bytes, Max Pkt Size: 1514 bytes
Resource provider for this flow None
Conversation supports 1 reservations
Data given reserved service: 3683 packets (1797304 bytes)
Dat a given best-effort service: 47 packets (22936 bytes)
Reserved traffic classified for 340 seconds
Long-term average bitrate (bits/sec): 42201 reserved, 538 best-effort
RSVP Reservation. Destination is 145.20.20.212, Source is 145.10.10. 211,
Protocol is UDP, Destination port is 10, Source port is 10
Reserved bandwi dth: 20K bits/sec, Maxi mumburst: 1K bytes, Peak rate: 20K bits/sec
Mn Policed Unit: O bytes, Max Pkt Size: 1514 bytes
Resource provider for this flow None
Conversation supports 1 reservations
Dat a given reserved service: 1556 packets (759328 bytes)
Data given best-effort service: 0 packets (0 bytes)
Reserved traffic classified for 364 seconds
Long-term average bitrate (bits/sec): 16643 reserved, OM best-effort

Hereis output from the showrun command after you have performed al the previous configuration tasks:

Rout er# show run int atng/0
class-map match-all voice
mat ch access-group 100
|
policy-map wf g-voip

class voice

priority 24

class cl ass-default

fair-queue
|
interface ATM5/0
i p address 20.20.22.1 255.255.255.0
no ip redirects
no i p proxy-arp
no ip route-cache cef
atmuni -version 4.0
atmpvc 1 0 5 gsaa
atmpvc 2 0 16 ilm
atm esi -address 111111111181. 00
no atm aut o-configuration
no atmilm-keepalive
pvc bl ue 200/ 100

abr 700 600

inarp 1

br oadcast
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encapsul ati on aal 5snap
servi ce-policy output wfg-voip
|
ip rsvp bandwi dth 24 24
ip rsvp signalling dscp 48
ip rsvp data-packet classification none
ip rsvp resource-provi der none
access-list 100 permt udp any any range 16384 32500

Additional References

The following sections provide references related to the RSV P Scalability Enhancements feature.

Related Documents

Related Topic Document Title
Cisco |0S commands Cisco |OS Master Commands List, All Releases
QoS commands. complete command syntax, Cisco 10S Quality of Service Solutions Command

command modes, command history, defaults, usage Reference
guidelines, and examples

QoS configuration tasks related to RSVP "Configuring RSV P" module
Standards
Standard Title

No new or modified standards are supported by this
feature, and support for existing standards has not
been modified by this feature.

MIBs
MIB MIBs Link
RFC 2206 (RSVP Management Information Base  To locate and download MIBs for selected
using SMIv2) platforms, software releases, and feature sets, use
Cisco MIB Locator found at the following URL:
http://www.cisco.com/go/mibs
RFCs
RFC Title
RFC 2205 Resource Reservation Protocol
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Glossary

Glossary .
Technical Assistance
Description Link
The Cisco Support and Documentation website http://www.cisco.com/cisco/web/support/
provides online resources to download index.html

documentation, software, and tools. Use these
resources to install and configure the software and
to troubleshoot and resolve technical issueswith
Cisco products and technologies. Access to most
tools on the Cisco Support and Documentation
website requires a Cisco.com user ID and
password.

admission control --The process in which an RSV P reservation is accepted or rejected based on end-to-end
available network resources.

aggregate --A collection of packets with the same DSCP.

bandwidth --The difference between the highest and lowest frequencies available for network signals. This
term also describes the rated throughput capacity of a given network medium or protocol.

CBWEFQ -- Class-based weighted fair queueing. A queueing mechanism that extends the standard WFQ
functionality to provide support for user-defined traffic classes.

Class-based weighted fair queueing -- See CBWFQ .
differentiated services--See DiffServ.
differentiated services code point --See DSCP.

DiffServ --An architecture based on a simple model where traffic entering a network is classified and
possibly conditioned at the boundaries of the network. The class of traffic is then identified with aDS code
point or bit marking in the IP header. Within the core of the network, packets are forwarded according to
the per-hop behavior associated with the DS code point.

DSCP --Differentiated services code point. The six most significant bits of the 1-byte IP type of service
(ToS) field. The per-hop behavior represented by a particular DSCP value is configurable. DSCP values
range between 0 and 63.

enterprise network --A large and diverse network connecting most major pointsin acompany or other
organization.

flow --A stream of datatraveling between two endpoints across a network (for example, from one LAN
station to another). Multiple flows can be transmitted on a single circuit.

packet --A logical grouping of information that includes a header containing control information and
(usually) user data. Packets most often refer to network layer units of data.

PBX --Private branch exchange. A digital or analog telephone switchboard located on the subscriber
premises and used to connect private and public telephone networks.

PHB --Per hop behavior. A DiffServ concept that specifies how specifically marked packets are to be
treated by each DiffServ router.

QoS --Quality of service. A measure of performance for a transmission system that reflects its transmission
quality and service availability.
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quality of service --See QO0S.
Resour ce Reservation Protocol --See RSVP.

RSV P --Resource Reservation Protocol. A protocol for reserving network resources to provide quality of
service guarantees to application flows.

Voiceover |P--See VolP.

Vol P --Voice over |P. The ability to carry normal tel ephony-style voice over an IP-based internet
maintaining telephone-like functionality, reliability, and voice quality.

Weighted Fair Queueing --See WFQ.

WFQ --Weighted fair queueing. A queue management algorithm that provides a certain fraction of link
bandwidth to each of several queues, based on relative bandwidth applied to each of the queues.

Cisco and the Cisco Logo are trademarks of Cisco Systems, Inc. and/or its affiliatesin the U.S. and other
countries. A listing of Cisco's trademarks can be found at www.cisco.com/go/trademarks. Third party
trademarks mentioned are the property of their respective owners. The use of the word partner does not
imply a partnership relationship between Cisco and any other company. (1005R)

Any Internet Protocol (IP) addresses and phone numbers used in this document are not intended to be
actual addresses and phone numbers. Any examples, command display output, network topology diagrams,
and other figures included in the document are shown for illustrative purposes only. Any use of actual IP
addresses or phone numbersin illustrative content is unintentional and coincidental.
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RSVP Refresh Reduction and Reliable
Messaging
The RSV P Refresh Reduction and Reliable Messaging feature includes refresh reduction, which improves

the scalahility, latency, and reliability of Resource Reservation Protocol (RSVP) signaling to enhance
network performance and message delivery.

History for the RSVP Refresh Reduction and Reliable Messaging Feature

Release Modification

12.2(13)T This feature was introduced.

12.0(24)S This feature was integrated into Cisco |OS
Release 12.0(24)S.

12.2(14)S This feature was integrated into Cisco |0S
Release 12.2(14)S.

12.0(26)S Two commands, ip rsvp signalling refresh

missesand ip rsvp signalling refresh interval,
were added into Cisco |0S Release 12.0(26)S.

12.0(29)S The burst and max-size argument defaults for the
ip rsvp signalling rate-limit command were
increased to 8 messages and 2000 bytes,
respectively.

12.2(28)SB This feature was integrated into Cisco |OS
Release 12.2(28)SB.

12.2(18)SXF5 This feature was integrated into Cisco |0S
Release 12.2(18)SXF5.

12.2(33)SRB This feature was integrated into Cisco |0S
Release 12.2(33)SRB.

Finding Support Information for Platforms and Cisco 10S and Catalyst 0S Software Images

Use Cisco Feature Navigator to find information about platform support and Cisco |OS and Catalyst OS
software image support. To access Cisco Feature Navigator, go to http://www.cisco.com/go/cfn . An
account on Cisco.com is not required.
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. Finding Feature Information

*  Finding Feature Information, page 92

»  Prerequisites for RSV P Refresh Reduction and Reliable Messaging, page 92

* Restrictions for RSV P Refresh Reduction and Reliable Messaging, page 92

» Information About RSV P Refresh Reduction and Reliable Messaging, page 92

» How to Configure RSV P Refresh Reduction and Reliable Messaging, page 95

e Configuration Examples for RSV P Refresh Reduction and Reliable Messaging, page 98
* Additional References, page 100

Finding Feature Information

Y our software release may not support all the features documented in this module. For the latest feature
information and caveats, see the release notes for your platform and software release. To find information
about the features documented in this module, and to see alist of the releases in which each featureis
supported, see the Feature Information Table at the end of this document.

Use Cisco Feature Navigator to find information about platform support and Cisco software image support.
To access Cisco Feature Navigator, go to www.cisco.com/go/cfn. An account on Cisco.com is not required.

Prerequisites for RSVP Refresh Reduction and Reliable
Messaging

RSV P must be configured on two or more routers within the network before you can use the RSV P Refresh
Reduction and Reliable Messaging feature.

Restrictions for RSVP Refresh Reduction and Reliable
Messaging

Multicast flows are not supported for the reliable messages and summary refresh features.

Information About RSVP Refresh Reduction and Reliable
Messaging

» Feature Design of RSV P Refresh Reduction and Reliable Messaging, page 92
* Types of Messagesin RSVP Refresh Reduction and Reliable Messaging, page 93
» Benefits of RSVP Refresh Reduction and Reliable Messaging, page 95

Feature Design of RSVP Refresh Reduction and Reliable Messaging

RSV P is a network-control, soft-state protocol that enables Internet applications to obtain specia qualities
of service (QoS) for their data flows. As a soft-state protocol, RSV P requires that state be periodically
refreshed. If refresh messages are not transmitted during a specified interval, RSV P state automatically
times out and is deleted.
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Information About RSVP Refresh Reduction and Reliable Messaging .

In anetwork that uses RSV P signaling, reliability and latency problems occur when an RSV P message is
lost in transmission. A lost RSV P setup message can cause a delayed or failed reservation; alost RSVP
refresh message can cause a delay in the modification of areservation or in areservation timeout. Intolerant
applications can fail as aresullt.

Reliability problems can also occur when there is excessive RSV P refresh message traffic caused by alarge
number of reservationsin the network. Using summary refresh messages can improve reliability by
significantly reducing the amount of RSV P refresh traffic.

MY

Note RSV P packets consist of headers that identify the types of messages, and object fields that contain
attributes and properties describing how to interpret and act on the content.

Types of Messages in RSVP Refresh Reduction and Reliable Messaging

The RSV P Refresh Reduction and Reliable Messaging feature (see the figure below) includes refresh
reduction, which improves the scalability, latency, and reliability of RSV P signaling by introducing the
following extensions:

* Reliable messages (MESSAGE_ID, MESSAGE_ID_ACK objects, and ACK messages)
« Bundle messages (reception and processing only)
e Summary refresh messages (MESSAGE_ID_LIST and MESSAGE_ID_NACK abjects)

Figure 14
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Time¥ Y
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* Reliable Messages, page 94
» Bundle Messages, page 94
e Summary Refresh Messages, page 94
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Reliable Messages

The reliable messages extension supports dependable message delivery among neighboring routers by
implementing an acknowledgment mechanism that consists of a MESSAGE _ID object and a
MESSAGE_ID_ACK object. The acknowledgments can be transmitted in an ACK message or
piggybacked in other RSV P messages.

Each RSV P message contains one MESSAGE_ID object. If the ACK_Desired flag field is set within the
MESSAGE_ID object, the receiver transmitsa MESSAGE _ID_ACK object to the sender to confirm
delivery.

Bundle Messages
A bundle message consists of several standard RSV P messages that are grouped into asingle RSVP
message.

A bundle message must contain at least one submessage. A submessage can be any RSV P message type
other than another bundle message. Submessage types include Path, PathErr, Resv, ResvTear, ResvErr,
ResvConf, and ACK.

Bundle messages are addressed directly to the RSV P neighbor. The bundle header immediately follows the
I P header, and there is no intermediate transport header.

When arouter receives a bundle message that is not addressed to one of itslocal 1P addresses, it forwards
the message.

MY

Note Bundle messages can be received, but not sent.

Summary Refresh Messages

A summary refresh message supports the refreshing of RSV P state without the transmission of
conventional Path and Resv messages. Therefore, the amount of information that must be transmitted and
processed to maintain RSV P state synchronization is greatly reduced.

A summary refresh message carries a set of MESSAGE_ID objects that identify the Path and Resv states
that should be refreshed. When an RSV P node receives a summary refresh message, the node matches each
received MESSAGE_ID object with the locally installed Path or Resv state. If the MESSAGE_ID objects
match the local state, the state is updated asif a standard RSV P refresh message were received. However, if
aMESSAGE_ID object does not match the receiver’sloca state, the receiver notifies the sender of the
summary refresh message by transmitting aMESSAGE _ID_NACK object.

When a summary refresh message is used to refresh the state of an RSV P session, the transmission of
conventional refresh messages is suppressed. The summary refresh extension cannot be used for a Path or
Resv message that contains changes to a previously advertised state. Also, only a state that was previously
advertised in Path or Resv messages containing MESSAGE_ID objects can be refreshed by using a
summary refresh message.
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How to Configure RSVP Refresh Reduction and Reliable Messaging .

Benefits of RSVP Refresh Reduction and Reliable Messaging

Enhanced Network Performance

Refresh reduction reduces the volume of steady-state network traffic generated, the amount of CPU
resources used, and the response time, thereby enhancing network performance.

Improved Message Delivery

The MESSAGE_ID and the MESSAGE_ID_ACK objects ensure the reliable delivery of messages and
support rapid state refresh when a network problem occurs. For example, MESSAGE_ID_ACK objectsare
used to detect link transmission losses.

How to Configure RSVP Refresh Reduction and Reliable
Messaging

e Enabling RSVP on an Interface, page 95
« Enabling RSVP Refresh Reduction, page 96
» Verifying RSVP Refresh Reduction and Reliable Messaging, page 97

Enabling RSVP on an Interface

Perform the following task to enable RSV P on an interface.

SUMMARY STEPS
1. enable
2. configureterminal
3. interface type number
4. ip rsvp bandwidth [interface-kbps [sub-pool]]
5 end
DETAILED STEPS
Command or Action Purpose
Step1 enable Enables privileged EXEC mode.
e Enter your password if prompted.
Example:
Rout er > enabl e
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. How to Configure RSVP Refresh Reduction and Reliable Messaging
Command or Action Purpose
Step 2 configureterminal Enters global configuration mode.
Example:
Rout er# configure term nal
Step 3 interface type number Enters interface configuration mode.
e Thetypeand number arguments identify the interface to be
E . configured.
xample:
Rout er (config)# interface Ethernetl
Step 4 ip rsvp bandwidth [interface-kbps [sub-pool]] Enables RSVP on an interface.
e Theoptiona interface-kbps and sub-poolarguments specify the
Examole: amount of bandwidth that can be allocated by RSV P flows or to
pe: asingle flow, respectively. Vaues are from 1 to 10000000, and
Router(config-if)# i p rsvp bandwi dth 7500 from 0 to 10000000, respectively.
7500
Step5 end Returnsto privileged EXEC mode.
Example:

Enabling RSVP Refresh Reduction

Rout er (config-if)# end

Perform the following task to enable RSV P refresh reduction.

SUMMARY STEPS

enable
configureterminal

el

end

DETAILED STEPS

Step 1

. QoS: RSVP Configuration Guide, Cisco 10S Release 12.28X

ip rsvp signalling refresh reduction

Command or Action

Purpose

enable

Example:

Rout er > enabl e

Enables privileged EXEC mode.

« Enter your password if prompted.
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How to Configure RSVP Refresh Reduction and Reliable Messaging .
Command or Action Purpose
Step2 configureterminal Enters global configuration mode.
Example:
Rout er# configure term nal
Step3 ip rsvp signalling refresh reduction Enables refresh reduction.

Example:

Rout er(config)# ip rsvp signalling refresh reduction

Step4 end Returns to privileged EXEC mode.

Example:

Rout er (config)# end

Verifying RSVP Refresh Reduction and Reliable Messaging

Perform the following task to verify that the RSV P Refresh Reduction and Reliable Messaging featureis

functioning.
SUMMARY STEPS
1. enable
2. clear ip rsvp counters|[confirm]
3. showiprsvp
4. show ip rsvp counters[ interface interface-unit | summary | neighbor ]
5. show ip rsvp interface [ interface-type interface-number ] [ detail ]
6. show ip rsvp neighbor [ detail ]
DETAILED STEPS
Command or Action Purpose
Step1 enable Enables privileged EXEC mode.
» Enter your password if prompted.
Example:
Rout er > enabl e
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. Configuration Examples for RSVP Refresh Reduction and Reliable Messaging
Command or Action Purpose
Step 2 clear ip rsvp counters[confirm] (Optional) Clears (setsto zero) all IP RSV P counters that are being
maintained by the router.
Example:
Router# clear ip rsvp counters
Step 3 show ip rsvp (Optional) Displays RSV P rate-limiting, refresh-reduction, and neighbor
information.
Example:
Rout er# show i p rsvp
Step 4 show ip rsvp counters| interfaceinterface- | (Optional) Displays the number of RSV P messages that were sent and
unit | summary | neighbor ] received on each interface.
e Theoptiona summary keyword displays the cumulative number of
E . RSV P messages sent and received by the router over all interfaces.
xample:
Rout er # show ip rsvp counters summary
Step 5 show ip rsvp interface[ interface-type (Optional) Displays information about interfaces on which RSVPis
interface-number ] [ detail ] enabled including the current allocation budget and maximum available
bandwidth.
Examble: * Theoptiona detail keyword displays the bandwidth and signaling
ple: parameters.
Rout er# show ip rsvp interface detail
Step 6 show ip rsvp neighbor [ detail ] (Optional) Displays RSV P-neighbor information including | P addresses.

Example:

Rout er# show i p rsvp nei ghbor detail

* The optional detail keyword displays the current RSV P neighbors
and identifiesif the neighbor isusing IP, User Datagram Protocol
(UDP), or RSV P encapsulation for a specified interface or al
interfaces.

Configuration Examples for RSVP Refresh Reduction and

Rel

1able Messaging

« Example RSVP Refresh Reduction and Reliable Messaging, page 98

Example RSVP Refresh Reduction and Reliable Messaging

In the following example, RSV P refresh reduction is enabled:

Rout er# configure term nal
Enter configurati on comrands,

one per line. End with CNTL/Z.
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Configuration Examples for RSVP Refresh Reduction and Reliable Messaging

Router(config)# interface Ethernetl

Router(config-if)# ip rsvp bandwi dth 7500 7500

Router(config-if)# exit

Router(config)# ip rsvp signalling refresh reduction

Rout er (confi g)# end

The following example verifies that RSV P refresh reduction is enabled:

Rout er # show runni ng-config
Bui | di ng configuration..

Current configuration : 1503 bytes
|

version 12.2

no service single-slot-rel oad-enabl e
servi ce tinestanps debug uptine
service tinmestanps | og uptine

no service password-encryption
service interna

|

host name Rout er
|

ﬁo | oggi ng buffered
logging rate-limt console 10 except errors
|

subnet - zero
cef

mul ticast-routing

i p dhcp-client network-discovery
p mex-session-starts 0

I's traffic-eng tunnels

—_ e ——
O 0T T T

3

nt erface LoopbackO
ip address 192.168.1.1 255. 255.255.0
ip rsvp bandw dth 1705033 1705033

nterface Tunnel 777
no i p address

shut down
|

nterface EthernetO
i p address 192.168.0.195 255.0.0.0
no i p nroute-cache
medi a-type 10BaseT

nterface Ethernetl

ip address 192.168.5.2 255. 255.255.0
no ip redirects

no i p proxy-arp

i p pi mdense- node

no i p nroute-cache

nmedi a-type 10BaseT

ip rsvp bandw dth 7500 7500

nterface Ethernet2

ip address 192.168.1.2 255.255.255.0
no ip redirects

no i p proxy-arp

i p pi mdense- node

no i p nroute-cache

nmedi a-type 10BaseT

mpls traffic-eng tunnels

ip rsvp bandwi dth 7500 7500

nterface Ethernet3

i p address 192.168. 2.2 255. 255. 255.0
i p pi mdense- node

medi a-type 10BaseT

mpls traffic-eng tunnels

|

|

router eigrp 17
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Additional

Additional References

network 192.168.0.0

network 192.168.5.0

network 192.168.12.0

network 192.168. 30.0

aut o- sunmmary

no eigrp | og-nei ghbor-changes
|

ip classless

no ip http server

ip rsvp signalling refresh reduction
|

|
|
!
line con O
exec-tineout 0 O
line aux O

line vty 0 4

login

transport input pad v120 telnet rlogin udptn
|

énd

References

The following sections provide references related to the RSV P Refresh Reduction and Reliable Messaging

feature.

Related Documents

Related Topic

Document Title

Cisco |OS commands

Cisco |10S Master Commands List, All Releases

RSV P commands: complete command syntax,
command mode, defaults, usage guidelines, and
examples

Cisco 10S Quality of Service Solutions Command
Reference

QoS features including signaling, classification, and
congestion management

"Quality of Service Overview" module

Standards
Standard Title
None -

MIBs
MIB MIBs Link

No new or modified MIBs are supported by this
feature, and support for existing MI1Bs has not been
modified by this feature.

To locate and download MIBs for selected
platforms, Cisco |OS releases, and feature sets, use
Cisco MIB Locator found at the following URL:

http://www.cisco.com/go/mibs
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RFCs

RFC Title

RFC 2205 Resour ce Reservation Protocol

RFC 2206 RSVP Management Information Base Using SMIv2

RFC 2209 RSVP--Version 1 Message Processing Rules

RFC 2210 The Use of RSVP with IETF Integrated Services

RFC 2211/2212 Soecification of the Controlled-Load Network
Element Service

RFC 2702 Requirements for Traffic Engineering over MPLS

RFC 2749 Common Open Palicy Service (COPS) Usage for
RSVP

RFC 2750 RSVP Extensions for Policy Control

RFC 2814 SBM Subnet Bandwidth Manager: A Protocol for
RSVP-based Admission Control over |EEE 802-
style Networks

RFC 2961 RSVP Refresh Overhead Reduction Extensions

RFC 2996 Format of the RSVP DCLASS Object

Technical Assistance

Description

Link

The Cisco Support and Documentation website
provides online resources to download
documentation, software, and tools. Use these
resources to install and configure the software and
to troubleshoot and resolve technical issueswith
Cisco products and technologies. Access to most
tools on the Cisco Support and Documentation
website requires a Cisco.com user |D and
password.

http://www.cisco.com/cisco/web/support/
index.html

Cisco and the Cisco Logo are trademarks of Cisco Systems, Inc. and/or its affiliatesin the U.S. and other
countries. A listing of Cisco's trademarks can be found at www.cisco.com/go/trademarks. Third party
trademarks mentioned are the property of their respective owners. The use of the word partner does not
imply a partnership relationship between Cisco and any other company. (1005R)

Any Internet Protocol (IP) addresses and phone numbers used in this document are not intended to be
actual addresses and phone numbers. Any examples, command display output, network topology diagrams,
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and other figures included in the document are shown for illustrative purposes only. Any use of actual 1P
addresses or phone numbersin illustrative content is unintentional and coincidental.
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RSVP Message Authentication

The Resource Reservation Protocol (RSVP) Message Authentication feature provides a secure method to
control quality of service (QoS) accessto a network.

History for the RSVP Message Authentication Feature

Release Modification
12.2(15T This feature was introduced.
12.0(26)S Restrictions were added for interfaces that use

Fast Reroute (FRR) node or link protection and
for RSVP hellos for FRR for packet over SONET
(POS) interfaces.

12.0(29)S Support was added for per-neighbor keys.

12.2(33)SRA This feature was integrated into Cisco |0S
Release 12.2(33)SRA.

12.2(33)SXH This feature was integrated into Cisco 10S
Release 12.2(33)SXH.

»  Finding Feature Information, page 103

» Prerequisites for RSVP Message Authentication, page 104

» Restrictions for RSVP Message Authentication, page 104

* Information About RSVP Message Authentication, page 104

* How to Configure RSV P Message Authentication, page 107

»  Configuration Examples for RSV P Message Authentication, page 130
e Additional References, page 133

* Glossary, page 135

Finding Feature Information

Y our software release may not support all the features documented in this module. For the latest feature
information and caveats, see the release notes for your platform and software release. To find information
about the features documented in this module, and to see alist of the releases in which each feature is
supported, see the Feature Information Table at the end of this document.

Use Cisco Feature Navigator to find information about platform support and Cisco software image support.
To access Cisco Feature Navigator, go to www.cisco.com/go/cfn. An account on Cisco.com is not required.

QoS: RSVP Configuration Guide, Cisco 10S Release 12.28X
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Feature Design of RSVP Message Authentication

. Prerequisites for RSVP Message Authentication

Prerequisites for RSVP Message Authentication

Ensure that RSV P is configured on one or more interfaces on at least two neighboring routers that share a
link within the network.

Restrictions for RSVP Message Authentication

* The RSVP Message Authentication feature is only for authenticating RSV P neighbors.

* The RSVP Message Authentication feature cannot discriminate between various QoS applications or
users, of which many may exist on an authenticated RSV P neighbor.

« Different send and accept lifetimes for the same key in a specific key chain are not supported; al
RSVP key types are bidirectional.

¢ Authentication for graceful restart hello messages is supported for per-neighbor and per-access control
list (ACL) keys, but not for per-interface keys.

* You cannot use theip rsvp authentication key and theip rsvp authentication key-chain commands
on the same router interface.

e For aMultiprotocol Label Switching/Traffic Engineering (MPLS/TE) configuration, use per-neighbor
keys with physical addresses and router IDs.

Information About RSVP Message Authentication

» Feature Design of RSV P Message Authentication, page 104
e Globa Authentication and Parameter Inheritance, page 105
* Per-Neighbor Keys, page 106

» Key Chains, page 106

* Benefits of RSVP Message Authentication, page 107

Feature Design of RSVP Message Authentication

Network administrators need the ability to establish a security domain to control the set of systems that
initiate RSVP requests.

The RSV P Message Authentication feature permits neighbors in an RSV P network to use a secure hash to
sign al RSV P signaling messages digitally, thus allowing the receiver of an RSV P message to verify the
sender of the message without relying solely on the sender’ s IP address as is done by issuing theip rsvp
neighbor command with an ACL.

The signature is accomplished on a per-RSV P-hop basis with an RSV P integrity object in the RSVP
message as defined in RFC 2747. This method provides protection against forgery or message
modification. However, the receiver must know the security key used by the sender in order to validate the
digital signature in the received RSV P message.

QoS: RSVP Configuration Guide, Cisco 10S Release 12.28X
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Global Authentication and Parameter Inheritance

Information About RSVP Message Authentication .

Network administrators manually configure acommon key for each RSV P neighbor interface on the shared
network. A sample configuration is shown in the figure below.

Figure 15

RSV P Message Authentication Configuration

Trust Boundary Trust Boundary
Untrusted e Trusted : Untrusted

o
—

e
.y

-
B,

Trusted

NTP MNTP
Time Server Time Server
(Optional) (Cptional)

1 = Knows Authentication Key; Accepted
2 = Does Mot Know Key; Rejected
X = RSVYP Authentication Enabled

- o

v

Global Authentication and Parameter Inheritance

Note

Y ou can configure global defaults for all authentication parametersincluding key, type, window size,
lifetime, and challenge. These defaults are inherited when you enable authentication for each neighbor or
interface. However, you can a so configure these parameters individually on a per-neighbor or per-interface
basisin which case the inherited global defaults are ignored.

Using global authentication and parameter inheritance can simplify configuration because you can enable
or disable authentication without having to change each per-neighbor or per-interface attribute. Y ou can
activate authentication for all neighbors by using two commands, one to define a global default key and one
to enabl e authentication globally. However, using the same key for all neighbors does not provide the best
network security.

RSV P uses the following rules when choosing which authentication parameter to use when that parameter
is configured at multiple levels (per-interface, per-neighbor, or global). RSV P goes from the most specific
to the least specific; that is, per-neighbor, per-interface, and then global. The rules are slightly different
when searching the configuration for the right key to authenticate an RSV P message-- per-neighbor, per-
ACL, per-interface, and then global.
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Per-Neighbor Keys |

. Information About RSVP Message Authentication

Per-Neighbor Keys

Key Chains

MY

Note

In the figure below, to enable authentication between Internet service provider (ISP) Routers A and B, A
and C, and A and D, the | SPs must share a common key. However, sharing acommon key also enables
authentication between ISP Routers B and C, C and D, and B and D. Y ou may not want authentication
among all the I SPs because they might be different companies with unique security domains.

Figure 16
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On ISP Router A, you create a different key for ISP Routers B, C, and D and assign them to their respective
| P addresses using RSV P commands. On the other routers, create a key to communicate with |SP Router
A’s|P address.

For each RSV P neighbor, you can configure alist of keys with specific IDsthat are unique and have
different lifetimes so that keys can be changed at predetermined intervals automatically without any
disruption of service. Automatic key rotation enhances network security by minimizing the problems that
could result if an untrusted source obtained, deduced, or guessed the current key.

If you use overlapping time windows for your key lifetimes, RSV P asks the Cisco 10S software key
manager component for the next live key starting at time T. The key manager walks the keys in the chain
until it finds the first one with start time S and end time E such that S <= T <= E. Therefore, the key with
the smallest value (E-T) may not be used next.
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How to Configure RSVP Message Authentication .

Benefits of RSVP Message Authentication

Improved Security

The RSV P Message Authentication feature greatly reduces the chance of an RSV P-based spoofing attack
and provides a secure method to control QoS access to a network.

Multiple Environments

The RSV P Message Authentication feature can be used in traffic engineering (TE) and non-TE
environments as well as with the subnetwork bandwidth manager (SBM).

Multiple Platforms and Interfaces
The RSV P Message Authentication feature can be used on any supported RSV P platform or interface.

How to Configure RSVP Message Authentication

The following configuration parameters instruct RSV P on how to generate and verify integrity objectsin
various RSV P messages.

MY

Note There are two configuration procedures: full and minimal. There are a so two types of authentication
procedures: interface and neighbor.

Per-Interface Authentication--Full Configuration

Perform the following procedures for afull configuration for per-interface authentication:

Per-Interface Authentication--Minimal Configuration

Perform the following tasks for aminimal configuration for per-interface authentication:

Per-Neighbor Authentication--Full Configuration

Perform the following procedures for afull configuration for per-neighbor authentication:

Per-Neighbor Authentication--Minimal Configuration
Perform the following tasks for aminimal configuration for per-neighbor authentication:

« Enabling RSVP on an Interface, page 108

« Configuring an RSV P Authentication Type, page 109

e Configuring an RSV P Authentication Key, page 111

« Enabling RSVP Key Encryption, page 114

* Enabling RSVP Authentication Challenge, page 114

e Configuring RSVP Authentication Lifetime, page 117

e Configuring RSV P Authentication Window Size, page 120
e Activating RSVP Authentication, page 123
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Enabling RSVP on an Interface

. How to Configure RSVP Message Authentication

» Verifying RSVP Message Authentication, page 126

e Configuring aKey Chain, page 127

« Binding aKey Chainto an RSVP Neighbor, page 128
» Troubleshooting Tips, page 130

Enabling RSVP on an Interface

Perform this task to enable RSV P on an interface.

SUMMARY STEPS
1. enable
2. configureterminal
3. interface type number
4. ip rsvp bandwidth [interface-kbps [single-flow-kbps]]
5. end
DETAILED STEPS
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
« Enter your password if prompted.
Example:
Rout er > enabl e
Step 2 configureterminal Enters global configuration mode.

Example:

Rout er# configure term nal

Step 3 interface type number Enters interface configuration mode.

e Thetype numberargument identifies the interface to be

Example: configured.

Rout er (config)# interface Ethernet0/0

Step 4 ip rsvp bandwidth [interface-kbps [single-flow- Enables RSVP on an interface.

kbps
pel] » The optiona interface-kbps and single-flow-kbps arguments
specify the amount of bandwidth that can be allocated by RSVP
Example: flows or to asingle flow, respectively. Values are from 1 to
ple: 10,000,000.
523},““0”” g-11)# ip rsvp banduidth 7500 fy... Repeat this command for each interface that you want to
enable.
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| Configuring an RSVP Authentication Type

How to Configure RSVP Message Authentication .

Command or Action

Purpose

Step5 end

Example:

Rout er (config-if)# end

Returnsto privileged EXEC mode.

Configuring an RSVP Authentication Type

Perform this task to configure an RSV P authentication type.

SUMMARY STEPS

enable
configureterminal
inter face type number
Do one of the following:

el

e iprsvp authentication type{md5 | sha-1

5. end

DETAILED STEPS

Command or Action

Purpose

Step1 enable

Example:

Rout er > enabl e

Enables privileged EXEC mode.

e Enter your password if prompted.

Step 2 configureterminal

Example:

Rout er# configure term nal

Enters global configuration mode.

Step 3 interface type number

Example:

Router(config)# interface Ethernet0/0

Enters interface configuration mode.

» The type numberargument identifies the interface
to be configured.

Note Omit this step if you are configuring an
authentication type for a neighbor or setting a
global default.
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. How to Configure RSVP Message Authentication
Command or Action Purpose
Step 4 Do one of the following: Specifies the algorithm used to generate cryptographic

* ip rsvp authentication type{md5 | sha-1

Example:

For interface authentication:

Example:

Router (config-if)# ip rsvp authentication type sha-1

Example:

Example:

For nei ghbor authentication:

Example:

Rout er (config)# ip rsvp authentication neighbor
address 10.1.1.1 type sha-1

Example:

Example:

Rout er (config)# ip rsvp authentication neighbor access-
list 1 type sha-1

Example:

Example:

For a gl obal default:

signatures in RSV P messages on an interface or
globally.

» Theagorithms are md>5, the default, and sha-1,
which is newer and more secure than md>5.

Note Omit the neighbor addr ess addressor the
neighbor access-list acl-nameor acl-numberto
set the global default.
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How to Configure RSVP Message Authentication .
Command or Action Purpose
Example:
Rout er (config)# ip rsvp authentication type sha-1
Step5 end Returns to privileged EXEC mode.
Example:
Rout er (config-if)# end

Configuring an RSVP Authentication Key

Perform this task to configure an RSV P authentication key.

SUMMARY STEPS
1. enable
2. configureterminal
3. interface type number
4. ip rsvp authentication key passphrase
5. exit
6. Do one of the following:
e iprsvp authentication key-chain chain
1. end
DETAILED STEPS
Command or Action Purpose
Step1 enable Enables privileged EXEC mode.
« Enter your password if prompted.
Example:

Rout er> enabl e

Step 2 configureterminal Enters global configuration mode.
Note If you want to configure akey, proceed to Step 3; if you

want to configure a key chain, proceed to Step 6.
Example:

Rout er# configure term nal

QoS: RSVP Configuration Guide, Cisco 10S Release 12.28X
I



RSVP Message Authentication

. How to Configure RSVP Message Authentication

Command or Action

Purpose

Step 3 interface type number

Example:

Rout er (config)# interface Ethernet0/0

Entersinterface configuration mode.

* Thetype numberargument identifies the interface to be
configured.

Note Omit this step and go to Step 6 if you want to configure
only akey chain.

Step 4 ip rsvp authentication key passphrase

Example:

Rout er (config-if)# ip rsvp authentication key
11223344

Example:

Specifies the data string (key) for the authentication algorithm.

» Thekey consists of 8 to 40 characters. It can include spaces
and multiple words. It can also be encrypted or appear in
clear text when displayed.

Note Omit thisstep if you want to configure akey chain.

Step 5 exit

Example:

Router(config-if)# exit

Exits to global configuration mode.
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Step 6

Step 7

How to Configure RSVP Message Authentication .

Command or Action

Purpose

Do one of the following:

* ip rsvp authentication key-chain chain

Example:

For nei ghbor authentication:

Example:

Rout er (confi g)# ip rsvp authentication
neighbor address 10.1.1.1 key-chain xzy

Example:

Example:

Rout er (confi g)# ip rsvp authentication
neighbor access-list 1 key-chain xzy

Example:

Example:

For a gl obal default:

Example:

Rout er (config)# ip rsvp authentication key-

chain xzy

Specifies the data string (key chain) for the authentication
algorithm.

» Thekey chain must have at |east one key, but can have up to
2,147,483647 keys.

Note You cannot usetheip rsvp authentication key and theip
rsvp authentication key-chain commands on the same
router interface. The commands supersede each other;
however, no error message is generated.

Note Omit the neighbor address addressor the neighbor
access-list acl-nameor acl-numberto set the global default.

end

Example:

Rout er (config)# end

Returns to privileged EXEC mode.
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. How to Configure RSVP Message Authentication

Enabling RSVP Key Encryption

Perform this task to enable RSV P key encryption when the key is stored in the router configuration. (This
prevents anyone from seeing the clear text key in the configuration file.)

SUMMARY STEPS
1. enable
2. configureterminal
3. key config-key 1 string
4, end
DETAILED STEPS
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
» Enter your password if prompted.
Example:
Rout er > enabl e
Step 2 configureterminal Enters global configuration mode.

Example:

Rout er# configure term nal

Step 3 key config-key 1 string Enables key encryption in the configuration file.
Note The string argument can contain up to eight alphanumeric
characters.
Example:
Rout er (confi g)# key config-key 1 11223344
Step 4 end Returns to privileged EXEC mode.

Example:

Rout er (config)# end

Enabling RSVP Authentication Challenge

Perform this task to enable RSV P authentication challenge.

. QoS: RSVP Configuration Guide, Cisco 10S Release 12.28X




I RSVP Message Authentication

How to Configure RSVP Message Authentication .
SUMMARY STEPS
1. enable
2. configureterminal
3. interface type number
4. Do one of the following:
e iprsvp authentication challenge
5 end
DETAILED STEPS
Command or Action Purpose
Step1 enable Enables privileged EXEC mode.
e Enter your password if prompted.
Example:

Rout er> enabl e

Step 2 configureterminal Enters global configuration mode.

Example:

Rout er# configure term nal

Step 3 interface type number Enters interface configuration mode.

e Thetype numberargument identifies the interface

Example: to be configured.

Note Omit this step if you are configuring an
authentication challenge for a neighbor or
setting aglobal default.

Rout er (config)# interface Ethernet0/0
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. How to Configure RSVP Message Authentication
Command or Action Purpose
Step 4 Do one of the following: Makes RSV P perform a challenge-response handshake

* ip rsvp authentication challenge

Example:

For interface authentication:

Example:

Router (config-if)# ip rsvp authentication challenge

Example:

Example:

For nei ghbor authentication:

Example:

Rout er (config)# ip rsvp authentication neighbor address
10.1.1.1 challenge

Example:

Example:

Rout er (config)# ip rsvp authentication neighbor access-
list 1 challenge

Example:

Example:

For a gl obal default:

on an interface or globally when RSV P learns about
any new challenge-capable neighbors on a network.

Note Omit the neighbor address addressor the
neighbor access-list acl-nameor acl-numberto
set the global default.
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How to Configure RSVP Message Authentication .
Command or Action Purpose
Example:
Rout er (config)# ip rsvp authentication challenge
Step5 end Returnsto privileged EXEC mode.
Example:
Rout er (config-if)# end

Configuring RSVP Authentication Lifetime

Perform this task to configure the lifetimes of security associations between RSV P neighbors.
SUMMARY STEPS

enable
configureterminal
inter face type number
Do one of the following:

e

* ip rsvp authentication lifetimehh: mm: ss

5. end
DETAILED STEPS
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
e Enter your password if prompted.
Example:

Rout er > enabl e

Step 2 configureterminal Enters global configuration mode.

Example:

Rout er# configure term nal
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. How to Configure RSVP Message Authentication

Command or Action

Purpose

Step 3 interface type number

Example:

Rout er (config)# interface Ethernet0/0

Enters interface configuration mode.

Note Omit this step if you are configuring an
authentication lifetime for a neighbor or setting a
global default.

» The type numberargument identifies the interface
to be configured.
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Step 4

How to Configure RSVP Message Authentication

Command or Action

Purpose

Do one of the following:

* iprsvp authentication lifetimehh: mm: ss

Example:

For interface authentication:

Example:

Router (config-if)# ip rsvp authentication lifetime
00:05:00

Example:

Example:

For nei ghbor authenticati on:

Example:

Rout er (config)# ip rsvp authentication neighbor
address 10.1.1.1 lifetime 00:05:00

Example:

Example:

Rout er (config)# ip rsvp authentication neighbor access-
list 1 lifetime 00:05:00

Example:

Example:

For a gl obal default:

Controls how long RSV P maintains security
associations with RSV P neighbors on an interface or
globally.

The default security association for hh:mm:ssis
30 minutes; the rangeis 1 second to 24 hours.

Note Omit the neighbor address addressor the
neighbor access-list acl-nameor acl-numberto
set the global default.
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. How to Configure RSVP Message Authentication

Command or Action Purpose

Example:

Rout er (config)# ip rsvp authentication 00:05:00

Step5 end Returnsto privileged EXEC mode.

Example:

Rout er (config-if)# end

Configuring RSVP Authentication Window Size

Perform this task to configure the RSV P authentication window size.

SUMMARY STEPS
1. enable
2. configureterminal
3. interface type number
4, Do one of the following:
* ip rsvp authentication window-size n
5. end
DETAILED STEPS
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
e Enter your password if prompted.
Example:

Rout er > enabl e

Step 2 configureterminal Enters global configuration mode.

Example:

Rout er# configure term nal
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How to Configure RSVP Message Authentication .

Command or Action

Purpose

Step 3 interface type number

Example:

Rout er (config)# interface Ethernet0/0

Enters interface configuration mode.

¢ Thetype numberargument identifies the interface
to be configured.

Note Omit this step if you are configuring a window
size for aneighbor or setting a global default.
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Step 4

How to Configure RSVP Message Authentication

Command or Action

Purpose

Do one of the following:

* ip rsvp authentication window-sizen

Example:

For interface authentication:

Example:

Router (config-if)# ip rsvp authentication wi ndow size 2

Example:

Example:

For nei ghbor authentication:

Example:

Rout er (confi g)# ip rsvp authentication neighbor
address 10.1.1.1 wi ndow-si ze 2

Example:

Example:

Rout er (config)# ip rsvp authentication neighbor access-
list 1 wi ndow si ze

Example:

Example:

For a gl obal default:

Specifies the maximum number of authenticated
messages that can be received out of order on an
interface or globally.

e Thedefault valueis one message; therangeis1to
64 messages.
Note Omit the neighbor address addressor the

neighbor access-list acl-nameor acl-numberto
set the global default.
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How to Configure RSVP Message Authentication .
Command or Action Purpose
Example:
Router (config)# ip rsvp authentication wi ndow si ze 2
Step5 end Returnsto privileged EXEC mode.
Example:
Rout er (config-if)# end
Activating RSVP Authentication
Perform this task to activate RSV P authentication.
SUMMARY STEPS
1. enable
2. configureterminal
3. interface type number
4, Do one of the following:
* iprsvp authentication
5. end
DETAILED STEPS
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
e Enter your password if prompted.
Example:

Rout er > enabl e

Step 2 configureterminal Enters global configuration mode.

Example:

Rout er# configure term nal
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. How to Configure RSVP Message Authentication

Command or Action

Purpose

Step 3 interface type number

Example:

Rout er (config)# interface Ethernet0/0

Entersinterface configuration mode.

* Thetype numberargument identifies the
interface to be configured.

Note Omit thisstep if you are configuring
authentication for aneighbor or setting a
global default.
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How to Configure RSVP Message Authentication .
Command or Action Purpose
Step 4 Do one of the following: Activates RSV P cryptographic authentication on an

. I interface or globally.
* ip rsvp authentication

Note Omit the neighbor address addressor the
neighbor access-list acl-nameor acl-
Example: numberto set the global defaullt.

For interface authentication:

Example:

Router (config-if)# ip rsvp authentication

Example:

Example:

For nei ghbor authenticati on:

Example:

Rout er (config)# ip rsvp authentication neighbor address
10.11.1

Example:

Example:

Rout er (config)# ip rsvp authentication neighbor access-list 1

Example:

Example:

For a gl obal default:
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Command or Action

Purpose

Example:

Rout er (config)# ip rsvp authentication

Step5 end

Example:

Rout er (config-if)# end

Returnsto privileged EXEC mode.

Verifying RSVP Message Authentication

Perform this task to verify that the RSV P Message Authentication feature is functioning.

SUMMARY STEPS

enable

e

DETAILED STEPS

show ip rsvp interface [detail] [interface-type interface-number]
show ip rsvp authentication [detail] [from{ip-address | hostname}] [to {ip-address | hosthame} ]
show ip rsvp counter s [authentication | interface interface-unit | neighbor | summary]

Command or Action

Purpose

Step1 enable

Example:

Rout er > enabl e

Enables privileged EXEC mode.

e Enter your password if prompted.

Step 2 show ip rsvp interface [detail] [interface-
typeinterface-number]

Example:

Rout er# show ip rsvp interface detail

Displays information about interfaces on which RSVP is enabled, including
the current allocation budget and maximum available bandwidth.

* Theoptiona detail keyword displays the bandwidth, signaling, and
authentication parameters.
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Step 3

Step 4

How to Configure RSVP Message Authentication

Command or Action

Purpose

show ip rsvp authentication [detail]
[from{ip-address | hostname}] [to {ip-
address | hostname} |

Example:

Rout er# show i p rsvp authentication
detail

Displays the security associations that RSV P has established with other
RSVP neighbors.

The optional detail keyword displays state information that includes P
addresses, interfaces enabled, and configured cryptographic
authentication parameters about security associations that RSV P has
established with neighbors.

show ip rsvp counter s [authentication |
inter face interface-unit | neighbor |
summary]

Example:

Rout er# show i p rsvp counters summary

Example:

Example:

Rout er# show i p rsvp counters
aut henti cation

Displays al RSV P counters.

Note The errors counter increments whenever an authentication error

occurs, but can also increment for errors not related to authentication.

The optional authentication keyword shows alist of RSVP
authentication counters.

The optional interface interface-unit keyword argument combination
shows the number of RSV P messages sent and received by the specific
interface.

The optional neighbor keyword shows the number of RSV P messages
sent and received by the specific neighbor.

The optional summarykeyword shows the cumulative number of

RSV P messages sent and received by the router. It does not print per-
interface counters.

Configuring a Key Chain

Perform this task to configure a key chain for neighbor authentication.

SUMMARY STEPS

enable
configureterminal
key chain name-of-chain

L

{key [key-ID] | key-string [text] | accept-lifetime [start-time {infinite | end-time | duration seconds}] |

send-lifetime [start-time { infinite | end-time | dur ation seconds}]

5. end
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. How to Configure RSVP Message Authentication
DETAILED STEPS
Command or Action Purpose
Step1 enable Enables privileged EXEC mode.
» Enter your password if prompted.
Example:
Rout er> enabl e
Step 2 configureterminal Enters global configuration mode.
Example:
Rout er# configure term nal
Step 3 key chain name-of-chain Enters key-chain mode.
Example:
Rout er (confi g)# key chai n nei ghbor_V
Step 4 {key [key-ID] | key-string [text] | accept-lifetime [start-time Selects the parameters for the key chain. (These are
{infinite| end-time | duration seconds}] | send-lifetime [start-time |submodes.)
{infinite | end-time | duration seconds}] Note For details on these parameters, see the Cisco
|0S IP Command Reference, Volume 2 of 4,
Routing Protocols, Release 12.3T.
Example: e e .
Note accept-lifetimeisignored when akey chain
Rout er (confi g- keychai n) # key 1 isassigned to RSVP.
Example:
Example:
Rout er (confi g- keychai n) # key-string ABcXyz
Step5 end Returnsto privileged EXEC mode.
Example:

Rout er (confi g- keychai n)# end

Binding a Key Chain to an RSVP Neighbor

Perform this task to bind akey chain to an RSV P neighbor for neighbor authentication.
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SUMMARY STEPS

1. enable
2. configureterminal
3. Do one of the following:

How to Configure RSVP Message Authentication

¢ iprsvp authentication neighbor address address key-chain key-chain-name

e iprsvp authentication neighbor access-list acl-name or acl-number key-chain key-chain-name

4. end

DETAILED STEPS

Step 1

Step 2

Step 3

Step 4

Command or Action

Purpose

enable

Example:

Rout er> enabl e

Enables privileged EXEC mode.

e Enter your password if prompted.

configureterminal

Example:

Rout er# configure term nal

Enters global configuration mode.

Do one of the following:
* ip rsvp authentication neighbor address address key-chain
key-chain-name

* iprsvp authentication neighbor access-list acl-name or
acl-number key-chain key-chain-name

Example:

Router(config)# ip rsvp authentication nei ghbor access-
list 1 key-chain neighbor_V

Binds akey chain to an IP address or to an ACL and
enters key-chain mode.

Note If you are using an ACL, you must create it
before you bind it to akey chain. Seetheip
rsvp authentication command in the Glossary,
page 135 section for examples.

end

Example:

Rout er (confi g- keychai n)# end

Returns to privileged EXEC mode.
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Troubleshooting Tips

After you enable RSV P authentication, RSV P logs system error events whenever an authentication check
fails. These events are logged instead of just being displayed when debugging is enabled because they may
indicate potential security attacks. The events are generated when:

¢ RSVP receives a message that does not contain the correct cryptographic signature. This could be due
to misconfiguration of the authentication key or algorithm on one or more RSV P neighbors, but it may
aso indicate an (unsuccessful) attack.

* RSVPreceives amessage with the correct cryptographic signature, but with a duplicate authentication
sequence number. This may indicate an (unsuccessful) message replay attack.

* RSVPreceives a message with the correct cryptographic signature, but with an authentication
sequence number that is outside the receive window. This could be due to areordered burst of valid
RSV P messages, but it may also indicate an (unsuccessful) message replay attack.

e Failed challenges result from timeouts or bad challenge responses.

To troubleshoot the RSV P Message A uthentication feature, use the following commands in privileged
EXEC mode.

Command Purpose

Displays output related to RSV P authentication.

Rout er# debug i p rsvp authentication

Displays brief information about signaling (Path

Router# debug ip rsvp dump signalling and Resv) messages.

Displays error events including authentication

Rout er# debug ip rsvp errors errors.

Configuration Examples for RSVP Message Authentication

» Example RSVP Message Authentication Per-Interface, page 130
« Example RSV P Message Authentication Per-Neighbor, page 132

Example RSVP Message Authentication Per-Interface

In the following example, the cryptographic authentication parameters, including type, key, challenge,
lifetime, and window size are configured; and authentication is activated:

Rout er# configure term nal

Enter configuration conmands, one per line. End with CNTL/Z.
Rout er (config)# interface e0/0

Rout er (config-if)# ip rsvp bandwi dth 7500 7500

Rout er (config-if)# ip rsvp authentication type sha-1
Router(config-if)# ip rsvp authentication key 11223344

Rout er (config-if)# ip rsvp authentication challenge
Rout er (config-if)# ip rsvp authentication lifetine 00:30: 05
Router(config-if)# ip rsvp authenticati on wi ndow si ze 2
Router(config-if)# ip rsvp authentication

T TTOTTTO
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In the following output from the show ip rsvp interface detail command, notice the cryptographic
authentication parameters that you configured for the Ethernet0/0 interface:

Router# show ip rsvp interface detail
Et 0/ 0
Bandwi dt h:
Curr allocated: 0 bits/sec
Max. allowed (total): 7500K bits/sec
Max. allowed (per flow): 7500K bits/sec
Max. allowed for LSP tunnels using sub-pools: 0 bits/sec
Set aside by policy (total): O bits/sec
Nei ghbor s:
Using | P encap: 0. Using UDP encap: O
Si gnal Ii ng:
Refresh reduction: disabled
Aut henti cati on: enabl ed

Key: 11223344
Type: sha-1

W ndow si ze: 2

Chal | enge: enabl ed

In the preceding example, the authentication key appearsin clear text. If you enter the key-config-key 1
string command, the key appears encrypted, asin the following example:

Router# show ip rsvp interface detail
Et 0/ O:
Bandwi dt h:
Curr allocated: 0 bits/sec
Max. allowed (total): 7500K bits/sec
Max. allowed (per flow): 7500K bits/sec
Max. allowed for LSP tunnels using sub-pools: 0 bits/sec
Set aside by policy (total): O bits/sec
Nei ghbor s:
Using | P encap: 0. Using UDP encap: 0
Si gnal Ii ng:
Refresh reduction: disabled
Aut henti cati on: enabl ed

Key: <encrypt ed>
Type: sha-1

W ndow si ze: 2

Chal | enge: enabl ed

In the following output, notice that the authentication key changes from encrypted to clear text after the no
key config-key 1 command is issued:

Rout er # show runni ng-config i nterface e0/0
Bui I di ng configuration...

Current configuration :247 bytes
|

nterface Ethernet0/0

i p address 192.168.101. 2 255. 255. 255. 0

no ip directed-broadcast

i p pi mdense- node

no i p nroute-cache

no cdp enabl e

ip rsvp bandwi dth 7500 7500

ip rsvp authentication key 7>70>9: 7<872>?74
ip rsvp authentication

end

Rout er# configure term na

Enter configuration comrands, one per line. End with CNTL/Z
Rout er (config)# no key config-key 1

Rout er (confi g)# end

Rout er # show runni ng- confi

*Jan 30 08:02: 09.559: %5YS-5- CONFI G_| : Configured from consol e by consol e
int e0/0

Bui | di ng configuration...
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Current configuration :239 bytes

|

nterface Ethernet0/0

i p address 192.168.101.2 255. 255.255.0
no i p directed-broadcast

i p pi mdense- node

no i p nroute-cache

no cdp enabl e

ip rsvp bandwi dth 7500 7500

ip rsvp authentication key 11223344
ip rsvp authentication

end

Example RSVP Message Authentication Per-Neighbor

In the following example, akey chain with two keys for each neighbor is defined, then an accesslist and a
key chain are created for neighborsV, Y, and Z and authentication is explicitly enabled for each neighbor
and globally. However, only the neighbors specified will have their messages accepted; messages from
other sources will be rejected. This enhances network security.

For security reasons, you should change keys on aregular basis. When the first key expires, the second key
automatically takes over. At that point, you should change the first key’ s key-string to a new value and then
set the send lifetimes to take over after the second key expires. The router will log an event when akey
expiresto remind you to update it.

The lifetimes of the first and second keys for each neighbor overlap. This allows for any clock
synchronization problems that might cause the neighbors not to switch keys at the right time. Y ou can
avoid these overlaps by configuring the neighbors to use Network Time Protocol (NTP) to synchronize
their clocks to atime server.

For an MPLS/TE configuration, physical addresses and router IDs are given.

Rout er# configure termni nal

Enter configuration commands, one per line. End with CNTL/Z

Rout er (confi g)# key chai n nei ghbor_V

Rout er (confi g- keychai n)# key 1

Rout er (confi g- keychai n-key) # key-string R72*U AXy

Rout er (confi g- keychai n-key)# send-1ife 02:00:00 1 jun 2003 02: 00: 00 1 aug 2003
Rout er (confi g- keychai n-key) # exit

Rout er (confi g- keychai n) # key 2

Rout er (confi g- keychai n- key) # key-string Pl 349&DaQ

Rout er (confi g- keychai n-key)# send-1ife 01:00:00 1 jun 2003 02: 00: 00 1 aug 2003
Rout er (confi g- keychai n-key) # exit

Rout er (confi g- keychai n) # exit

Rout er (confi g)# key chai n nei ghbor _Y

Rout er (confi g- keychai n) # key 3

Rout er (confi g- keychai n- key) # key-string *ZXFwR 03

Rout er (confi g- keychai n-key)# send-1ife 02:00:00 1 jun 2003 02: 00: 00 1 aug 2003
Rout er (confi g- keychai n-key) # exit

Rout er (confi g- keychai n) # key 4

Rout er (confi g- keychai n- key) # key-string UnGR8f & Omy

Rout er (confi g- keychai n-key)# send-1ife 01:00:00 1 jun 2003 02: 00: 00 1 aug 2003
Rout er (confi g- keychai n-key) # exit

Rout er (confi g- keychai n) # exit

Rout er (confi g)# key chai n nei ghbor_Z

Rout er (confi g- keychai n)# key 5

Rout er (confi g- keychai n- key)# key-string P+T=77& M

Rout er (confi g- keychai n-key)# send-1ife 02:00:00 1 jun 2003 02: 00: 00 1 aug 2003
Rout er (confi g- keychai n-key) # exit

Rout er (confi g- keychai n) # key 6

Rout er (confi g- keychai n- key) # key-string payattenti on2ne

Rout er (confi g- keychai n-key)# send-1ife 01:00:00 1 jun 2003 02: 00: 00 1 aug 2003
Rout er (confi g- keychai n-key) # exit

Rout er (confi g- keychai n) # exit

Rout er (confi g)# end
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Additional References .

Y ou can use the key-config-key 1 string command to encrypt key chains for an interface, a neighbor, or
globally.

Rout er# configure termni nal

Enter configuration comrands, one per line. End with CNTL/Z
Router(config)# ip access-list standard nei ghbor_V

Rout er (confi g-std-nacl )# permt 10.0.0.1

<--m---- physi cal address

Rout er (confi g-std-nacl)# permt 10.0.0.2

<------- physi cal address

Router(conflg std-nacl )# permit 10.0.0.3

------- router 1D

Router(conflg std-nacl ) # exit

Router(config)# ip access-list standard nei ghbor_Y

Rout er (confi g-std-nacl )# pernmt 10.0.0.4

<------- physi cal address

Rout er (confi g-std-nacl )# permt 10.0.0.5

Cmmmmmm- physi cal address

Router(conflg std-nacl )# pernmit 10.0.0.6

------- router 1D

Router(conflg std-nacl ) # exit

Router(config)# ip access-list standard nei ghbor_Z

Rout er (confi g-std-nacl )# permt 10.0.0.7

Cmmmmmm- physi cal address

Rout er (confi g-std-nacl )# permt 10.0.0.8

<--m---- physi cal address

Router(conflg std-nacl )# permt 10.0.0.9

——————— router 1D

Router(conflg std-nacl ) # exit

Router(config)# ip rsvp authentication nei ghbor access-1ist nei ghbor_V key-chain
nei ghbor _V

Router(config)# ip rsvp authentication nei ghbor access-1ist nei ghbor_Y key-chain
nei ghbor _Y

Router(config)# ip rsvp authentication nei ghbor access-1ist nei ghbor_Z key-chain
nei ghbor_Z

Router(config)# ip rsvp authentication

Rout er (confi g)# end

References

The following sections provide references related to the RSV P Message Authentication feature.

Related Documents

Related Topic Document Title

Cisco |0OS commands Cisco |OS Master Commands List, All Releases
RSV P commands. complete command syntax, Cisco 10S Quality of Service Solutions Command
command mode, defaults, usage guidelines, and Reference

examples

QoS features including signaling, classification, and "Quality of Service Overview" module
congestion management

Inter-AS features including local policy support and "MPLS Traffic Engineering--Inter-AS-TE" module
per-neighbor keys authentication
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. Additional References

Standards

Standards Title

No new or modified standards are supported by this
feature, and support for existing standards has not
been modified by this feature.

MIBs

MIBs MIBs Link

No new or modified MIBs are supported by this To locate and download MIBs for selected
feature, and support for existing MIBs has not been  platforms, Cisco |OS releases, and feature sets, use
modified by this feature. Cisco MIB Locator found at the following URL:

http://www.cisco.com/go/mibs

RFCs
RFCs Title
RFC 1321 The MD5 Message Digest Algorithm
RFC 2104 HMAC: Keyed-Hashing for Messaging
Authentication
RFC 2205 Resour ce Reservation Protocol
RFC 2209 RSVP--Version 1 Message Processing Rules
RFC 2401 Security Architecture for the Internet Protocol
RFC 2747 RSVP Cryptographic Authentication
RFC 3097 RSVP Crytographic Authentication--Updated
Message Type Value
RFC 3174 US Secure Hash Algorithm 1 (SHAL)
Technical Assistance
Description Link
The Cisco Support and Documentation website http://www.cisco.com/cisco/web/support/
provides online resources to download index.html

documentation, software, and tools. Use these
resourcesto install and configure the software and
to troubleshoot and resolve technical issues with
Cisco products and technologies. Access to most
tools on the Cisco Support and Documentation
website requires a Cisco.com user ID and
password.
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Glossary

Glossary .

bandwidth --The difference between the highest and lowest frequencies available for network signals. The
term also is used to describe the rated throughput capacity of a given network medium or protocol.

DMZ--demilitarized zone. The neutral zone between public and corporate networks.

flow --A stream of datatraveling between two endpoints across a network (for example, from one LAN
station to another). Multiple flows can be transmitted on a single circuit.

key --A data string that is combined with source data according to an algorithm to produce output that is
unreadable until decrypted.

QoS --quality of service. A measure of performance for atransmission system that reflectsits transmission
quality and service availahility.

router --A network layer device that uses one or more metrics to determine the optimal path along which
network traffic should be forwarded. Routers forward packets from one network to another based on
network layer information.

RSV P --Resource Reservation Protocol. A protocol that supports the reservation of resources across an |P
network. Applications running on 1P end systems can use RSV P to indicate to other nodes the nature
(bandwidth, jitter, maximum burst, and so on) of the packet streams they want to receive.

security association --A block of memory used to hold all the information RSV P needs to authenticate
RSV P signaling messages from a specific RSV P neighbor.

spoofing --The act of a packet illegally claiming to be from an address from which it was not actually sent.
Spoofing is designed to foil network security mechanisms, such as filters and access lists.

TE --traffic engineering. The techniques and processes used to cause routed traffic to travel through the
network on a path other than the one that would have been chosen if standard routing methods had been
used.

trusted neighbor --A router with authorized access to information.

Cisco and the Cisco Logo are trademarks of Cisco Systems, Inc. and/or its affiliatesin the U.S. and other
countries. A listing of Cisco's trademarks can be found at www.cisco.com/go/trademarks. Third party
trademarks mentioned are the property of their respective owners. The use of the word partner does not
imply a partnership relationship between Cisco and any other company. (1005R)

Any Internet Protocol (IP) addresses and phone numbers used in this document are not intended to be
actual addresses and phone numbers. Any examples, command display output, network topology diagrams,
and other figures included in the document are shown for illustrative purposes only. Any use of actual 1P
addresses or phone numbersin illustrative content is unintentional and coincidental.
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RSVP Application ID Support

The RSVP Application ID Support feature introduces application-specific reservations, which enhance the
granularity for local policy match criteria so that you can manage quality of service (QoS) on the basis of
application type.

»  Finding Feature Information, page 137

*  Prerequisitesfor RSVP Application ID Support, page 137

» Restrictionsfor RSVP Application ID Support, page 137

e Information About RSVP Application ID Support, page 138

* How to Configure RSV P Application ID Support, page 141

» Configuration Examplesfor RSVP Application ID Support, page 152
e Additional References, page 156

*  Feature Information for RSVP Application ID Support, page 158

* Glossary, page 158

Finding Feature Information

Y our software release may not support all the features documented in this module. For the latest feature
information and caveats, see the release notes for your platform and software release. To find information
about the features documented in this module, and to see alist of the releases in which each feature is
supported, see the Feature Information Table at the end of this document.

Use Cisco Feature Navigator to find information about platform support and Cisco software image support.
To access Cisco Feature Navigator, go to www.cisco.com/go/cfn. An account on Cisco.com is not required.

Prerequisites for RSVP Application ID Support

Y ou must configure RSV P on one or more interfaces on at least two neighboring routers that share alink
within the network.

Restrictions for RSVP Application ID Support

¢ RSVPpolicies apply only to PATH, RESV, PATHERROR, and RESVERROR messages.

¢ Merging of global and interface-based local policies is not supported; therefore, you cannot match on
multiple policies.
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Information About RSVP Application ID Support

» Feature Overview of RSVP Application ID Support, page 138
« Benefitsof RSVP Application ID Support, page 140

Feature Overview of RSVP Application ID Support

* How RSVP Functions, page 138

e Sample Solution, page 138

* Globa and Per-Interface RSVP Policies, page 139
» How RSVP Policies Are Applied, page 139

e Preemption, page 139

How RSVP Functions

Multiple applications such as voice and video need RSV P support. RSV P admits requests until the
bandwidth limit is reached. RSV P does not differentiate between the requests and is not aware of the type
of application for which the bandwidth is requested.

Asaresult, RSV P can exhaust the allowed bandwidth by admitting requests that represent just one type of
application, causing all subsequent requests to be rejected because of unavailable bandwidth. For example,
afew video calls could prevent all or most of the voice calls from being admitted because the video calls
require alarge amount of bandwidth and not enough bandwidth remains to accommodate the voice calls.
With this limitation, you would probably not deploy RSV P for multiple applications especialy if voice
happens to be one of the applications for which RSVP is required.

The solution isto allow configuration of separate bandwidth limits for individual applications or classes of
traffic. Limiting bandwidth per application requires configuring a bandwidth limit per application and
having each reservation flag the application to which the reservation belongs so that it can be admitted
against the appropriate bandwidth limit.

Application and Sub Application Identity Policy Element for Use with RSVP (IETF RFC 2872) alows for
creation of separate bandwidth reservation pools. For example, an RSV P reservation pool can be created
for voice traffic, and a separate RSV P reservation pool can be created for video traffic. This prevents video
traffic from overwhelming voice traffic.

Note Before this feature, you could create access control lists (ACLS) that match on the differentiated services
code points (DSCPs) of the IP header in an RSV P message. However, multiple applications could use the
same DSCP; therefore, you could not uniquely identify applicationsin order to define separate policies for
them.

Sample Solution

The figure below shows a sample solution in which application ID is used. In this example, bandwidth is
allocated between the voice and video sessions that are being created by Cisco CallManager (CCM). Video
requires much more bandwidth than voice, and if you do not separate the reservations, the video traffic
could overwhelm the voice traffic.
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Global and Per-Interface RSVP Policies .

CCM has been enhanced to use the RSV P Application ID Support feature. In this example, when CCM
makes the RSV P reservation, CCM has the ability to specify whether the reservation should be made
against avideo RSV P bandwidth pool or avoice RSV P bandwidth pool. If thereis not enough bandwidth
remaining in the requested pool, even though there is enough bandwidth in the total RSV P alocation,
RSVP signals CCM that there is a problem with the reservation. The figure shows some of the signaling
and data traffic that is sent during the session setup.

IMAGE MISSING; embedded not refer enced

In this scenario, the IP phones and I P video devices do not directly support RSVP. In order to allow RSVP
to reserve the bandwidth for these devices, the RSV P agent component in the Cisco 10S router creates the
reservation. During the setup of the voice or video session, CCM communicates with the RSV P agent and

sends the parameters to reserve the necessary bandwidth.

When you want to make a voice or video call, the device signals CCM. CCM signals the RSV P agent,
specifying the RSVP application ID that corresponds to the type of call, which isvoice or video in this
example. The RSV P agents establish the RSV P reservation across the network and tell CCM that the
reservation has been made. CCM then compl etes the session establishment, and the Real-Time Transport
Protocol (RTP) traffic streams flow between the phones (or video devices). If the RSV P agents are unable
to create the bandwidth reservations for the requested application 1D, they communicate that information
back to CCM, which signals this information back to you.

Global and Per-Interface RSVP Policies

Y ou can configure RSV P policies globally and on a per-interface basis. Y ou can also configure multiple
global policies and multiple policies per interface.

Global RSVP policiesrestrict how much RSV P bandwidth a router uses regardless of the number of
interfaces. Y ou should configure aglobal policy if your router has CPU restrictions, one interface, or
multiple interfaces that do not require different bandwidth limits.

Per-interface RSV P policies allow you to configure separate bandwidth pools with varying limits so that no
one application, such as video, can consume all the RSV P bandwidth on a specified interface at the expense
of other applications, such as voice, which would be dropped. Y ou should configure a per-interface policy
when you need greater control of the available bandwidth.

How RSVP Policies Are Applied

Preemption

RSV P searches for policies whenever an RSV P message is processed. The policy tells RSV P if any special
handling is required for that message.

If your network configuration has global and per-interface RSVP policies, the per-interface policies are
applied first meaning that RSV P looks for policy-match criteriain the order in which the policies were
configured. RSV P searches for policy-match criteriain the following order:

¢ Nondefault interface policies
« Default interface policy

¢ Nondefault global policies

e Global default policy

If RSV P finds no policy-match criteria, it accepts all incoming messages. To change this decision from
accept to reject, issue theip rsvp policy default-regect command.

Preemption happens when one reservation receives priority over another because there is insufficient
bandwidth in an RSVP pool. There are two types of RSV P bandwidth pooals: local policy poolsand
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interface pools. Local policies can be global or interface-specific. RSV P performs admission control
against these pools when a RESV message arrives.

If an incoming reservation request matches an RSVP local policy that has an RSV P bandwidth limit (as
configured with the maximum bandwidth group submode command) and that limit has been reached,
RSV P tries to preempt other lower-priority reservations admitted by that policy. When there are too few of
these lower-priority reservations, RSV P rejects the incoming reservation request. Then RSV P looks at the
interface bandwidth pool that you configured by using theip rsvp bandwidth command. If that bandwidth
limit has been reached, RSV P tries to preempt other lower-priority reservations on that interface to
accommodate the new reservation request. At this point, RSV P does not consider which local policies
admitted the reservations. When not enough bandwidth on that interface pool can be preempted, RSVP
rejects the new reservation even though the new reservation was able to obtain bandwidth from the local
policy pool.

Preemption can also happen when you manually reconfigure an RSV P bandwidth pool of any typeto a
lower value such that the existing reservations using that pool no longer fit in the pool.

« How Preemption Priorities Are Assigned and Signaled, page 140
e Controling Preemption, page 140

How Preemption Priorities Are Assigned and Signaled

If areceived RSVP PATH or RESV message contains preemption priorities (signaled with an IETF RFC
3181 preemption priority policy element inside an IETF RFC 2750 POLICY_DATA object) and the
priorities are higher than those contained in the matching local policy (if any), the offending message is
rejected and a PATHERROR or RESVERROR message is sent in response. If the priorities are approved
by the local palicy, they are stored with the RSV P state in the router and forwarded to its neighbors.

If areceived RSVP PATH or RESV message does not contain preemption priorities (as previously
described) and you issued a global ip rsvp policy preempt command, and the message matches alocal
policy that contains a preempt-priority command, a POLICY_DATA object with a preemption priority
element that contains the local policy’s priorities is added to the message as part of the policy decision.
These priorities are then stored with the RSV P state in the router and forwarded to neighbors.

Controling Preemption

Theip rsvp policy preempt command controls whether or not arouter preempts any reservations when
required. When you issue this command, a RESV message that subsequently arrives on an interface can
preempt the bandwidth of one or more reservations on that interface if the assigned setup priority of the
new reservation is higher than the assigned hold priorities of the installed reservations.

Benefits of RSVP Application ID Support

The RSVP Application ID Support feature provides the following benefits:

¢ Allows RSVP to identify applications uniquely and to separate bandwidth pools to be created for
different applications so that one application cannot consume al the available bandwidth, thereby
forcing others to be dropped.

¢ Integrates with the RSV P agent and CCM to provide a solution for call admission control (CAC) and
QoSfor Voice over IP (VolP) and video conferencing applications in networks with multitiered,
meshed topol ogies using signaling protocols such as SCCP to ensure that a single application does not
overwhelm the available reserved bandwidth.

¢ Functions with any endpoint that complies with RFC 2872 or RFC 2205.
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How to Configure RSVP Application ID Support .

How to Configure RSVP Application ID Support

Y ou can configure application IDs and local policies to use with RSV P-aware software programs such as
CCM or to use with non-RSV P-aware applications such as static PATH and RESV messages.

» Configuring RSVP Application IDsand Local Policies for RSV P-Aware Software Programs, page
141

« Configuring RSVP Application IDs with Static Senders and Receivers for Non-RSV P-Aware
Software Programs, page 146

« Verifying the RSVP Application ID Support Configuration, page 151

Configuring RSVP Application IDs and Local Policies for RSVP-Aware
Software Programs

This section contains the following procedures:
)

Note The following two local policy configuration procedures are optional; however, you must choose one or
both.

» Configuring an Application ID, page 141
» Configuring aLocal Policy Globally, page 142
« Configuring aLocal Policy on an Interface, page 144

Configuring an Application ID

SUMMARY STEPS
1. enable
2. configureterminal
3. ip rsvp policy identity alias policy-locator locator
4. Repeat Step 3 as needed to configure additional application IDs.
5. end
DETAILED STEPS
Command or Action Purpose
Step1 enable Enables privileged EXEC mode.
« Enter your password if prompted.
Example:
Rout er > enabl e
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. What to Do Next

Command or Action

Purpose

Step 2 configureterminal

Example:

Rout er# configure term nal

Enters global configuration mode.

Step 3 ip rsvp policy identity alias policy-
locator locator

Example:

Rout er (config)# ip rsvp policy
identity rsvp-voice policy-
| ocat or APP=Voi ce

Defines RSV P application IDs to use as match criteriafor local policies.

» Enter avaluefor the aliasargument, which is a string used within the
router to reference the identity in RSV P configuration commands and
show displays. The string can have as many as 64 printable characters (in
the range 0x20 to OX7E).

Note If you usethe" " or ? characters as part of the alias or locator string
itself, you must type the CTRL/V key segquence before entering the
embedded " " or ? characters. The diasis never transmitted to other
routers.

« Enter avalue for the locator argument, which isastring that issignaled in
RSV P messages and contains application IDs usualy in X.500
Distinguished Name (DN) format. This can also be aregular expression.
For more information on regular expressions, see the Configuring an
Application ID, page 141 section.

Step 4 Repeat Step 3 as needed to configure
additional application IDs.

Defines additional application IDs.

Step5 end

Example:

Rout er (confi g)# end

Exits global configuration mode and returns to privileged EXEC mode.

* What to Do Next, page 142

What to Do Next

Configure alocal policy globally, on an interface, or both.

Configuring a Local Policy Globally
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SUMMARY STEPS

1. enable
2. configureterminal

Configuring a Local Policy Globally

3. ip rsvp policy local {ac| acll [acl2...acl8] | default | identity aliasl [alias2...alias4] | origin-as asl

[as2...as8]}

4. Repeat Step 3 as needed to configure additional local policies.

5. {accept | forward [all | path| path-error |resv|resv-error] | default | exit | fast-reroute | local-
override | maximum [bandwidth [group X] [singley] | sender s n]| preempt-priority [traffic-eng X]

setup-priority [hold-priority]}

6. Repeat Step 5 as needed to configure additional submode commands.

1. end

DETAILED STEPS

Step 1

Step 2

Step 3

Step 4
Step 5

Command or Action

Purpose

enable

Example:

Rout er> enabl e

Enables privileged EXEC mode.

» Enter your password if prompted.

configureterminal

Example:

Rout er# configure term nal

Enters global configuration mode.

ip rsvp policy local {ac| acll [acl2...acl8] | default | identity
aliasl [alias2...aliadA] | origin-as asl [as2...as8]}

Example:

Rout er (config)# ip rsvp policy |ocal identity rsvp-
voice

Creates alocal policy to determine how RSV P resources
are used in a network and enterslocal policy
configuration mode.

» Enter theidentity aliasl keyword and argument
combination to specify an application ID alias.

Repeat Step 3 as needed to configure additional local policies.

(Optional) Configures additional local policies.

{accept | forward [all | path| path-error |resv|resv-error] |
default | exit | fast-reroute | local-override | maximum
[bandwidth [group X] [singley] | sendersn]| preempt-
priority [traffic-eng X] setup-priority [hold-priority]}

Example:

Rout er (confi g-rsvp-policy-local)# forward all

(Optional) Defines the properties of the local policy that

you are creating. (These are the submode commands.)

Note Thisisan optional step. An empty policy rejects
everything, which may be desired in some cases.

Seetheip rsvp policy local command for more detailed
information on submode commands.
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. Configuring a Local Policy on an Interface

Command or Action Purpose

Step 6 Repeat Step 5 as needed to configure additional submode (Optional) Configures additional submode commands.
commands.

Step 7 end Exitslocal policy configuration mode and returns to

privileged EXEC mode.

Example:

Rout er (confi g-rsvp-policy-local )# end

Configuring a Local Policy on an Interface

SUMMARY STEPS

enable

configureterminal

inter face type number

Repeat Step 3 as needed to configure additional interfaces.

ip rsvp bandwidth [interface-kbps] [single-flow-kbps]

Repeat Step 5 as needed to configure bandwidth for additional interfaces.

ip rsvp policy local {ac | acll[acl2...acl8] | default | identity aliasl [alias?...alias4] | origin-as asl
[as2...as8]}

Repeat Step 7 as needed to configure additional local policies.

9. {accept | forward [all | path| path-error | resv| resv-error] | default | exit | fast-reroute | local-
override | maximum [bandwidth [group X] [singley] | sendersn] | preempt-priority [traffic-eng X]
setup-priority [hold-priority]}

10. Repeat Step 9 as needed to configure additional submode commands.

No o s wDdh-=

11.end
DETAILED STEPS
Command or Action Purpose
Step1 enable Enables privileged EXEC mode.
e Enter your password if prompted.
Example:

Rout er > enabl e

Step2 configureterminal Enters global configuration mode.

Example:

Rout er# configure termn nal
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Step 3

Step 4
Step 5

Step 6

Step 7

Step 8

Step 9

Step 10

Step 11

Configuring a Local Policy on an Interface

Command or Action

Purpose

inter face type number

Example:

Rout er (config)# interface Ethernet0/0

Configures the interface type and number and enters
interface configuration mode.

Repeat Step 3 as needed to configure additional interfaces.

(Optional) Configures additional interfaces.

ip rsvp bandwidth [interface-kbps] [single-flow-kbps]

Example:

Router (config-if)# ip rsvp bandwi dth 500 500

Enables RSVP on an interface.

¢ The optiona interface-kbps and single-flow-kbps
arguments specify the amount of bandwidth that can
be allocated by RSVP flows or to asingle flow,
respectively. Vaues are from 1 to 1000,000.

Repeat Step 5 as needed to configure bandwidth for
additional interfaces.

(Optional) Configures bandwidth for additional interfaces.

ip rsvp policy local {ac| acll [acl2...acl8] | default |
identity aliasl [alias2...alias4] | origin-as asl [as2...as8]}

Example:

Rout er (config-if)# ip rsvp policy local identity
rsvp-voice

Creates alocal policy to determine how RSV P resources
are used in a network.

* Enter theidentity aliasl keyword argument
combination to specify an application ID alias.

Repeat Step 7 as needed to configure additional local
policies.

(Optional) Configures additional local policies.

{accept | forward [all | path| path-error | resv|resv-error]
| default | exit | fast-reroute | local-override | maximum
[bandwidth [group X] [singley] | sendersn] | preempt-
priority [traffic-eng X] setup-priority [hold-priority]}

Example:

Rout er (config-rsvp-policy-local)# forward all

(Optional) Defines the properties of the local policy that
you are creating and enterslocal policy configuration
mode. (These are the submode commands.)

Note Thisisan optional step. An empty policy rejects
everything, which may be desired in some cases.

Seetheip rsvp policy localcommand for more detailed
information on submode commands.

Repeat Step 9 as needed to configure additional submode
commands.

(Optional) Configures additional submode commands.

end

Example:

Rout er (confi g-rsvp-policy-local)# end

Exitslocal policy configuration mode and returns to
privileged EXEC mode.
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. Configuring an Application ID

Configuring RSVP Application IDs with Static Senders and Receivers for
Non-RSVP-Aware Software Programs
» Configuring an Application ID, page 146

« Configuring a Static Sender with an Application ID, page 147
» Configuring a Static Receiver with an Application ID, page 148

Configuring an Application ID

SUMMARY STEPS

1. enable

2. configureterminal

3. ip rsvp policy identity alias policy-locator locator
4. Repeat step 3 to configure additional application IDs.
5

. end
DETAILED STEPS
Command or Action Purpose
Step1 enable Enables privileged EXEC mode.
e Enter your password if prompted.
Example:
Rout er > enabl e
Step 2 configureterminal Enters global configuration mode.
Example:
Rout er# configure term nal
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Command or Action

Purpose

Step 3 ip rsvp policy identity alias policy-
locator locator

Example:

Router(config)# ip rsvp policy
identity rsvp-voice policy-Iocator
" APP=Voi ce"

Defines RSV P application IDs to use as match criteriafor local policies.

» Enter avaluefor the aliasargument, which is a string used within the
router to reference the identity in RSV P configuration commands and
show displays. The string can have as many as 64 printable characters (in
the range 0x20 to OX7E).

Note If you usethe" " or ? characters as part of the alias or locator string
itself, you must type the CTRL/V key sequence before entering the
embedded " " or ? characters. The alias is never transmitted to other
routers.

e Enter avaluefor the locator argument, which isastring that is signaled
in RSV P messages and contains application IDs usually in X.500
Distinguished Name (DN) format.

Note Repeat this step as needed to configure additional application IDs.

Step 4 Repeat step 3 to configure additional
application IDs.

Configures additional application IDs.

Step5 end

Example:

Rout er (confi g)# end

Exits global configuration mode and returns to privileged EXEC mode.

Configuring a Static Sender with an Application ID

Perform this task to configure a static RSV P sender with an application 1D to make the router proxy an
RSV P PATH message containing an application ID on behalf of an RSV P-unaware sender application.

SUMMARY STEPS

1. enable
2. configureterminal

3. ip rsvp sender-host session-ip-address sender-ip-address{tcp | udp | ip-protocol} session-d-port
sender-s-port bandwidth burst-size [identity alias]

4. end
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. Configuring a Static Receiver with an Application ID

DETAILED STEPS

Command or Action

Purpose

Step1 enable

Example:

Rout er > enabl e

Enables privileged EXEC mode.

» Enter your password if prompted.

Step 2 configureterminal

Example:

Rout er# configure term nal

Enters global configuration mode.

Step 3 ip rsvp sender-host session-ip-address sender-ip-
address{tcp | udp | ip-protocol} session-d-port
sender-s-port bandwidth burst-size [identity alias]

Example:

Rout er(config)# ip rsvp sender-host 10.0.0.7
10.0.0.1 udp 1 1 10 10 identity rsvp-voice

Enables arouter to simulate a host generating RSVP PATH
messages.

* Theoptional identity alias keyword and argument
combination specifies an application ID alias. The string can
have as many as 64 printable characters (in the range 0x20 to
OX7E).

Note If youusethe" " or ? characters as part of the aias string
itself, you must type the CTRL/V key sequence before
entering the embedded " " or ? characters. The dliasis
never transmitted to other routers.

Step 4 end

Example:

Rout er (config)# end

Exits global configuration mode and returns to privileged EXEC
mode.

Configuring a Static Receiver with an Application ID

Perform this task to configure a static RSV P receiver with an application ID to make the router proxy an
RSVP RESV message containing an application 1D on behalf of an RSV P-unaware receiver application.

A

Note Y ou can a'so configure a static listener to use with an application ID. If anincoming PATH message
contains an application ID and/or a preemption priority value, the listener includes them in the RESV
message sent in reply. See the Feature Information for RSV P Application ID Support, page 158for more

information.
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Configuring a Static Receiver with an Application ID .

SUMMARY STEPS

1. enable
2. configureterminal
3. Do one of the following:

e iprsvp reservation-host session-ip-address sender-ip-address{tcp | udp | ip-protocol} session-d-
port sender-s-port{ ff | se | wf} {rate|load} bandwidth burst-size [identity aliag]

e iprsvp reservation session-ip-address sender-ip-address {tcp | udp | ip-protocol} session-d-port
sender-s-port next-hop-ip-address next-hop-interface { ff | se | wf} {rate|load} bandwidth burst-
size]identity alias]

4. end
DETAILED STEPS
Command or Action Purpose
Step1 enable Enables privileged EXEC mode.
» Enter your password if prompted.
Example:

Rout er > enabl e

Step 2 configureterminal Enters global configuration mode.

Example:

Rout er# configure term nal
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. Configuring a Static Receiver with an Application ID
Command or Action Purpose
Step 3 Do one of the following: Enables arouter to ssimulate a host generating RSV P
. . . . RESV messages.
* iprsvp reservation-host session-ip-address sender-ip-
address{tcp | udp | ip-protocol} session-d-port sender-s- | * The optional identity alias keyword and argument
port{ ff | se | wf} {rate|load} bandwidth burst-size combination specifies an application ID dias. The
[identity aliag] string can have as many as 64 printable characters
. (in the range 0x20 to OX7E).
* iprsvp reservation session-ip-address sender-ip-address | Note 1f you usethe" " or ? characters as part of the
{tcp | udp | ip-protocol} session-d-port sender-s-port alias string itself, you must type the CTRL/V key
next-hop-ip-address next-hop-interface { ff | se | wf} {rate sequence before entering the embedded " " or ?
| load} bandwidth burst-sizefidentity alias] characters. The aliasis never transmitted to other
routers.
Example: Note Usetheip rsvp reservation-host command if the
) router isthe destination or theip rsvp reservation
Router(config)# ip rsvp reservation-host 10.1.1.1 command to have the router proxy on behalf of a
10.30.1.4 udp 20 30 se load 100 60 identity rsvp- downstream host.
Vol ce
Example:
Example:
Router(config)# ip rsvp reservation 10.1.1.1 0.0.0.0
udp 20 0 172.16.4.1 Ethernetl wf rate 350 65
identity xyz
Step4 end Exits global configuration mode and returns to
privileged EXEC mode.
Example:

Rout er (confi g)# end
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Configuring a Static Receiver with an Application ID .

Verifying the RSVP Application ID Support Configuration

SUMMARY STEPS
enable

AN

show ip rsvp host { senders | receivers} [group-name | group-address]

show ip rsvp policy identity [regular-expression]

show ip rsvp policy local [detail] [interface name] [default| acl acl| origin-as as | identity alias]
show ip rsvp reservation [detail] [filter [destination ip-addr| hostname] [sour ce ip-addr| hosthame]

[dst-port port] [src-port port]]
6. show ip rsvp sender [detail] [filter [destination ip-addr| hostname] [sour ce ip-addr| hosthame] [dst-

port port] [src-port port]]
1. exit

DETAILED STEPS

Step 1

Step 2

Step 3

Step 4

Command or Action

Purpose

enable

Example:

Rout er > enabl e

(Optional) Enables privileged EXEC mode.
e Enter your password if prompted.

Note Skip thisstep if you are using the commandsin user EXEC
mode.

show ip rsvp host { senders| receiver s}
[group-name | group-address)

Example:

Rout er# show i p rsvp host senders

Displays specific information for an RSV P host.

Note Use this command only on routers from which PATH and RESV
messages originate.

show ip rsvp policy identity [regular-
expression]

Example:

Rout er# show ip rsvp policy identity
voi cel00

Displays selected RSV P identitiesin arouter configuration.

¢ Theoptional regular-expression argument allows pattern matching
on the alias strings of the RSV P identities to be displayed.

Note For moreinformation on regular expressions, see the Verifying
the RSVP Application ID Support Configuration, page 151.

show ip rsvp policy local [detail] [interface
name] [default| acl acl| origin-as as | identity
aliag]

Example:

Rout er# show ip rsvp policy I|ocal
identity voi cel00

Displaysthelocal policies currently configured.

e Theoptiona detail keyword and the optional interface name
keyword and argument combination can be used with any of the
match criteria
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Command or Action Purpose

Step 5 show ip rsvp reservation [detail] [filter Displays RSV P-related receiver information currently in the database.
[destination ip-addr| hostname] [sour ce ip-

addr| hostname] [dst-port port] [src-port port]] » The optional detail keyword displays additional output with

information about where the policy originated as well as which
application ID was signaled in the RESV message.

Example: Note The optional filter keyword is supported in Cisco 10S Releases
_ _ _ 12.0S and 12.2S only.
Rout er# show i p rsvp reservation detail
Step 6 show ip rsvp sender [detail] [filter Displays RSVP PATH-related sender information currently in the
[destination ip-addr| hostname] [sour ce ip- database.

adar| hostname] [dst-port port] [sre-port portl] | i onal detail keyword displays additional output with

information that includes which application ID was signaled in the

Example: PATH message.
Rout er # Show i der detai| Note The optional filter keyword is supported in Cisco |10S Releases
uter SNOW 1 p rsvp senaer et al 120 Sand 122 Sonly.
Step 7 exit Exits privileged EXEC mode and returns to user EXEC mode.
Example:
Rout er # exi t

Configuration Examples for RSVP Application ID Support

« Example Configuring RSV P Application ID Support, page 152
* Example Verifying RSVP Application ID Support, page 154

Example Configuring RSVP Application ID Support

The four-router network in the figure below contains the following configurations:

Figure 17

10.0.0.1 10.0.0.3 10.0.0.5

Ethemetlt:u'uellzther%lv
. e

10.0.0.2 10.0.0.4

1 dmEss

e Configuring a Proxy Receiver on R4, page 153
» Configuring an Application ID and a Global Local Policy on R3, page 153
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Configuring a Proxy Receiver on R4 .

» Configuring an Application ID and Separate Bandwidth Pools on R2 for Per-Interface Local Palicies,
page 153

» Configuring an Application ID and a Static Reservation from R1 to R4, page 154

Configuring a Proxy Receiver on R4

The following example configures R4 with a proxy receiver to create an RESV message to match the
PATH message for the destination 10.0.0.7:

Rout er# configure term nal
Enter configuration commands, one per line. End with CNTL/Z.
Rout er (config)# ip rsvp listener 10.0.0.7 any any reply

Rout er (confi g)# end

Configuring an Application ID and a Global Local Policy on R3

The following example configures R3 with an application ID called video and a global local policy in
which all RSV P messages are being accepted and forwarded:

Rout er# configure term nal

Enter configuration commands, one per line. End with CNTL/Z.
Router(config)# ip rsvp policy identity video policy-locator video
Router(config)# ip rsvp policy local identity video

Rout er (confi g-rsvp-policy-local)# forward all

Rout er (confi g-rsvp-policy-local )# end

Configuring an Application ID and Separate Bandwidth Pools on R2 for Per-Interface Local

Policies

The following example configures R2 with an application ID called video, which is awildcard regular
expression to match any application 1D that contains the substring video:

Rout er# configure term nal

Enter configurati on comrands, one per line. End with CNTL/Z.
Router(config)# ip rsvp policy identity video policy-locator .*Video.*
Rout er (confi g-rsvp-id)# end

The following example configures R2 with alocal policy on ingress Ethernet interface 0/0:

Rout er# configure term nal

Enter configurati on comrands, one per line. End with CNTL/Z.
Rout er (config)# interface Ethernet0/0

Rout er (config-if)# ip address 10.0.0.2 255.0.0.0

Rout er (config-if)# no cdp enable

Rout er (config-if)# ip rsvp bandw dth 200

Rout er (config-if)# ip rsvp policy local identity video

Rout er (confi g-rsvp-policy-Ilocal )# maxi num senders 10

Rout er (confi g-rsvp-policy-local )# maxi mum bandwi dth group 100
Rout er (confi g-rsvp-policy-Ilocal )# maxi num bandwi dt h single 10
Rout er (confi g-rsvp-policy-local )# forward all

Rout er (confi g-rsvp-policy-local)# end

The following example configures R2 with alocal policy on egress Ethernet interface 3/0:

Rout er# configure term nal

Enter configurati on comrands, one per line. End with CNTL/Z.
Rout er (config)# interface Ethernet3/0

Router(config-if)# ip address 10.0.0.3 255.0.0.0

Rout er (config-if)# no cdp enable
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. Configuring an Application ID and a Static Reservation from R1 to R4

Router(config-if)# ip rsvp bandw dth 200

Router(config-if)# ip rsvp policy local identity video

Rout er (confi g-rsvp-policy-local )# maxi num senders 10

Rout er (confi g-rsvp-policy-Iocal )# maxi num bandwi dth group 100
Rout er (confi g-rsvp-policy-Ilocal )# maxi num bandwi dth single 10
Rout er (confi g-rsvp-policy-local)# forward all

Rout er (confi g-rsvp-policy-Ilocal )# end

MY

Note PATH messages arrive on ingress Ethernet interface 0/0 and RESV messages arrive on egress Ethernet
interface 3/0.

Configuring an Application ID and a Static Reservation from R1 to R4

The following example configures R1 with an application ID called video and initiates a host generating a
PATH message with that application ID:

Rout er# configure term nal

Enter configurati on conmands, one per line. End with CNTL/Z.

Router(config)# ip rsvp policy identity video policy-locator "GU D=ww. ci SC0O. com
APP=Vi deo, VER=1.0"

Router(config)# ip rsvp sender-host 10.0.0.7 10.0.0.1 udp 1 1 10 10 identity video
Rout er (confi g)# end

Example Verifying RSVP Application ID Support

« Verifying the Application ID and the Global Local Policy on R3, page 154
» Verifying the Application ID and the Per-Interface Local Policies on R2, page 155
» Verifying the Application ID and the Reservation on R1, page 156

Verifying the Application ID and the Global Local Policy on R3

The following example verifies that a global local policy has been configured on R3 with an application ID
caled Video:

Rout er# show ip rsvp policy |ocal detail
d obal :
Policy for ID(s): Video
Preenption Scope: Unrestricted.
Local Override: Di sabl ed.

Fast ReRoute: Accept .
Handl e: 23000404.
Accept For war d
Pat h: Yes Yes
Resv: Yes Yes
Pat hError: Yes Yes
ResvError: Yes Yes
Setup Priority Hold Priority
TE: N A N A
Non- TE: N A N A
Current Limt
Sender s: 1 N A
Recei vers: 1 N A
Conver sati ons: 1 N A
Group bandwi dth (bps): 10K N A
Per-flow b/w (bps): N A N A

Generic policy settings:
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Verifying the Application ID and the Per-Interface Local Policies on R2 .

Default policy: Accept all
Preenpti on: Di sabl ed

Verifying the Application ID and the Per-Interface Local Policies on R2

The following example verifies that an application ID called Video has been created on R2:

Router# show ip rsvp policy identity
Alias: Video

Type: Application ID

Locator: .*Video.*

The following example verifies that per-interface local policies have been created on Ethernet interface 0/0

and Ethernet interface 3/0 on R2:

Router# show ip rsvp policy |ocal detail
Et her net 0/ 0:
Policy for ID(s): Video
Preenption Scope: Unrestricted.

Local Override: Di sabl ed.
Fast ReRoute: Accept .
Handl e: 26000404.
Accept
Pat h: Yes
Resv: Yes
Pat hError: Yes
ResvError: Yes
Setup Priority
TE: N A
Non- TE: N A
Current
Senders: 1
Recei vers: 0

Conver sati ons: 0
Group bandwi dth (bps): 0
Per-flow b/w (bps): N A
Et her net 3/ 0:
Policy for ID(s): Video
Preenption Scope: Unrestricted.

Local Override: Di sabl ed.
Fast ReRoute: Accept .
Handl e: 5A00040A.
Accept
Pat h: Yes
Resv: Yes
Pat hError: Yes
ResvError: Yes
Setup Priority
TE: N A
Non- TE: N A
Current
Senders: 0
Recei vers: 1
Conver sati ons: 1
Group bandwi dth (bps): 10K
Per-flow b/w (bps): N A

Generic policy settings:
Default policy: Accept all
Pr eenpti on: Di sabl ed

Forward
Yes

Yes

Yes

Yes
Hold Priority
N A

N A
Limt
10

N A

N A
100K
10K

Forwar d
Yes

Yes

Yes

Yes
Hold Priority
N A

N A
Limt
10

N A

N A
100K
10K
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. Verifying the Application ID and the Reservation on R1

A

Note Notice in the above display that the ingress interface has only its senders counter incremented because the
PATH message is checked there. However, the egress interface has its receivers, conversations, and group
bandwidth counters incremented because the reservation is checked on the incoming interface, which is the
egressinterface on R2.

Verifying the Application ID and the Reservation on R1

The following example verifies that a PATH message containing the application ID called Video has been
created on R1:

Rout er# show i p rsvp sender detail
PATH Sessi on address: 10.0.0.7, port: 1. Protocol: UDP
Sender address: 10.0.0.1, port: 1
I nbound from 10.0.0.1
on interface:
Traffic parans - Rate: 10K bits/sec, Max. burst: 10K bytes
Mn Policed Unit: O bytes, Max Pkt Size 4294967295 bytes
Path |1 D handl e: 02000402.
I ncom ng policy: Accepted. Policy source(s): Default
Application ID: ' GU D=ww. ci sco. com APP=Vi deo, VER=1.0'
Status: Proxied
Qutput on Ethernet0/0. Policy status: Forwardi ng. Handl e: 01000403
Policy source(s): Default

S

Note Y ou can issue the debug ip rsvp dump path and the debug ip rsvp dump resv commands to get more
information about a sender and the application ID that it is using.

The following example verifies that a reservation with the application ID called Video has been created on
R1:

Rout er# show ip rsvp reservation detail

RSVP Reservation. Destination is 10.0.0.7, Source is 10.0.0.1,
Protocol is UDP, Destination port is 1, Source port is 1
Next Hop is 10.0.0.2, Interface is Ethernet0/0
Reservation Style is Fixed-Filter, QoS Service is Quaranteed-Rate
Resv | D handl e: 01000405.

Created: 10:07:35 EST Thu Jan 12 2006
Average Bitrate is 10K bits/sec, MaxinumBurst is 10K bytes
Mn Policed Unit: O bytes, Max Pkt Size: 0 bytes
St at us:
Policy: Forwarding. Policy source(s): Default
Application ID: ' GU D=ww. ci sco. com APP=Vi deo, VER=1.0'

Additional References

The following sections provide references related to the RSV P Application ID Support feature.
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Related Documents

Additional References .

Related Topic

Document Title

QoS commands. complete command syntax,
command modes, command history, defaults, usage
guidelines, and examples

Cisco 10S Quality of Service Solutions Command
Reference

QoS configuration tasks related to RSVP

"Configuring RSVP"' module

Cisco United Communications Manager
(CallManager) and related features

"Overview of Cisco Unified Communications
Manager and Cisco |0S Interoperability" module

Regular expressions

"Using the Cisco |OS Command-Line Interface"
module

Cisco |OS commands

Cisco 10S Master Commands List, All Releases

Standards

Standard

Title

No new or modified standards are supported by this
feature, and support for existing standards has not
been modified by this feature.

MiBs

MIBs Link

No new or modified MIBs are supported by this
feature, and support for existing MI1Bs has not been
modified by this feature.

To locate and download MIBs for selected
platforms, Cisco 10S releases, and feature sets, use
Cisco MIB Locator found at the following URL.:

http://www.cisco.com/go/mibs

RFCs
RFC Title
RFC 2205 Resource ReSerVation Protocol (RSVP)
RFC 2872 Application and Sub Application Identity Policy
Element for Use with RSVP
RFC 3181 Signaled Preemption Priority Policy Element
RFC 3182 I dentity Representation for RSV P
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. Feature Information for RSVP Application ID Support

Technical Assistance

Description Link
The Cisco Support and Documentation website http://www.cisco.com/cisco/web/support/
provides online resources to download index.html

documentation, software, and tools. Use these
resources to install and configure the software and
to troubleshoot and resolve technical issueswith
Cisco products and technologies. Access to most
tools on the Cisco Support and Documentation
website requires a Cisco.com user D and
password.

Feature Information for RSVP Application ID Support

The following table provides rel ease information about the feature or features described in this module.
Thistable lists only the software release that introduced support for a given feature in a given software
release train. Unless noted otherwise, subsequent releases of that software release train also support that
feature.

Use Cisco Feature Navigator to find information about platform support and Cisco software image support.
To access Cisco Feature Navigator, go to www.cisco.com/go/cfn. An account on Cisco.com is not required.

Table 4 Feature Information for RSVP Application ID Support
Feature Name Releases Feature Information
RSVP Application ID Support 12.4(6)T, 12.2(33)SRB The RSVP Application ID

Support feature introduces
application-specific reservations,
which enhance the granularity for
local policy-match criteria so that
you can manage quality of
service (QoS) on the basis of
application type.

Glossary

ACL-- access control list. An ACL consists of individual filtering rules grouped together in asinglelist. It
is generally used to provide security filtering, although it may be used to provide a generic packet
classification facility.

admission control --The process in which an RSV P reservation is accepted or rejected on the basis of end-
to-end available network resources.

application identity (ID) --A string that can be inserted in a policy element in aPOLICY_DATA object of
an RSV P message to identify the application and associate it with the RSV P reservation request, thus
allowing routers along the path to make appropriate decisions based on the application information.
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autonomous system --A collection of networks that share the same routing protocol and that are under the
same system administration.

bandwidth --The difference between the highest and lowest frequencies available for network signals. The
term also is used to describe the rated throughput capacity of a given network medium or protocol.

CCM --Cisco CallManager. The software-based, call-processing component of the Cisco | P telephony

solution. The software extends enterprise telephony features and functions to packet tel ephony network
devices such as | P phones, media processing devices, Voice-over-1P (Vol P) gateways, and multimedia
applications.

DSCP --differentiated services code point. The six most significant bits of the 1-byte IP type of service
(ToS) field. The per-hop behavior represented by a particular DSCP value is configurable. DSCP values
range between 0 and 63.

policy --Any defined rule that determines the use of resources within the network. A policy can be based on
auser, adevice, a subnetwork, a network, or an application.

QoS --quality of service. A measure of performance for atransmission system that reflectsits transmission
quality and service availability.

RSV P --Resource Reservation Protocol. A protocol for reserving network resources to provide quality of
service guarantees to application flows.

RSV P agent --Implements a Resource Reservation Protocol (RSVP) agent on Cisco | OS voice gateways
that support Cisco CallManager 5.0.

RTP --Real-Time Transport Protocol. An Internet protocol for transmitting real-time data such as voice and
video.

router --A network layer device that uses one or more metrics to determine the optimal path along which
network traffic should be forwarded. Routers forward packets from one network to another on the basis of
network layer information.

TE --traffic engineering. The techniques and processes used to cause routed traffic to travel through the
network on a path other than the one that would have been chosen if standard routing methods had been
used.

Cisco and the Cisco Logo are trademarks of Cisco Systems, Inc. and/or its affiliatesin the U.S. and other
countries. A listing of Cisco's trademarks can be found at www.cisco.com/go/trademarks. Third party
trademarks mentioned are the property of their respective owners. The use of the word partner does not
imply a partnership relationship between Cisco and any other company. (1005R)

Any Internet Protocol (IP) addresses and phone numbers used in this document are not intended to be
actual addresses and phone numbers. Any examples, command display output, network topology diagrams,
and other figures included in the document are shown for illustrative purposes only. Any use of actual IP
addresses or phone numbersin illustrative content is unintentional and coincidental.
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The RSVP Fast Loca Repair feature provides quick adaptation to routing changes occurring in global as
well as VRF routing domains, without the overhead of the refresh period to guarantee the quality of
service (QoS) for data flows. With fast local repair (FLR), Resource Reservation Protocol (RSVP) speeds
up its response to routing changes from 30 seconds to a few seconds.

» Finding Feature Information, page 161

» Prerequisitesfor RSVP FLR, page 161

* Redtrictionsfor RSVP FLR, page 161

e Information About RSVP FLR, page 162

» How to Configure RSVP FLR, page 163

»  Configuration Examplesfor RSVP FLR, page 168
e Additional References, page 171

e  Feature Information for RSVP FLR, page 173

* Glossary, page 174

Finding Feature Information

Y our software release may not support all the features documented in this module. For the latest feature
information and caveats, see the release notes for your platform and software release. To find information
about the features documented in this module, and to see alist of the releases in which each feature is
supported, see the Feature Information Table at the end of this document.

Use Cisco Feature Navigator to find information about platform support and Cisco software image support.
To access Cisco Feature Navigator, go to www.cisco.com/go/cfn. An account on Cisco.com is not required.

Prerequisites for RSVP FLR

Y ou must configure RSV P on one or more interfaces on at least two neighboring routers that share alink
within the network.

Restrictions for RSVP FLR

e RSVPFLR applies only when RSVP is used to set up resource reservations for |Pv4 unicast flows;
IPv4 multicast flows are not supported.

QoS: RSVP Configuration Guide, Cisco 10S Release 12.28X
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[l information About RSVP FLR

¢ RSVPFLR does not apply to traffic engineering (TE) tunnels and, therefore, does not affect TE
sessions.
¢ RSVP FLR does not support message bundling.

Information About RSVP FLR

» Feature Overview of RSVP FLR, page 162
* Benefitsof RSVP FLR, page 163

Feature Overview of RSVP FLR

RSVP FLR provides for dynamic adaptation when routing changes occur in global or VRF routing
domains. When a route changes, the next PATH and RESV message refreshes establish path and
reservation states along the new route. Depending on the configured refresh interval, this reroute happensin
tens of seconds. However, during this time, the QoS of flows is not guaranteed because congestion may
occur while data packets travel over links where reservations are not yet in place.

In order to provide faster adaptation to routing changes, without the overhead of arefresh period, RSVP
registers with the routing information base (RIB) and receives notifications when routes change, thereby
triggering state refreshes for the affected destinations. These triggered refreshes use the new route
information and, as aresult, install reservations over the new path.

When routes change, RSV P has to reroute all affected paths and reservations. Without FLR, the reroute
happens when refresh timers expire for the path states. With real time applications such as Vol P and VoD,
the regquirement changes and the reroute must happen quickly, within three seconds from the triggering
event such as link down or link up.

The figure below illustrates the FLR process.

Figure 18

OH interface Qld interface
Old segment

ﬁmﬁqlﬁra

Mew segment

Mew interface MNew interface
PLR = point of local repair %
MFP = merge point

Initial RSVP states are installed for an 1Pv4 unicast flow over Routers A, B, C, D, and E. Router A isthe
source or headend, while Router E is the destination or tailend. The data packets are destined to an address
of Router E. Assume that a route change occurs, and the new path taken by the data packets is from Router
A to Router B to Router F to Router D to Router E; therefore, the old and new paths differ on the segments
between Routers B and D. The Router B to Router C to Router D segment is the old segment, while the
Router B to Router F to Router D segment is the new segment.

17oaez

A route may change because of alink or node failure, or if a better path becomes available.

RSVP at Router B detects that the route change affects the RSV P flow and initiates the FLR procedure. The
node that initiates an FLR repair procedure, Router B in the figure above, isthe point of local repair (PLR).
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How to Configure RSVP FLR [ |

The node where the new and old segments meet, Router D in the figure above, is the merge point (MP).
Theinterfaces at the PLR and the MP that are part of the old segment are the old interfaces, while the
interfaces that are part of the new segment are the new interfaces.

If aroute has changed because of afailure, the PLR may not be the node that detects the failure. For
example, it is possible that the link from Router C to Router D fails, and although Router C detects the
failure, the route change at Router B isthe trigger for the FLR procedure. Router C, in this case, isalso
referred to as the node that detects the failure.

The support for FLR in VRF domains means that RSV P can get aroute change notification, even if thereis
aroute change in any VRF domains, as RSVP FLR was previously supported only in the global routing
domain.

Benefits of RSVP FLR

Faster Response Time to Routing Changes

FLR reduces the time that it takes for RSV P to determine that a physical link has gone down and that the
data packets have been rerouted. Without FLR, RSV P may not recognize the link failure for 30 seconds
when al of the sessions are impacted by having too much traffic for the available bandwidth. With FLR,
this time can be significantly reduced to afew seconds.

After detecting the failure, RSV P recomputes the admission control across the new link. If the rerouted
traffic fits on the new link, RSV P reserves the bandwidth and guarantees the QoS of the new traffic.

If admission control fails on the new route, RSV P does not explicate tear down the flow, but instead sends
aRESVERROR message towards the receiver. If aproxy receiver is running, then RSVP sends a
PATHERROR message towards the headend, in response to the RESVERROR message, indicating the
admission failure. In both cases, with and without a proxy receiver, the application tears down the failed
session either at the headend or at the final destination.

Until this happens, the data packets belonging to this session still flow over the rerouted segment although
admission has failed and QoS is affected.

The support of FLR in VRF domains meansthat if there is aroute change in any routing domain, RSVP
can use FLR to adapt to the routing change, as RSVP FLR was previously supported only in the global
routing domain.

How to Configure RSVP FLR

Y ou can configure the RSV P FLR parametersin any order that you want.

» Configuring the RSVP FLR Wait Time, page 164

» Configuring the RSVP FLR Repair Rate, page 165
e Configuring the RSVP FLR Notifications, page 166
» Verifying the RSVP FLR Configuration, page 167
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[l Howto Configure RSVP FLR

Configuring the RSVP FLR Wait Time

SUMMARY STEPS
1. enable
2. configureterminal
3. interface type number
4. ip rsvp bandwidth [interface-kbps] [single-flow-kbps] [sub-pool [sub-pool-kbps]]
5. ip rsvp signalling fast-local-repair wait-time interval
6. end
DETAILED STEPS
Command or Action Purpose
Step1 enable Enables privileged EXEC mode.
e Enter your password if prompted.
Example:
Rout er > enabl e
Step 2 configureterminal Enters global configuration mode.

Example:

Rout er# configure term nal

Step 3 interface type number Configures the interface type and enters interface configuration mode.

Example:

Rout er(config)# interface Ethernet0/0

Step 4 ip rsvp bandwidth [interface-kbps] [single-flow- | Enables RSV P on an interface.

Kbps] [sub-pool [sub-pool-kops]] » The optional interface-kbps and single-flow-kbps arguments

specify the amount of bandwidth that can be allocated by RSVP
flows or to asingle flow, respectively. Values are from 1 to

Example: 10000000.
Rout er (config-if)# ip rsvp bandw dth * The optional sub-pooland sub-pool-kbpskeyword and argument
7500 7500

specify subpool traffic and the amount of bandwidth that can be
allocated by RSVP flows. Values are from 1 to 20000000.

Note Repeat this command for each interface on which you want to
enable RSVP.
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How to Configure RSVP FLR [ |

Command or Action

Purpose

Step 5 ip rsvp signalling fast-local-repair wait-time
interval

Example:

Rout er (config-if)# ip rsvp signalling fast-
local-repair wait-time 100

Configures the delay that RSV P uses before starting an FLR
procedure.

* Vauesfor theinterval argument are 0 to 5000 milliseconds (ms);
the default is 0.

Step6 end

Example:

Rout er (config-if)# end

(Optional) Returns to privileged EXEC mode.

Configuring the RSVP FLR Repair Rate

SUMMARY STEPS

enable
configureterminal

L e

exit

DETAILED STEPS

ip rsvp signalling fast-local-repair rate rate

Command or Action

Purpose

Step1 enable

Example:

Rout er > enabl e

Enables privileged EXEC mode.

» Enter your password if prompted.

Step 2 configureterminal

Example:

Rout er# configure term nal

Enters global configuration mode.
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[l Howto Configure RSVP FLR

Command or Action

Purpose

Step 3 ip rsvp signalling fast-local-repair raterate

Example:

Rout er (config)# ip rsvp signalling fast-local-
repair rate 100

Configures the repair rate that RSV P uses for an FLR procedure.

» Vauesfor the rateargument are 1 to 2500 messages per
second; the default is 400.

Note Seetheip rsvp signalling fast-local-repair ratecommand
for more information.

Step 4 exit

Example:

Rout er (confi g) # exit

(Optional) Returns to privileged EXEC maode.

Configuring the RSVP FLR Notifications

SUMMARY STEPS

enable
configureterminal

Ee

exit

DETAILED STEPS

ip rsvp signalling fast-local-repair notifications number

Command or Action

Purpose

Step 1 enable

Example:

Rout er > enabl e

Enables privileged EXEC mode.

e Enter your password if prompted.

Step 2 configureterminal

Example:

Rout er# configure term nal

Enters global configuration mode.
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How to Configure RSVP FLR [ |

Command or Action

Purpose

Step 3 ip rsvp signalling fast-local-repair notifications
number

Example:

Rout er (config)# ip rsvp signalling fast-local-
repair notifications 100

Configures the number of path state blocks (PSBs) that RSV P
processes before it suspends.

¢ Valuesfor the numberargument are 10 to 10000; the
default is 1000.

Step 4 exit

Example:

Rout er (confi g)# exit

(Optional) Returnsto privileged EXEC mode.

Verifying the RSVP FLR Configuration

A

Note Y ou can use the following show commandsin user EXEC or privileged EXEC mode.

SUMMARY STEPS
enable

show ip rsvp

R W=

show ip rsvp signalling fast-local-repair [statistics[detail]]
show ip rsvp interface [vrf{* | vrf-name}] [detail] [interface-typeinterface-number]

show ip rsvp sender [vrf{* | vrf-name}][detail] [filter [destination ip-addr| hostname] [sourceip-

addr| hostname] [dst-port port] [src-port port]]

6. exit

DETAILED STEPS

Command or Action

Purpose

Step 1 enable

Example:

Rout er > enabl e

(Optional) Enables privileged EXEC maode.

« Enter your password if prompted.

Note Skip thisstep if you are using the show commandsin

user EXEC mode.
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Configuration Examples for RSVP FLR

Command or Action

Purpose

Step 2 show ip rsvp signalling fast-local-repair [statistics
[detaill]

Example:

Rout er# show ip rsvp signalling fast-Iocal -
repair statistics detail

Displays FL R-specific information that RSV P maintains.

* Theoptiona statistics and detail keywords display
additional information about the FLR parameters.

Step 3 show ip rsvp interface [vrf{* | vrf-name}] [detail]

[interface-type interface-number]

Example:

Router# show ip rsvp interface ethernet 1/0

Displays RSV P-related information.

* The optiona detail keyword displays additional
information including FLR parameters.

Step 4 show ip rsvp

Example:

Rout er# show i p rsvp

Displays general RSV P related information.

Step 5 show ip rsvp sender [vrf{* | vrf-name}][detail] [filter

[destination ip-addr| hostname] [sour ce ip-addr|
hosthame] [dst-port port] [src-port port]]

Example:

Rout er# show i p rsvp sender detail

Displays RSVP PATH-related sender information currently in
the database.

* Theoptiona detail keyword displays additional output
including the FLR parameters.

Note The optional filter keyword is supported in Cisco 10S
Releases 12.0S and 12.2S only.

Step 6 exit

Example:

Router# exit

(Optional) Exits privileged EXEC mode and returns to user
EXEC mode.

Configuration Examples for RSVP FLR

* Example Configuring RSVP FLR, page 168
* Example Verifying the RSVP FLR Configuration, page 169

Example Configuring RSVP FLR

The configuration options for RSVP FLR are the following:
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Example Verifying the RSVP FLR Configuration

A

Note

Configuration Examples for RSVP FLR .

*  Wait time
* Number of notifications
e Repair rate

Y ou can configure these optionsin any order.

Configuring the Wait Time

The following example configures Ethernet interface 1/0 with a bandwidth of 200 kbps and await time of
1000 msec:

Rout er# configure term nal

Enter configurati on comrands, one per line. End with CNTL/Z.
Rout er (config)# interface ethernetl/0

Rout er (config-if)# ip rsvp bandw dth 200

Router(config-if)# ip rsvp signalling fast-local-repair wait-time 1000

Router(config-if)# end

Configuring the Number of Notifications

The following example configures the number of flows that are repaired before suspending to 100:

Rout er# configure term nal

Enter configuration conmands, one per line. End with CNTL/Z.
Router(config)# ip rsvp signalling fast-local-repair notifications 100
Rout er (confi g)# end

Configuring the Repair Rate
The following example configures arepair rate of 100 messages per second:

Rout er# configure term nal

Enter configurati on comrands, one per line. End with CNTL/Z.
Router(config)# ip rsvp signalling fast-local-repair rate 100
Rout er (confi g)# end

Example Verifying the RSVP FLR Configuration

This section contains the following examples:

¢ Example Verifying the RSVP FLR Configuration, page 169
¢ Example Verifying the RSVP FLR Configuration, page 169
¢ Example Verifying the RSVP FLR Configuration, page 169

Verifying the Details for FLR Procedures
The following example displays detailed information about FLR procedures:

Router# show ip rsvp signalling fast-local-repair statistics detail
Fast Local Repair: enabled

Max repair rate (paths/sec): 10

Max processed (paths/run): 10
FLR Stati stics:

FLR 1: DONE
Start Tine: 05:18:54 | ST Mon Nov 5 2007
Nunmber of PSBs repaired: 2
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Used Repair Rate (nsgs/sec): 10

RI B notification processing time: 0(us).
Tinme of |ast PSB refresh: 5025(ns).
Tine of |ast Resv received: 6086( ns) .
Tine of last Perr received: O(us).

Suspend count: 0
FLR Pacing Unit: 100 nsec.
Af f ect ed nei ghbors:

Nor Address Interface Rel ative Del ay Val ues (nsec) VRF
10.1.2.12 Et 0/ 3 [5000 ,..., 5000 ] vr f Red
10.1.2.12 Et1/3 [5000 ,..., 5000 ] vr f Bl ue

Verifying Configuration Details for a Specific Interface

The following example from the show ip rsvp interface detail command displays detailed information,
including FLR, for the Ethernet 1/0 interface:

Router# show ip rsvp interface detail ethernetl/0
Et 1/ 0:
RSVP: Enabl ed
Interface State: Up
Bandwi dt h:
Curr allocated: 9K bits/sec
Max. allowed (total): 300K bits/sec
Max. allowed (per flow): 300K bits/sec
Max. allowed for LSP tunnels using sub-pools (pool 1): 0 bits/sec
Set aside by policy (total): O bits/sec
Traffic Control:
RSVP Data Packet C assification is ON via CEF call backs
Si gnal | i ng:
DSCP val ue used in RSVP nsgs: 0x30
Number of refresh intervals to enforce bl ockade state: 4
FLR Wit Time (1Pv4 flows):
Repair is delayed by 1000 nsec.
Aut henti cati on: di sabl ed
Key chai n: <none>
Type: md5
W ndow si ze: 1
Chal | enge: di sabl ed
Hel | o Ext ensi on:
State: D sabl ed

Verifying Configuration Details Before, During, and After an FLR Procedure

The following is sample output from the show ip rsvp sender detail command before an FLR procedure
has occurred:

Rout er# show i p rsvp sender detail
PATH:
Destination 192.168.101. 21, Protocol _Id 17, Don't Police , DstPort 1
Sender address: 10.10.10.10, port: 1
Pat h refreshes:
arriving: fromPHOP 172.3.31.34 on Et0/0 every 30000 nsecs
Traffic paranms - Rate: 9K bits/sec, Max. burst: 9K bytes
Mn Policed Unit: O bytes, Max Pkt Size 2147483647 bytes
Path I D handl e: 01000401.
I ncom ng policy: Accepted. Policy source(s): Default
St at us:
Qut put on Ethernet1l/0. Policy status: Forwardi ng. Handl e: 02000400
Policy source(s): Default
Path FLR Never repaired

The following is sample output from the show ip rsvp sender detail command at the PLR during an FLR
procedure:

Rout er# show i p rsvp sender detail
PATH:
Destination 192.168.101.21, Protocol _Id 17, Don't Police , DstPort 1
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Sender address: 10.10.10.10, port: 1
Pat h refreshes:
arriving: fromPHOP 172.16.31.34 on Et0/0 every 30000 nsecs
Traffic paranms - Rate: 9K bits/sec, Max. burst: 9K bytes
Mn Policed Unit: O bytes, Max Pkt Size 2147483647 bytes
Path | D handl e: 01000401.
I ncom ng policy: Accepted. Policy source(s): Default
St at us:
Path FLR PSB is currently being repaired...try later
PLR - dd Segnents: 1
Qut put on Ethernet1/0, nhop 172.5.36. 34
Tinme before expiry: 2 refreshes
Policy status: Forwarding. Handl e: 02000400
Policy source(s): Default

The following is sample output from the show ip rsvp sender detail command at the MP during an FLR
procedure:

Rout er# show i p rsvp sender detail
PATH:
Destination 192.168.101.21, Protocol _Id 17, Don't Police , DstPort 1
Sender address: 10.10.10.10, port: 1
Pat h refreshes:
arriving: from PHOP 172.16.37.35 on Et1/0 every 30000 nsecs
Traffic paranms - Rate: 9K bits/sec, Max. burst: 9K bytes
Mn Policed Unit: O bytes, Max Pkt Size 2147483647 bytes
Path |1 D handl e: 09000406.
I ncom ng policy: Accepted. Policy source(s): Default
Status: Proxy-term nated
Path FLR Never repaired
MP - AOd Segnents: 1
I nput on Serial2/0, phop 172.16. 36. 35
Tinme before expiry: 9 refreshes

The following is sample output from the show ip rsvp sender detail command at the PLR after an FLR
procedure:

Rout er# show i p rsvp sender detail
PATH:
Destination 192.168.101.21, Protocol _Id 17, Don't Police , DstPort 1
Sender address: 10.10.10.10, port: 1
Pat h refreshes:
arriving: fromPHOP 172.16.31.34 on Et0/0 every 30000 nsecs
Traffic paranms - Rate: 9K bits/sec, Max. burst: 9K bytes
Mn Policed Unit: O bytes, Max Pkt Size 2147483647 bytes
Path | D handl e: 05000401.
I ncom ng policy: Accepted. Policy source(s): Default
St at us:
Qutput on Serial 3/0. Policy status: Forwarding. Handl e: 3B000406
Policy source(s): Default
Path FLR Started 12:56:16 EST Thu Nov 16 2006, PSB repaired 532(ns) after.

Resv/Perr: Received 992(ms) after.

Additional References

The following sections provide references related to the RSVP FLR feature.
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Related Documents

Related Topic

Document Title

RSV P commands. complete command syntax,
command mode, defaults, usage guidelines, and
examples

Cisco 10S Quality of Service Solutions Command
Reference

QoS features including signaling, classification, and
congestion management

"Quality of Service Overview" module

Cisco |OS commands

Cisco |10S Master Commands List, All Releases

Standards

Standard

Title

No new or modified standards are supported by this
feature, and support for existing standards has not
been modified by thisfeature.

MIBs

MIBs Link

No new or modified MIBs are supported by this
feature, and support for existing MIBs has not been
modified by this feature.

To locate and download MIBs for selected
platforms, Cisco |OS releases, and feature sets, use
Cisco MIB Locator found at the following URL:

http://www.cisco.com/go/mibs

RFCs
RFC Title
RFC 2205 Resource ReSerVation Protocol (RSVP)--Version 1
Functional Specification
RFC 2209 Resource ReSerVation Protocol (RSVP)--Version 1

Messaging Processing Rules
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Feature Information for RSVP FLR .
Technical Assistance
Description Link
The Cisco Support and Documentation website http://www.cisco.com/cisco/web/support/
provides online resources to download index.html

documentation, software, and tools. Use these
resources to install and configure the software and
to troubleshoot and resolve technical issueswith
Cisco products and technologies. Access to most
tools on the Cisco Support and Documentation
website requires a Cisco.com user ID and password

Feature Information for RSVP FLR

The following table provides rel ease information about the feature or features described in this module.
Thistable lists only the software release that introduced support for a given feature in a given software
release train. Unless noted otherwise, subsequent releases of that software release train also support that
feature.

Use Cisco Feature Navigator to find information about platform support and Cisco software image support.
To access Cisco Feature Navigator, go to www.cisco.com/go/cfn. An account on Cisco.com is not required.
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Table 5 Feature Information for RSVP FLR

Feature Name Releases Feature Information

RSVP Fast Local Repair 12.2(33)SRB, 15.0(1)M The RSVP Fast Local Repair
feature provides quick adaptation
to routing changes without the
overhead of the refresh period to
guarantee QoS for data flows.
With FLR, RSV P speeds up its
response to routing changes from
30 seconds to a few seconds.

This feature was integrated into
Cisco |0S Release 15.0(1)M.
Support for FLR in VRF domains
was added.

The following commands were
introduced or modified: clear ip
rsvp signalling fast-local -r epair
statistics, ip rsvp signalling fast-
local-repair notifications, ip
rsvp signalling fast-local -r epair
rate, ip rsvp signalling fast-
local-repair wait-time, show ip
rsvp, show ip rsvp interface,
show ip rsvp sender, show ip
rsvp signalling fast-local-repair.

Glossary

admission contr ol --The process by which an RSV P reservation is accepted or rejected on the basis of end-
to-end available network resources.

bandwidth --The difference between the highest and lowest frequencies available for network signals. The
term is also used to describe the rated throughput capacity of a given network medium or protocol.

message pacing-- A system for managing volume and timing that permits messages from multiple sources
to be spaced apart over time. RSV P message pacing maintains, on an outgoing basis, a count of the
messages that it has been forced to drop because the output queue for the interface used for the message
pacing was full.

MP --merge point. The node where the new and old FLR segments meet.
PLR --point of local repair. The node that initiates an FLR procedure.

QoS --quality of service. A measure of performance for atransmission system that reflectsits transmission
quality and service availability.

RSV P --Resource Reservation Protocol. A protocol that supports the reservation of resources across an |P
network. Applications running on IP end systems can use RSV P to indicate to other nodes the nature
(bandwidth, jitter, maximum burst, and so on) of the packet streams that they want to receive.

VRF --Virtua Routing and Forwarding. VRF is A VPN routing and forwarding instance. A VRF consists
of an IP routing table, aderived forwarding table, a set of interfaces that use the forwarding table, and a set

QoS: RSVP Configuration Guide, Cisco 10S Release 12.28X
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of rules and routing protocols that determine what goes into the forwarding table. In general, aVRF
includes the routing information that defines a customer VPN site that is attached to a PE router.

Cisco and the Cisco Logo are trademarks of Cisco Systems, Inc. and/or its affiliatesin the U.S. and other
countries. A listing of Cisco's trademarks can be found at www.cisco.com/go/trademarks. Third party
trademarks mentioned are the property of their respective owners. The use of the word partner does not
imply a partnership relationship between Cisco and any other company. (1005R)

Any Internet Protocol (1P) addresses and phone numbers used in this document are not intended to be
actual addresses and phone numbers. Any examples, command display output, network topology diagrams,
and other figuresincluded in the document are shown for illustrative purposes only. Any use of actua IP
addresses or phone numbersin illustrative content is unintentional and coincidental.
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The RSVP Interface-Based Receiver Proxy feature lets you configure a proxy router by outbound
interface instead of configuring a destination address for each flow going through the same interface.

»  Finding Feature Information, page 177

» Prerequisites for RSVP Interface-Based Receiver Proxy, page 177

* Redtrictionsfor RSVP Interface-Based Receiver Proxy, page 177

* Information About RSVP Interface-Based Receiver Proxy, page 178

»  How to Configure RSV P Interface-Based Receiver Proxy, page 179

»  Configuration Examples for RSVP Interface-Based Receiver Proxy, page 182
e Additional References, page 185

*  Feature Information for RSV P Interface-Based Receiver Proxy, page 186

* Glossary, page 187

Finding Feature Information

Y our software release may not support all the features documented in this module. For the latest feature
information and caveats, see the release notes for your platform and software release. To find information
about the features documented in this module, and to see alist of the releases in which each feature is
supported, see the Feature Information Table at the end of this document.

Use Cisco Feature Navigator to find information about platform support and Cisco software image support.
To access Cisco Feature Navigator, go to www.cisco.com/go/cfn. An account on Cisco.com is not required.

Prerequisites for RSVP Interface-Based Receiver Proxy

Y ou must configure an IP address and enable Resource Reservation Protocol (RSVP) on one or more
interfaces on at least two neighboring routers that share alink within the network.

Restrictions for RSVP Interface-Based Receiver Proxy

e Filtering using access control lists (ACLS), application IDs, or other mechanismsis not supported.
e A provider edge (PE) router cannot switch from being a proxy node to atransit node for a given flow
during the lifetime of the flow.

QoS: RSVP Configuration Guide, Cisco 10S Release 12.28X
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Information About RSVP Interface-Based Receiver Proxy

» Feature Overview of RSVP Interface-Based Receiver Proxy, page 178
» Benefits of RSVP Interface-Based Receiver Proxy, page 178

Feature Overview of RSVP Interface-Based Receiver Proxy

The RSVP Interface-Based Receiver Proxy feature allows you to use RSV P to signal reservations and
guarantee bandwidth on behalf of areceiver that does not support RSV P, by terminating the PATH
message and generating a RESV message in the upstream direction on an RSV P-capable router on the path
to the endpoint. An example is a video-on-demand flow from avideo server to a set-top box, whichisa
computer that acts as a receiver and decodes the incoming video signal from the video server.

Because set-top boxes may not support RSV P natively, you cannot configure end-to-end RSVP
reservations between a video server and a set-top box. Instead, you can enable the RSV P interface-based
receiver proxy on the router that is closest to that set-top box.

The router terminates the end-to-end sessions for many set-top boxes and performs admission control on
the outbound (or egress) interface of the PATH message, where the receiver proxy is configured, as a proxy
for Call Admission Control (CAC) on the router-to-set-top link. The RSV P interface-based receiver proxy
determines which PATH messages to terminate by looking at the outbound interface to be used by the
traffic flow.

Y ou can configure an RSV P interface-based receiver proxy to terminate PATH messages going out a
specified interface with a specific action (reply with RESV, or reject). The most common application isto
configure the receiver proxy on the edge of an administrative domain on interdomain interfaces. The router
then terminates PATH messages going out the administrative domain while still permitting PATH
messages transitioning through the router within the same administrative domain to continue downstream.

In the video-on-demand example described above, the last-hop Layer 3 router supporting RSVP
implements the receiver proxy, which is then configured on the interfaces facing the Layer 2 distribution
network (for example, Digital Subscriber Line access [DSLAM] or cable distribution). Also, since RSVP is
running and performing CAC on the router with the receiver proxy, you can configure RSV P enhancements
such as local policy and Common Open Policy Service (COPS) for more fine-grained control on video flow
CAC.

The router terminates the end-to-end sessions for many set-top boxes, with the assumption that the links
further downstream (for example, from the DSLAM to the set-top box) never become congested or, more
likely, in the case of congestion, that the voice and video traffic from the router gets the highest priority and
access to the bandwidth.

Benefits of RSVP Interface-Based Receiver Proxy

Ease of Use and Scalability Improvement

Previously, you had to configure areceiver proxy for every separate RSV P stream or set-top box. Now you
can configure the proxy by outbound interface. For example, if there were 100 set-top boxes downstream
from the proxy router, you had to configure 100 proxies. With this enhancement, you configure only the
outbound interface(s). In addition, the receiver proxy is guaranteed to terminate the reservation only on the
last hop within the core network. Nodes that may function as transit nodes for some PATH messages but
should proxy others depending on their placement in the network can perform the correct functions on a
flow-by-flow basis.

QoS: RSVP Configuration Guide, Cisco 10S Release 12.28X
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How to Configure RSVP Interface-Based Receiver Proxy .

In the video-on-demand example described above, a PATH message that transits through an edge router to
another edge router (around the edge) is not terminated, whereas an otherwise identical PATH message that
actually exits the aggregation network and transitions to the access network is terminated. This allows for
more accurate CAC in the network and also simplifies and reduces configuration requirements.

How to Configure RSVP Interface-Based Receiver Proxy

e Enabling RSVP on an Interface, page 179
» Configuring a Receiver Proxy on an Outbound Interface, page 180
« Verifying the RSVP Interface-Based Receiver Proxy Configuration, page 181

Enabling RSVP on an Interface

SUMMARY STEPS
1. enable
2. configureterminal
3. interface interface number
4. ip rsvp bandwidth [interface-kbps] [single-flow-kbps] [sub-pool [sub-pool-kbps]]
5 end
DETAILED STEPS
Command or Action Purpose
Step1 enable Enables privileged EXEC mode.
« Enter your password if prompted.
Example:
Rout er > enabl e
Step 2 configureterminal Enters global configuration mode.

Example:

Rout er# configure term nal

Step 3 interface interface number Configures the interface type and enters interface configuration mode.

Example:

Rout er(config)# interface Ethernet0/0
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Command or Action

Purpose

Step 4 ip rsvp bandwidth [interface-kbps] [single-
flow-kbps] [sub-pool [sub-pool-kbps]]

Example:

Router(config-if)# ip rsvp bandw dth

Enables RSV P on an interface.

e The optiona interface-kbps and single-flow-kbps arguments specify
the amount of bandwidth that can be allocated by RSVP flows or to
asingle flow, respectively. Values are from 1 to 10000000.

* The optiona sub-pooland sub-pool-kbpskeyword and argument
specify subpool traffic and the amount of bandwidth that can be

7500 7500 allocated by RSV P flows. Values are from 1 to 10000000.
Note Repeat this command for each interface on which you want to
enable RSVP.
Step5 end (Optional) Returnsto privileged EXEC mode.
Example:

Rout er (config-if)# end

Configuring a Receiver Proxy on an Qutbound Interface

SUMMARY STEPS

enable
configureterminal

(A

end

DETAILED STEPS

interface interface number
ip rsvp listener outbound {reply | reect}

Command or Action

Purpose

Step1 enable

Example:

Rout er > enabl e

Enables privileged EXEC mode.

e Enter your password if prompted.

Step 2 configureterminal

Example:

Rout er# configure term nal

Enters global configuration mode.
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Command or Action

Purpose

Step 3 interface interface number

Example:

Rout er (config)# interface Ethernet0/0

Configures the interface type and entersinterface
configuration mode.

Step 4 ip rsvp listener outbound {reply | reject}

Example:

Rout er(config-if)# ip rsvp |istener outbound
rej ect

Configures an RSV P router to listen for PATH messages sent
through a specified interface.

» Enter thereply keyword or the rgject keyword to specify
the response that you want to PATH messages.

Step5 end

Example:

Rout er (config-if)# end

(Optional) Returnsto privileged EXEC mode.

Verifying the RSVP Interface-Based Receiver Proxy Configuration

A

Note Y ou can use the following show commandsin user EXEC or privileged EXEC mode.

SUMMARY STEPS

1. enable

2. show iprsvp listeners[dst | any | vrf{* | vrf-name}] [udp | tcp | any | protocol] [dst-port | any]

3. show ip rsvp sender [vrf{* | vrf-name}] [detail] [filter [destination ip-addr| hostname] [sour ce ip-
addr| hostname] [dst-port port] [src-port port]]

4. show ip rsvp reservation [vrf{* | vrf-name}] [detail] [filter [destination ip-addr| hostname] [sour ce
ip-addr| hostname] [dst-port port] [src-port port]]

5. exit

DETAILED STEPS

Command or Action

Purpose

Step1 enable

Example:

Rout er> enabl e

(Optional) Enables privileged EXEC mode.
» Enter your password if prompted.

Note Skip thisstep if you are using the show commands
in user EXEC mode.
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Command or Action Purpose

Step 2 show ip rsvp listeners[dst | any | vrf{* | vrf-name}] [udp | |Displays RSVP listeners for a specified port or protocol.
tcp | any | protocol] [dst-port | any]
Example:
Router# show ip rsvp listeners

Step 3 show ip rsvp sender [vrf{* | vrf-name}] [detail] [filter Displays RSV P PATH-related sender information currently
[destination ip-addr| hostname] [sour ce ip-addr| hostname] |in the database.
[dst-port port] [src-port por(]] « Theoptional detail keyword displays additional

output.
Example: Note The optional filter keyword is supported in Cisco
_ _ I0OS Releases 12.0S and 12.2S only.

Rout er# show i p rsvp sender detail

Step 4 show ip rsvp reservation [vrf{* | vrf-name}] [detail] [filter | Displays RSV P-related receiver information currently in
[destination ip-addr| hostname] [sour ce ip-addr| hostname] | the database.
[dst-port port] [src-port port]] . The optional detail keyword displays additional

output.
Example: Note The optional filter keyword is supported in Cisco
_ _ _ |0OS Releases 12.0S and 12.2S only.

Rout er# show i p rsvp reservati on detail

Step 5 exit (Optional) Exits privileged EXEC mode and returns to user

EXEC mode.

Example:

Rout er# exit

Configuration Examples for RSVP Interface-Based Receiver
Proxy

« Examples Configuring RSV P Interface-Based Receiver Proxy, page 183
» Examples Verifying RSVP Interface-Based Receiver Proxy, page 183
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Examples Configuring RSVP Interface-Based Receiver Proxy

Note

The four-router network in the figure below contains the following configurations:

Figure 19
) Router 2 ,
Ethernet1/0 (Middle) ?ernet.?.-ﬂ
ﬁfﬁé; Etherneto/o Ethernet3/o F:?r'ﬁ"itleprf
Ethernetd/0
Ethernst3/0
Router 4 E
(Tail B) n

Configuring a Receiver Proxy on a Middle Router on Behalf of Tailend Routers

The following example configures a receiver proxy, also called alistener, on the middle router (Router 2)
on behalf of the two tailend routers (Routers 3 and 4):

Rout er# configure term nal

Enter configuration commands, one per line. End with CNTL/Z.
Router(config)# interface ethernet 2/0

Router(config-if)# ip rsvp |istener outbound reply
Rout er (config-if)# exit

Router(config)# interface ethernet 3/0

Router(config-if)# ip rsvp |istener outbound reject
Rout er (config-if)# end

Configuring PATH Messages from a Headend Router to Tailend Routers to Test the Receiver Proxy

If you do not have another headend router generating RSV P PATH messages available, configure onein
the network for the specific purpose of testing RSV P features such as the receiver proxy. Note that these
commands are not expected (or supported) in afinal deployment.

The following example configures four PATH messages from the headend router (Router 1) to the tailend
routers (Routers 3 and 4):

Rout er# configure term nal

Enter configuration commands, one per line. End with CNTL/Z.
Router(config)# ip rsvp sender-host 10.0.0.5 10.0.0.1 TCP 2 2 100 10
Router(config)# ip rsvp sender-host 10.0.0.5 10.0.0.1 UDP 1 1 100 10
Rout er (config)# ip rsvp sender-host 10.0.0.7 .1 TCP 4 4 100 10
Router(config)# ip rsvp sender-host 10.0.0.7 .1 UDP 3 3 100 10
Rout er (confi g)# end

.0.0
10.0.0

Examples Verifying RSVP Interface-Based Receiver Proxy
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Verifying the PATH Messages in the Database
The following example verifies that the PATH messages you configured are in the database:

Rout er# show i p rsvp sender

To From Pro DPort Sport Prev Hop I/F BPS

10.0.0.5 10.0.0.1 TCP 2 2 none none 100K
10.0.0.5 10.0.0.1 UDP 1 1 none none 100K
10.0.0.7 10.0.0.1 TCP 4 4 none none 100K
10.0.0.7 10.0.0.1 UDP 3 3 none none 100K

The following example verifies that a PATH message has been terminated by a receiver proxy configured
to reply.

Note A receiver proxy that is configured to reject does not cause any state to be stored in the RSV P database;
therefore, this show command does not display these PATHS. Only one PATH message is shown.

Rout er# show i p rsvp sender detai
PATH:
Destination 10.0.0.5, Protocol _Id 17, Don't Police , DstPort 1
Sender address: 10.0.0.1, port: 1
Path refreshes:
arriving: fromPHOP 10.1.2.1 on Et0/0 every 30000 nsecs
Traffic paranms - Rate: 100K bits/sec, Max. burst: 10K bytes
Mn Policed Unit: O bytes, Max Pkt Size 2147483647 bytes
Path |1 D handl e: 01000402
Incom ng policy: Accepted. Policy source(s): Default
Status: Proxy-termninated
Qut put on Ethernet2/0. Policy status: NOT Forwardi ng. Handl e: 02000401
Pol i cy source(s)
Path FLR Never repaired

Verifying the Running Configuration

The following example verifies the configuration for Ethernet interface 2/0:

Rout er # show runni ng-config interface Ethernet2/0
Bui | di ng configuration..
Current configuration : 132 bytes
|
interface Ethernet2/0
ip address 172.16.0.1 255.0.0.0
no cdp enabl e
ip rsvp bandw dth 2000
ip rsvp listener outbound reply
end

The following example verifies the configuration for Ethernet interface 3/0:

Rout er # show runni ng-config interface Ethernet3/0
Bui | di ng configuration..
Current configuration : 133 bytes
|
interface Ethernet3/0
ip address 172.16.0.2 255.0.0.0
no cdp enabl e
ip rsvp bandwi dth 2000
ip rsvp |istener outbound reject
end
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Verifying the Listeners

The following example verifies the listeners (proxies) that you configured on the middle router (Router 2)
on behalf of the two tailend routers (Routers 3 and 4):

To Pr ot ocol DPor t Descri ption Acti on Qutlf
10.0.0.0 0 0 RSVP Proxy reply Et2/0
10.0.0.0 0 0 RSVP Pr oxy reject Et3/0

Verifying the Reservations

The following example displays reservations established by the middle router (Router 2) on behalf of the
tailend routers (Routers 3 and 4) as seen from the headend router (Router 1):

Rout er# show i p rsvp reservation

To From Pro DPort Sport Next Hop I/F Fi Serv BPS
10.0.0.7 10.0.0.1 TCP 4 4 10.0.0.2 Et1/0 FF RATE 100K
10.0.0.7 10.0.0.1 UbP 3 3 10.0.0.2 Et1/0 FF RATE 100K

The following example verifies that areservation islocally generated (proxied). Only one reservation is
shown:

Router# show ip rsvp reservation detail

RSVP Reservation. Destination is 10.0.0.7, Source is 10.0.0.1,
Protocol is UDP, Destination port is 1, Source port is 1
Next Hop: 10.2.3.3 on Ethernet2/0
Reservation Style is Fixed-Filter, QS Service is Cuaranteed-Rate
Resv | D handl e: 01000405.
Created: 09:24:24 EST Fri Jun 2 2006
Average Bitrate is 100K bits/sec, Maxi mum Burst is 10K bytes
Mn Policed Unit: O bytes, Max Pkt Size: 0 bytes
Status: Proxied
Policy: Forwarding. Policy source(s): Default

Verifying CAC on an Outbound Interface
The following example verifies that the proxied reservation performed CAC on the local outbound

interface:

Rout er# show ip rsvp installed

RSVP: Ethernet3/0 has no installed reservations

RSVP: Et hernet2/0

BPS To From Protoc DPort Sport
100K 10.0.0.7 10.0.0.1 UDP 1 1

Additional References

The following sections provide references related to the RSV P Interface-Based Receiver Proxy feature.

Related Documents

Related Topic Document Title

QoS commands. complete command syntax, Cisco 10S Quality of Service Solutions Command
command modes, command history, defaults, usage Reference
guidelines, and examples

QoS configuration tasks related to RSVP "Configuring RSVP" module
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Feature Information for RSVP Interface-Based Receiver Proxy

Related Topic

Document Title

Internet draft

RSVP Proxy Approaches, Internet draft, October
2006 [draft-1efaucheur-tsvwg-rsvp-proxy-00.txt]

Cisco |OS commands

Cisco 10S Master Commands List, All Releases

Standards

Standard

Title

No new or modified standards are supported by this
feature, and support for existing standards has not
been modified by thisfeature.

MIBs

MIBs Link

No new or modified MIBs are supported by this
feature, and support for existing MI1Bs has not been
modified by this feature.

To locate and download MIBs for selected
platforms, Cisco 10S releases, and feature sets, use
Cisco MIB Locator found at the following URL:

http://www.cisco.com/go/mibs

RFCs
RFC Title
RFC 2205 Resource ReSerVation Protocol (RSVP)

Technical Assistance

Description

Link

The Cisco Support and Documentation website
provides online resources to download
documentation, software, and tools. Use these
resources to install and configure the software and
to troubleshoot and resolve technical issueswith
Cisco products and technologies. Access to most
tools on the Cisco Support and Documentation
website requires a Cisco.com user ID and
password.

http://www.cisco.com/cisco/web/support/
index.html

Feature Information for RSVP Interface-Based Receiver Proxy

The following table provides rel ease information about the feature or features described in this module.
Thistable lists only the software release that introduced support for a given feature in a given software
release train. Unless noted otherwise, subsequent releases of that software release train also support that

feature.

. QoS: RSVP Configuration Guide, Cisco 10S Release 12.28X
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Glossary

Glossary .

Use Cisco Feature Navigator to find information about platform support and Cisco software image support.
To access Cisco Feature Navigator, go to www.cisco.com/go/cfn. An account on Cisco.com is hot required.

Table 6 Feature Information for RSVP Interface-Based Receiver Proxy
Feature Name Releases Feature Information
RSVP Interface-Based Receiver  12.2(28)SXF5 12.2(33)SRB, The RSVP Interface-Based
Proxy 15.0(1)M Receiver Proxy feature lets you

configure a proxy router by
outbound interface instead of
configuring a destination address
for each flow going through the
same interface.

In Cisco 10S Release
12.2(33)SRB, support was added
for the Cisco 7600 series routers.

This feature was integrated into
Cisco 10S Release 15.0(1)M.

The following commands were
introduced or modified: ip rsvp
bandwidth, ip rsvp listener
outbound, show ip rsvp
listeners, show ip rsvp
reservation, show ip rsvp
sender.

flow --A stream of data traveling between two endpoints across a network (for example, from one LAN
station to another). Multiple flows can be transmitted on a single circuit.

PE router --provider edge router. A router that is part of a service provider’s network and is connected to a
customer edge (CE) router.

proxy --A component of RSV P that manages all locally originated and terminated state.

receiver proxy --A configurable feature that allows arouter to proxy RSVP RESV messages for local or
remote destinations.

RSV P --Resource Reservation Protocol. A protocol for reserving network resources to provide quality of
service guarantees to application flows.

set-top box --A computer that acts as areceiver and decodes the incoming signal from a satellite dish, a
cable network, or atelephone line.

Cisco and the Cisco Logo are trademarks of Cisco Systems, Inc. and/or its affiliatesin the U.S. and other
countries. A listing of Cisco's trademarks can be found at www.cisco.com/go/trademarks. Third party
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trademarks mentioned are the property of their respective owners. The use of the word partner does not
imply a partnership relationship between Cisco and any other company. (1005R)

Any Internet Protocol (IP) addresses and phone numbers used in this document are not intended to be
actual addresses and phone numbers. Any examples, command display output, network topology diagrams,
and other figures included in the document are shown for illustrative purposes only. Any use of actual 1P
addresses or phone numbersin illustrative content is unintentional and coincidental.
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RSVP Aggregation

The RSV P Aggregation feature allows the Resource Reservation Protocol (RSVP) state to be reduced
within an RSVP/DiffServ network by aggregating many smaller reservationsinto asingle, larger
reservation at the edge.

»  Finding Feature Information, page 189

» Prerequisitesfor RSVP Aggregation, page 189

» Restrictionsfor RSVP Aggregation, page 190

e Information About RSVP Aggregation, page 191

* How to Configure RSV P Aggregation, page 194

»  Configuration Examplesfor RSVP Aggregation, page 213
e Additional References, page 217

*  Feature Information for RSVP Aggregation, page 218

* Glossary, page 219

Finding Feature Information

Y our software release may not support all the features documented in this module. For the latest feature
information and caveats, see the release notes for your platform and software release. To find information
about the features documented in this module, and to see alist of the releases in which each feature is
supported, see the Feature Information Table at the end of this document.

Use Cisco Feature Navigator to find information about platform support and Cisco software image support.
To access Cisco Feature Navigator, go to www.cisco.com/go/cfn. An account on Cisco.com is not required.

Prerequisites for RSVP Aggregation

Y ou must configure at least two aggregating nodes (provider edge [PE] devices), oneinterior node
(provider [P] device) and two end user nodes (customer edge [CE] devices) within your network.

Y ou must configure your network to support the following Cisco 10S features:
« RSVP

e Class Based Weighted Fair Queuing (CBWFQ)
¢ RSVP Scaability Enhancements

QoS: RSVP Configuration Guide, Cisco 10S Release 12.28X
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. Restrictions for RSVP Aggregation

A

Note Y ou configure these features because Cisco |OS Release 12.2(33)SRC supports control plane aggregation
only. Dataplane aggregation must be achieved by using the RSV P Scalability Enhancements.

Restrictions for RSVP Aggregation

Functionality Restrictions

The following functionality is not supported:

e Multilevel aggregation

« Multiple, adjacent aggregation regions

¢ Dynamic resizing of aggregate reservations

« Policing of end-to-end (E2E) reservations by the aggregator

* Policing of aggregate reservations by interior routers

« Differentiated Services Code Point (DSCP) marking by the aggregator

¢ Equal Cost Multiple Paths (ECMP) load-balancing within the aggregation region

¢ RSVP Fast Local Repair in case of arouting change resulting in a different aggregator or
deaggregator, admission control is performed on E2E PATH refresh

e Multicast RSV P reservations
¢ RSVP policy serversincluding Common Open Policy Server (COPS)
« Dataplane aggregation

The following functionality is supported:

« Multiple, non-adjacent aggregation regions
e Control plane aggregation

A

Note RSV P/DiffServ using CBWFQ provides the dataplane aggregation.

Configuration Restrictions

«  Sources should not send marked packets without an installed reservation.

¢ Sources should not send marked packets that exceed the reserved bandwidth.

» Sources should not send marked packets to a destination other than the reserved path.

¢ All RSVP capable routers within an aggregation region regardless of role must support the aggregation
feature to recognize the RFC 3175 RSV P message formats properly.

¢ E2E reservations must be present to establish dynamic aggregates; aggregates cannot be established
manually.

e Aggregates are established at a fixed bandwidth regardiess of the number of current E2E reservations
being aggregated.

e Aggregators and deaggregators must be paired to avoid blackholing of E2E reservations because of
dynamic aggregate establishment.

QoS: RSVP Configuration Guide, Cisco 10S Release 12.28X
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Feature Overview of RSVP Aggregation

A

Note

Information About RSVP Aggregation .

Blackholing means that the reservation is never established. If an E2E reservation crosses from an exterior
to aninterior interface, the E2E reservation turnsinto an RSV P-E2E-IGNORE protocol packet. If thereis
no corresponding deaggregator, a router where this RSV P-E2E-I GNORE reservation crosses an interior to
an exterior interface, then the RSVP-E2E-IGNORE reservation is never restored to an E2E reservation. The
RSV P-E2E-IGNORE reservation eventually reaches its destination, which is the RSV P receiver; however,
the RSV P receiver does not know what to do with the RSV P-E2E-IGNORE reservation and discards the
packet.

Information About RSVP Aggregation

» Feature Overview of RSVP Aggregation, page 191
« Benefits of RSVP Aggregation, page 194

Feature Overview of RSVP Aggregation

e High Level Overview, page 191
* How Aggregation Functions, page 191
e Integration with RSVP Features, page 194

High Level Overview

The establishment of a single RSV P reservation requires alarge amount of resources including memory
allocated for the associated data structures, CPU for handling signaling messages, 1/O operations for
datapath programming, interprocess communication, and signaling message transmission.

When alarge number of small reservations are established, the resources required for setting and
maintaining these reservations may exceed a node's capacity to the point where the node’ s performanceis
significantly degraded or it becomes unusable. The RSV P Aggregation feature addresses this scalability
issue by introducing flow aggregation.

Flow aggregation is a mechanism wherein RSV P state can be reduced within a core router by aggregating
many smaller reservations into asingle, larger reservation at the network edge. This preserves the ability to
perform connection admission control on core router links within the RSV P/Diff Serv network while
reducing signaling resource overhead.

How Aggregation Functions
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. Aggregate RSVP DiffServ Integration Topology

Common segments of multiple end-to-end (E2E) reservations are aggregated over an aggregation region
into alarger reservation that is called an aggregate reservation. An aggregation region is a connected set of
nodes that are capable of performing RSV P aggregation as shown in the figure below.

Figure 20
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There are three types of nodes within an aggregation region:

e Aggregator--Aggregates multiple E2E reservations.

« Deaggregator--Deaggregates E2E reservations; provides mapping of E2E reservations onto aggregates.

¢ Interior--Neither aggregates or deaggregates, but is an RSV P core router that understands RFC 3175
formatted RSV P messages. Core/interior routers 1 through 4 are examples shown in the figure above.

There are two types of interfaces on the aggregator/deaggregator nodes:

e Exterior interface--The interface is not part of the aggregate region.
e Interior interface--The interface is part of the aggregate region.

Any router that is part of the aggregate region must have at least one interior interface and may have one or

more exterior interfaces. Depending on the types of interfaces spanned by an |Pv4 flow, a node can be an
aggregator, a deaggregator, or an interior router with respect to that flow.

e Aggregate RSVP DiffServ Integration Topology, page 192

Aggregate RSVP DiffServ Integration Topology

RSV P aggregation further enhances RSV P scalability within an RSV P/DiffServ network as shown in the
figure above by allowing the establishment of aggregate reservations across an aggregation region. This
allows for aggregated connection admission control on coref/interior router interfaces. Running RSV P on
the coréef/interior routers allows for more predictable bandwidth use during normal and failure scenarios.

The voice gateways are running classic RSV P, which means RSV P is keeping a state per flow and also
classifying, marking, and scheduling packets on a per-flow basis. The edge/aggregation routers are running

QoS: RSVP Configuration Guide, Cisco 10S Release 12.28X
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Aggregate RSVP DiffServ Integration Topology .

RSV P with scalability enhancements for admission control on the exterior interfaces connected to the voice
gateways and running RSV P aggregation on the interfaces connected to core/interior routers 1 and 3. The
coref/interior routersin the RSV P/DiffServ network are running RSV P for the establishment of the
aggregate reservations. The edge and coréef/interior routers inside the RSV P/Diff Serv network also
implement a specific per hop behavior (PHB) for a collection of flows that have the same DSCP.

The voice gateways identify voice data packets and set the appropriate DSCP in their |P headers so that the
packets are classified into the priority classin the edge/aggregation routers and in core/interior routers 1, 2,
3orl 43

Theinterior interfaces on the edge/aggregation/deaggregation routers (labeled A and B) connected to core/
interior routers 1 and 3 are running RSV P aggregation. They are performing admission control only per
flow against the RSV P bandwidth of the aggregate reservation for the corresponding DSCP.

Admission control is performed at the deaggregator because it is the first edge node to receive the returning
E2E RSVP RESV message. CBWFQ is performing the classification, policing, and scheduling functions on
all nodes within the RSVP/DiffServ network including the edge routers.

Aggregate reservations are dynamically established over an aggregation region when an E2E reservation
enters an aggregation region by crossing from an exterior to an interior interface; for example, when voice
gateway C initiates an E2E reservation to voice gateway D. The aggregation is accomplished by "hiding"
the E2E RSV P messages from the RSV P nodes inside the aggregation region. Thisis achieved with a new
IP protocol, RSV P-E2E-IGNORE, that replaces the standard RSV P protocol in E2E PATH, PATHTEAR,
and RESV CONF messages. This protocol change to RSV P-E2E-IGNORE is performed by the aggregator
when the message enters the aggregation region and later restored back to RSV P by the deaggregator when
the message exits the aggregation region. Thus, the aggregator and deaggregator pairs for agiven flow are
dynamically discovered during the E2E PATH establishment.

The deaggregator router 2 is responsible for mapping the E2E PATH onto an aggregate reservation per the
configured policy. If an aggregate reservation with the corresponding aggregator router 1 and aDSCPis
established, the E2E PATH is forwarded. Otherwise a new aggregate at the requisite DSCP is established,
and then the E2E PATH isforwarded. The establishment of this new aggregate is for the fixed bandwidth
parameters configured at the deaggregator router 2. Aggregate PATH messages are sent from the
aggregator to the deaggregator using RSVP s normal | P protocol. Aggregate RESV messages are sent back
from the deaggregator to the aggregator, thus establishing an aggregate reservation on behalf of the set of
E2E flows that use this aggregator and deaggregator. All RSV P capable interior nodes process the
aggregate reservation request following normal RSV P processing including any configured local policy.

The RSVP-E2E-IGNORE messages are ignored by the coref/interior routers, no E2E reservation states are
created, and the message is forwarded as | P. As a consequence, the previous hop/next hop (PHOP/ NHOP)
for each RSV P-E2E-IGNORE message received at the deaggregator or aggregator is the aggregator or
deaggregator node. Therefore, all messages destined to the next or previous hop (RSV P error messages, for
example) do not require the protocol to be changed when they traverse the aggregation region.

By setting up a small number of aggregate reservations on behalf of alarge number of E2E flows, the
number of states stored at core/interior routers and the amount of signal processing within the aggregation
region is reduced.

In addition, by using differentiated services mechanisms for classification and scheduling of traffic
supported by aggregate reservations rather than performing per aggregate reservation classification and
scheduling, the amount of classification and scheduling state in the aggregation region is further reduced.
Thisreduction is independent of the number of E2E reservations and the number of aggregate reservations
in the aggregation region. One or more RSV P/DiffServ DSCPs are used to identify the traffic covered by
aggregate reservations, and one or more RSV P/DiffServ per hop behaviors (PHBS) are used to offer the
required forwarding treatment to this traffic. There may be more than one aggregate reservation between
the same pair of routers, each representing different classes of traffic and each using a different DSCP and a
different PHB.
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. Integration with RSVP Features

Integration with RSVP Features

RSV P aggregation has been integrated with many RSV P features, including the following:

¢ RSVP Fast Loca Repair
¢ RSVPLoca Policy Support
¢ RSVP Refresh Reduction and Reliable Messaging

Benefits of RSVP Aggregation

Enhanced Scalability

Aggregating alarge number of small reservations into one reservation requires fewer resources for
signaling, setting, and maintaining the reservation thereby increasing scal ability.

Enhanced Bandwidth Usage within RSVP/DiffServ Core Network

Aggregate reservations across an RSV P/DiffServ network allow for more predictable bandwidth use of
core links across RSV P/Diff Serv PHBs. Aggregate reservations can use RSV P fast local repair and local
policy preemption features for determining bandwidth use during failure scenarios.

How to Conflgure RSVP Aggregation

Configuring RSV P Scalability Enhancements, page 194
« Configuring Interfaces with Aggregation Role, page 203
» Configuring Aggregation Mapping on a Deaggregator, page 204
« Configuring Aggregate Reservation Attributes on a Deaggregator, page 205
» Configuring an RSV P Aggregation Router ID, page 207
» Enabling RSVP Aggregation, page 208
e Configuring RSVP Loca Policy, page 209
» Verifying the RSVP Aggregation Configuration, page 211

Configuring RSVP Scalability Enhancements

All interfaces on nodes running Cisco 10S Release 12.2(33)SRC software must be configured with RSVP
Scalability Enhancements.

Interior nodes only require RSV P Scalability Enhancements (RSV P/DiffServ) configuration. Interior nodes
simply need to have RSV P/DiffServ configured and be running Cisco |OS Release 12.2(33)SRC with

RSV P aggregation support to enable the nodes to process per normal RSV P processing rules RFC 3175
formatted messages properly. Thisis because Cisco 10S Release 12.2(33)SRC supports control plane
aggregation only. Dataplane aggregation must be achieved by using the RSV P Scalability Enhancements.

QoS: RSVP Configuration Guide, Cisco 10S Release 12.28X
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Enabling RSVP on an Interface .

Perform these tasks on all nodes within the aggregation region including aggregators, deaggregators, and
interior nodes.

This section includes the following procedures:
« Enabling RSVP on an Interface, page 195
» Setting the Resource Provider, page 196
« Disabling Data Packet Classification, page 197
e Configuring Class and Policy Maps, page 198
« Attaching aPolicy Map to an Interface, page 201

Enabling RSVP on an Interface

SUMMARY STEPS
1. enable
2. configureterminal
3. interface type number
4. ip rsvp bandwidth [interface-kbps ][single-flow-kbps ]
5 end
DETAILED STEPS
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
e Enter your password if prompted.
Example:

Rout er> enabl e

Step 2 configureterminal Enters global configuration mode.

Example:

Rout er# configure term nal

Step 3 interface type number Configures the interface type and entersinterface configuration
mode.

Example:

Rout er (config)# interface Ethernet0/0

QoS: RSVP Configuration Guide, Cisco 10S Release 12.28X .
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. Setting the Resource Provider

Command or Action Purpose
Step 4 ip rsvp bandwidth [interface-kbps][single-flow- | Enables RSV P bandwidth on an interface.
kb, . . .
ps] ¢ Theoptiona interface-kbps and single-flow-kbps arguments
specify the amount of bandwidth that can be allocated by
Example: RSVP flows or to asingle flow, respectively. Values are from 1

to 10000000.

Router (config-if)# ip rsvp bandwi dth 7500 Note Repeat this command for each interface that you want to

enable.

Step5 end (Optional) Returnsto privileged EXEC mode.

Example:

Rout er (config-if)# end

Setting the Resource Provider

A

Note Resource provider was formerly called QoS provider.

SUMMARY STEPS
1. enable
2. configureterminal
3. interface type number
4. ip rsvp resource-provider [none | wfg-interface | wfg-pvc]
5 end
DETAILED STEPS
Command or Action Purpose
Step1 enable Enables privileged EXEC mode.
» Enter your password if prompted.
Example:
Rout er > enabl e
Step 2 configureterminal Enters global configuration mode.
Example:
Rout er# configure term nal

QoS: RSVP Configuration Guide, Cisco 10S Release 12.28X
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Disabling Data Packet Classification .
Command or Action Purpose
Step 3 interface type number Configures the interface type and enters interface configuration mode.
Example:

Rout er (config)# interface Ethernet0/0

Step 4 ip rsvp resource-provider [none | wfg- Sets the resource provider.
interface | wfg-pvc
| whg-puc] * Enter the optional none keyword to set the resource provider to none

regardless of whether oneis configured on the interface.

Example: Note Setting the resource provider to none instructs RSV P to not
Rout er (config-if)# ip rsvp resource- associate any res.ources,.such aswaghted fair queueing (WFQ)
provi der none queues or bandwidth, with a reservation.

» Enter the optiona wfg-interface keyword to specify WFQ asthe
resource provider on the interface.

* Enter the optional wfg-pvc keyword to specify WFQ as the resource
provider on the permanent virtual circuit (PVC) or connection.

Step5 end (Optional) Returnsto privileged EXEC mode.

Example:

Rout er (config-if)# end

Disabling Data Packet Classification

Y

Note Disabling data packet classification instructs RSV P not to process every packet, but to perform admission
control only.

SUMMARY STEPS

enable

configureterminal

interface type number

ip rsvp data-packet classification none
end

S
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. Configuring Class and Policy Maps

DETAILED STEPS

Command or Action

Purpose

Step1 enable

Example:

Rout er > enabl e

Enables privileged EXEC mode.

» Enter your password if prompted.

Step 2 configureterminal

Example:

Rout er# configure term nal

Enters global configuration mode.

Step 3 interface type number

Example:

Router(config)# interface Ethernet0/0

Configures the interface type and enters interface
configuration mode.

Step 4 ip rsvp data-packet classification none

Example:

Router(config-if)# ip rsvp data-packet classification none

Disables data packet classification.

Step5 end

Example:

Rout er (config-if)# end

(Optional) Returnsto privileged EXEC mode.

Configuring Class and Policy Maps

. QoS: RSVP Configuration Guide, Cisco 10S Release 12.28X
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Configuring Class and Policy Maps .

SUMMARY STEPS

1.

enable

2. configureterminal

[

class-map [type { stack | access-control | port-filter | queue-threshold}] [match-all | match-any] class-
map-name

4, match access-group {access-group | name access-group-name}
5. exit
6. policy-map [type access-control] policy-map-name
1. class{class-name | class-default}
8. priority { bandwidth-kbps | percent percentage} [burst]
9. end
DETAILED STEPS
Command or Action Purpose
Step1 enable Enables privileged EXEC mode.
« Enter your password if prompted.
Example:

Rout er> enabl e

Step 2 configureterminal Enters global configuration mode.

Example:

Rout er# configure term nal
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. Configuring Class and Policy Maps

Command or Action

Purpose

Step 3 class-map [type { stack | access-control
| port-filter | queue-threshold}] [match-
al | match-any] class-map-name

Example:

Rout er (config)# cl ass-map nat ch-
all voice

Creates a class map to be used for matching packets to a specified class and
enters class-map configuration mode.

* Theoptional type stack keywords enable the flexible packet matching
(FPM) functionality to determine the correct protocol stack in which to
examine.

Note |f the appropriate protocol header description files (PHDFs) have been
loaded onto the router (viathe load protocolcommand), a stack of
protocol headers can be defined so the filter can determine which headers
are present and in what order.

* The optional type access-control keywords determine the exact pattern to
look for in the protocol stack of interest.

Note You must specify astack class map (viathetype stack keywords) before
you can specify an access-control class map (viathe type access-control

keywords).

* Theoptiona type port-filter keywords create a port-filter class-map that
enables the TCP/UDP port policing of control plane packets.

Note \When enabled, these keywords provide filtering of traffic destined to
specific ports on the control plane host subinterface.

* The optiona type queue-threshold keywords enable queue thresholding
that limits the total number of packets for a specified protocol that is
allowed in the control plane IP input queue. This feature applies only to
control plane host subinterface.

* The optiona match-all | match-any keywords determine how packets are
evaluated when multiple match criteria exist. Packets must either meet all of
the match criteria (match-all) or one of the match criteria (match-any) in
order to be considered a member of the class.

Step 4 match access-group {access-group |
name access-group-name}

Example:

Rout er (confi g- cnap) # mat ch
access-group 100

Specifies the numbered access list against whose contents packets are checked to
determineif they match the criteria specified in the class map.

Note After you create the class map, you configure its match criteria. Here are
some of the commands that you can use:

e o match access-group
o match input-interface
o match mpls experimental
o match protocol
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Attaching a Policy Map to an Interface

Command or Action Purpose
Step 5 exit Exits to global configuration mode.
Example:

Step 6

Step 7

Step 8

Step 9

Rout er (confi g-cmap) # exit

policy-map [type access-control]
policy-map-name

Example:

Rout er (config)# policy-map w qg-
voi p

Creates or modifies a policy map that can be attached to one or more interfaces to
specify a service policy and enters policy-map configuration mode.

* The optiona type access-control keywords determine the exact pattern to
look for in the protocol stack of interest.

class{class-name | class-default}

Example:

Rout er (confi g- pmap-c) # cl ass
voi ce

Specifies the class so that you can configure or modify its policy. Enters policy-
map class configuration mode.

» Enter the class name or use the class-defaultkeyword.

priority { bandwidth-kbps | percent
percentage} [burst]

Example:

Rout er (confi g-pmap-c)# priority
24

(Optional) Prioritizes a class of traffic belonging to a policy map.

« Theoptional burst argument specifies the burst size in bytes. The burst size
configures the network to accommodate temporary bursts of traffic. The
default burst value, which is computed as 200 milliseconds of traffic at the
configured bandwidth rate, is used when the burst argument is not specified.
The range of the burst isfrom 32 to 2000000 bytes.

end

Example:

Rout er (confi g- - pmap-c) # end

(Optional) Returnsto privileged EXEC mode.

Attaching a Policy Map to an Interface

MY

Note

If at the time you configure the RSV P scalability enhancements, there are existing reservations that use

classic RSVP, no additional marking, classification, or scheduling is provided for these flows. Y ou can also
delete these reservations after you configure the RSV P scalability enhancements.
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. Attaching a Policy Map to an Interface

SUMMARY STEPS
1. enable
2. configureterminal
3. interface type number
4. service-policy [type access-control] {input | output} policy-map-name
5 end
DETAILED STEPS
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
» Enter your password if prompted.
Example:
Rout er > enabl e
Step 2 configureterminal Enters global configuration mode.

Example:

Rout er# configure term nal

Step 3 interface type number Configures the interface type and enters interface configuration mode.

Example:

Rout er (config)# interface Ethernet0/0

Step 4 service-policy [type access-control] {input | | Specifies the name of the policy map to be attached to the input or output
output} policy-map-name direction of the interface.

Note Policy maps can be attached in the input or output direction of an
interface. The direction and the router to which the policy map

Example: should be attached vary according to the network configuration.
Rout er (confi g-if)# service-pol i cy Wheq using the service-policy command to attach t'he policy map
out put POLI CY- ATM to an interface, be sure to choose the router and the interface
direction that are appropriate for the network configuration.
* Theoptional type access-control keywords determine the exact
pattern to ook for in the protocol stack of interest.
* Enter the policy-map name.
Step5 end (Optional) Returns to privileged EXEC mode.
Example:

Rout er (config-if)# end

. QoS: RSVP Configuration Guide, Cisco 10S Release 12.28X



| Configuring Interfaces with Aggregation Role
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Configuring Interfaces with Aggregation Role
Perform this task on aggregator and deaggregators to specify which interfaces are facing the aggregation

region.

Y

Note

Y ou do not need to perform thistask on interior routers; that is, nodes having interior interfaces only.

SUMMARY STEPS

enable

configureterminal

interface type number

ip rsvp aggregation roleinterior

o ek DN =

end

DETAILED STEPS

Step 1

Step 2

Step 3

Step 4

Step 5

Repeat Step 4 as needed to configure additional aggregator and deaggregator interfaces.

Command or Action

Purpose

enable

Example:

Rout er> enabl e

Enables privileged EXEC mode.

» Enter your password if prompted.

configureterminal

Example:

Rout er# configure term nal

Enters global configuration mode.

interface type number

Example:

Rout er (config)# interface Ethernet0/0

Configures the interface type and enters interface
configuration mode.

ip rsvp aggregation roleinterior

Example:

Router(config-if)# ip rsvp aggregation role interior

Enables RSV P aggregation on an aggregator or
deaggregator’ s interface.

Repeat Step 4 as needed to configure additional aggregator and

deaggregator interfaces.

Configures additional aggregator and deaggregator
interfaces.
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Command or Action Purpose

Step6 end

Example:

Rout er (config-if)# end

(Optional) Returnsto privileged EXEC mode.

Configuring Aggregation Mapping on a Deaggregator

A

Note

Note

Typically, an edge router acts as both an aggregator and deaggregator because of the unidirectional nature
of RSVP reservations. Most applications require bidirectional reservations. Therefore, these parameters are
used by a deaggregator when mapping E2E reservations onto aggregates during the dynamic aggregate
reservation process.

Y ou should configure an access control list (ACL) to define a group of RSV P endpoints whose reservations
will be aggregated onto a single aggregate reservation session identified by the specified DSCP. Then for
each ACL, define a map configuration.

In classic (unaggregated) RSV P, a session isidentified in the reservation message session object by the
destination | P address and protocol information. In RSV P aggregation, a session is identified by the
destination | P address and DSCP within the session object of the aggregate RSV P message. E2E
reservations are mapped onto a particular aggregate RSV P session identified by the E2E reservation session
object alone or a combination of the session object and sender template or filter spec.

Extended ACLs

The ACLs used within theip rsvp aggregation ip map command match the RSV P message objects as
followsfor an extended ACL:

e Source | P address and port match the RSV P PATH message sender template or RSVP RESV message
filter spec; thisisthe IP source or the RSV P sender.

¢ Destination |P address and port match the RSVP PATH/RESV message session object | P address; this
isthe I P destination address or the RSVP receiver.

¢ Protocol matches the RSVP PATH/RESV message session object protocol; if protocol = IP, then it
matches the source or destination address as above.

Standard ACLs

The ACLs used within the ip rsvp aggregation ip map command match the RSV P message objects as
followsfor astandard ACL:

¢ |P address matches the RSVP PATH message sender template or RSVP RESV message filter spec;
thisisthe | P source address or the RSV P sender.
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N |



| Configuring Aggregate Reservation Attributes on a Deaggregator

SUMMARY STEPS

enable
configureterminal

L

end

DETAILED STEPS

Step 1

Step 2

Step 3

Step 4

Attaching a Policy Map to an Interface .

ip rsvp aggregation ip map {access-list {acl-number} | any} dscp value

Command or Action

Purpose

enable

Example:

Rout er > enabl e

Enables privileged EXEC mode.

e Enter your password if prompted.

configureterminal

Example:

Rout er# configure term nal

Enters global configuration mode.

ip rsvp aggregation ip map {access-list {acl-number} |
any} dscp value
Example:

Router (config)# ip rsvp aggregation ip map any
dscp af4l

Configures RSV P aggregation rules that tell arouter how
to map E2E reservations onto aggregate reservations.

» Thekeywords and arguments specify additional
information such as DSCP values.

end

Example:

Rout er (confi g)# end

(Optional) Returnsto privileged EXEC mode.

Configuring Aggregate Reservation Attributes on a Deaggregator
Perform this task on a deaggregator to configure the aggregate reservation attributes (also called token

bucket parameters) on a per-DSCP basis.
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A
Note Typically, an edge router acts as both an aggregator and deaggregator because of the unidirectional nature
of RSVP reservations. Most applications require bidirectional reservations. Therefore, these parameters are
used by a deaggregator when mapping E2E reservations onto aggregates during the dynamic aggregate
reservation process.
SUMMARY STEPS
1. enable
2. configureterminal
3. ip rsvp aggregation ip reservation dscp value [aggregator agg-ip-address] traffic-params static
rate data-rate [burst burst-size] [peak peak-rate]
4. end
DETAILED STEPS
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
» Enter your password if prompted.
Example:
Rout er> enabl e
Step 2 configureterminal Enters global configuration mode.
Example:
Rout er# configure term nal
Step 3 ip rsvp aggregation ip reservation dscp value [aggregator agg-ip- | Configures RSV P aggregate reservation attributes
address] traffic-params static rate data-rate [bur st burst-size] (also called token bucket parameters) on a per-
[peak peak-rate] DSCP basis.
e Thekeywords and arguments specify
additional information.
Example:
Rout er (config)# ip rsvp aggregation ip reservation dscp afll
aggregator 10.10.10.10 traffic-params static rate 10 burst 8
peak 10
Step4 end (Optional) Returnsto privileged EXEC mode.
Example:

Rout er (config)# end
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Configuring an RSVP Aggregation Router ID

N

Note

Perform this task on aggregators and deaggregators to configure an RSV P aggregation router 1D.

Both aggregators and deaggregators need to be identified with a stable and routable IP address. Thisisthe
RFC 3175 router ID, which is aso the IP address of the loopback interface with the lowest number. If there
is no loophack interface configured or all those configured are down, then there will be no router 1D
assigned for the aggregating/deaggregating function and aggregate reservations will not be established.

Note Therouter ID may change if the associated |oopback interface goes down or its IP addressis removed. In
this case, the E2E and aggregate sessions are torn down. If anew router ID is determined, new E2E and
aggregate sessions will use the new router 1D.

SUMMARY STEPS
1. enable
2. configureterminal
3. interfaceloopback number
4. ip addressip-address subnet-mask/prefix
5 end
DETAILED STEPS
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
« Enter your password if prompted.
Example:
Rout er > enabl e
Step 2 configureterminal Enters global configuration mode.
Example:
Rout er# configure term nal
Step 3 interface loopback number Creates aloopback interface and entersinterface
configuration mode.
Examble: « Enter avaue for the number argument. Therangeis0to
ple: 2147483647
Rout er (config)# interface | oopback 1
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Command or Action Purpose

Step 4 ip addressip-address subnet-mask/prefix Configures an IP address and subnet mask or prefix on the

Example:

Rout er (config-if)# ip address 192.168.50.1
255. 255. 255.0

loopback interface.

Step5 end

Example:

Rout er (config-if)# end

(Optional) Returnsto privileged EXEC mode.

Enabling RSVP Aggregation

Perform this task on aggregators and deaggregators to enable RSV P aggregation globally after you have
completed all the previous aggregator and deaggregator configurations.

Thistask registers arouter to receive RSV P-E2E-IGNORE messages. It is hot necessary to perform this
task on interior routers because they are only processing RSV P aggregate reservations. If you do so, you
may decrease performance because the interior router will then unnecessarily process al the RSV P-E2E-
IGNORE messages.

Note If you enable RSV P aggregation globally on an interior router, then you should configure all interfaces as
interior.
SUMMARY STEPS
1. enable
2. configureterminal
3. ip rsvp aggregation ip
4. end
DETAILED STEPS
Command or Action Purpose
Step1 enable Enables privileged EXEC mode.
e Enter your password if prompted.
Example:
Rout er> enabl e
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Command or Action Purpose

Step2 configureterminal Enters global configuration mode.

Example:

Rout er# configure term nal

Step 3 ip rsvp aggregation ip Enables RSV P aggregation globally on an aggregator or deaggregator.

Example:

Router(config)# ip rsvp aggregation ip

Step4 end (Optional) Returnsto privileged EXEC mode.

Example:

Rout er (config)# end

Configuring RSVP Local Policy

Perform this task to apply alocal policy to an RSV P aggregate reservation.

A

Note In classic (unaggregated) RSV P, a session isidentified in the reservation message session object by the
destination | P address and protocol information. In RSV P aggregation, a session is identified by the
destination | P address and DSCP within the session object of the aggregate RSV P message. The dscp-ip
keyword matches the DSCP within the session object.

SUMMARY STEPS

1. enable
2. configureterminal

3. iprsvp policy local {acl acll acl2...acl8] | dscp-ip valuel [value2 ... value8] | default | identity aliasl
[alias2...aliasA] | origin-as asl as2...as8 }

4. {accept |forward [all | path| path-error | resv|resv-error] | default | exit | fast-reroute | local-
override | maximum {bandwidth [group X] [singley] | sendersn} preempt-priority [traffic-eng X]
setup-priority [hold-priority]}

5. end
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DETAILED STEPS

Command or Action

Purpose

Step1 enable

Example:

Rout er > enabl e

Enables privileged EXEC mode.

» Enter your password if prompted.

Step 2 configureterminal

Example:

Rout er# configure term nal

Enters global configuration mode.

Step 3 ip rsvp policy local {acl acll acl2...acl8] | dscp-ip
valuel [value? ... value8] | default | identity aliasl
[alias2...alias4] | origin-asasl as2...as8 }

Example:

Rout er (config)# ip rsvp policy |ocal dscp-
ip 46

Creates alocal policy to determine how RSV P resources are used in
anetwork and enterslocal policy configuration mode.

» Enter the dscp-ip valuekeyword and argument combination to
specify a DSCP for matching the session object DCSP within
the aggregate reservations. Va ues can be the following:

o 0to 63--Numerical. The default valueisO.

o af1l to af43--Assured forwarding (AF).

o cslto cs7--Type of service (ToS) precedence.
o default--Default DSCP.

o ef--Expedited Forwarding (EF).

Note You must associate at |east one DSCP with a DSCP-based
policy. However, you can associate as many as eight.

Step 4 {accept |forward [all | path| path-error | resv|
resv-error] | default | exit | fast-reroute | local-
override | maximum {bandwidth [group X]
[singley] | sendersn} preempt-priority [traffic-
eng X] setup-priority [hold-priority]}

Example:

Rout er (confi g-rsvp-policy-local)# forward
al |

(Optional) Defines the properties of the dscp-ip local policy that you
are creating. (These are the submode commands.)

Note Thisisan optional step. An empty policy rejects everything,
which may be desired in some cases.

Seetheip rsvp policy local command for more detailed information
on submode commands.

Step5 end

Example:

Rout er (confi g-rsvp-policy-local )# end

(Optional) Exitslocal policy configuration mode and returns to
privileged EXEC mode.
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Verifying the RSVP Aggregation Configuration

S

Note Y ou can use the following show commandsin user EXEC or privileged EXEC mode.

SUMMARY STEPS

1.
2.

enable

show ip rsvp aggregation ip [endpoints | interface [if-name] | map [dscp value]| reservation [dscp
value[aggregator ip-address]]

show ip rsvp aggregation ip endpoints [role{ aggr egator | deaggr egator}] [ip-address] [dscp value]
[detail]

show ip rsvp [atm-peak-rate-limit| counter s host| installed| interface| listener 5| neighbor| policy|

precedence] request| reservation| sbm| sender| signalling| tos]

show ip rsvp reservation [detail] [filter[destination ip-address | hostname] [dst-port port-number]

[sour ce ip-address | hostname][src-port port-number]]

show ip rsvp sender [detail] [filter[destination ip-address | hosthame] [dst-port port-number]
[sour ce ip-address | hostname][src-port port-number]]

1. show ip rsvp installed [interface-type interface-number] [detail]
8. show ip rsvp interface [detail] [interface-type interface-number]

9. end
DETAILED STEPS
Command or Action Purpose
Step1 enable (Optional) Enables privileged EXEC mode.
» Enter your password if prompted.
Example: Note Skip thisstep if you are using the show

Step 2

Step 3

Rout er> enabl e

commands in user EXEC mode.

show ip rsvp aggregation ip [endpoints | interface [if-name] | | (Optional) Displays RSVP summary aggregation
map [dscp valug]| reservation [dscp value[aggr egator ip- information.

addresd]]

Example:

Rout er# show i p rsvp aggregation ip

* Theoptional keywords and arguments display
additional information.

show ip rsvp aggregation ip endpoints[role{ aggr egator | (Optional) Displays RSV P information about aggregator
deaggregator}] [ip-address] [dscp value] [detail] and deaggregator routers for currently established

Example:

Rout er# show i p rsvp aggregation ip endpooints

aggregate reservations.

» The optiona keywords and arguments display
additional information.
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Command or Action Purpose
Step 4 show ip rsvp [atm-peak-rate-limit| counter g host| installed| |(Optional) Displays specific information for RSVP
interface| listener s neighbor | policy| precedence| request| categories.
reservation| som sender| signalling| tos] » The optiona keywords display additional
information.
Example:
Rout er# show i p rsvp
Step 5 show ip rsvp reservation [detail] [filter[destination ip- (Optional) Displays RSV P-related receiver information
address | hostname] [dst-port port-number] [sour ce ip-address | currently in the database.
| hostname][src-port port-number]] « Theoptional keywords and arguments display
additional information.
Example: Note The optional filter keyword is supported in Cisco
) ) ) 10S Releases 12.0S and 12.2S only.
Rout er# show i p rsvp reservation detail
Step 6 show ip rsvp sender [detail] [filter[destination ip-address| | (Optional) Displays RSVP PATH-related sender
hostname] [dst-port port-number] [sourceip-address | information currently in the database.
hostname][sr c-port port-number]] + Theoptiona keywords and arguments display
additional information.
Example: Note The optional filter keyword is supported in Cisco
, , 10S Releases 12.0S and 12.2S only.
Rout er# show i p rsvp sender detail
Step 7 show ip rsvp installed [interface-type interface-number] (Optional) Displays RSV P-related installed filters and
[detail] corresponding bandwidth information.
» The optiona keywords and arguments display
additional information.
Example:
Router# show ip rsvp installed detail
Step 8 show ip rsvp interface [detail] [interface-type interface- (Optional) Displays RSV P-related interface information.
b . .
number] » The optiona keywords and arguments display
additional information.
Example:
Rout er# show ip rsvp interface detail
Step 9 end (Optional) Exits privileged EXEC mode and returns to
user EXEC mode.
Example:
Rout er# end
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Configuration Examples for RSVP Aggregation

» Examples Configuring RSV P Aggregation, page 213
« Example Verifying the RSV P Aggregation Configuration, page 216

Examples Configuring RSVP Aggregation

The figure below shows a five-router network in which RSV P aggregation is configured.

Figure 21

Ethernet0/0 /interior Ethernetd/0 /interior
/ R3 (interior) \
R1 (sender) R2 (aggregator) R4 ideaggregatorf\ R5 (receiver) i
Ethernet1/0 /exterior Ethernet1/0 fexterior E

Configuring RSVP/ DiffServ Attributes on an Interior Router
The following example configures RSV P/Diff Serv attributes on an interior router (R3 in the figure above).

* Ethernet interface 0/0 is enabled for RSV P and the amount of bandwidth available for reservationsis

configured.
e A resource provider is configured and data packet classification is disabled because RSV P aggregation

supports control plane aggregation only.

Rout er# configure term nal
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Enter configurati on comrands, one per line. End with CNTL/Z.
Rout er (config)# interface Ethernet0/0

Router (config-if)# ip rsvp bandwidth 400

Rout er (config-if)# ip rsvp resource-provider none

Router (config-if)# ip rsvp data-packet classification none
Rout er (config-if)# end

Configuring RSVP Aggregation on an Aggregator or Deaggregator

The following example configures RSV P aggregation attributes on an aggregator or deaggregator (R2 and
R4 in Figure 2

e Loopback 1is configured to establish an RSV P aggregation router 1D.

e Ethernet interface 0/0 is enabled for RSV P and the amount of bandwidth available for reservationsis
configured.

¢ Ethernet interface 0/0 on an aggregator or deaggregator is configured to face an aggregation region.

« A resource provider is configured and data packet classification is disabled because RSV P aggregation
supports control plane aggregation only.

Rout er# configure term nal

Enter configuration commands, one per line. End with CNTL/Z.
Rout er (config)# interface Loopback 1

Router(config)# ip address 192.168.50.1 255.255. 255.0
Rout er (config)# interface Ethernet0/0

Rout er (config-if)# ip rsvp bandw dth 400

Router(config-if)# ip rsvp aggregation role interior

Rout er(config-if)# ip rsvp resource-provider none

Rout er (config-if)# ip rsvp data-packet classification none
Rout er (config-if)# end

Configuring RSVP Aggregation Attributes and Parameters

The following example configures additional RSV P aggregation attributes, including a global rule for
mapping all E2E reservations onto a single aggregate with DSCP AF41 and the token bucket parameters
for aggregate reservations, because dynamic resizing is not supported. This configuration is only required
on nodes performing the deaggregation function (R4 in the figure above).

Rout er# configure terminal

Enter configurati on comrands, one per line. End with CNTL/Z.
Rout er (config)# ip rsvp aggregation ip map any dscp af4l

Rout er (config)# ip rsvp aggregation ip reservation dscp af4l aggregator 10.10.10.10 traffic-
params static rate 10 burst 8 peak 10

Rout er (config)# end
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Note

Note

Configuration Examples for RSVP Aggregation .

Configuring an Access List for a Deaggregator

In the following example, accesslist 1 is defined for all RSV P messages whose RSVP PATH message
sender template source address isin the 10.1.0.0 subnet so that the deaggregator (R4 in the figure above)
maps those reservations onto an aggregate reservation for the DSCP associated with the AF41 PHB:

Rout er# configure terminal

Enter configurati on commands, one per line. End with CNTL/Z.
Rout er (confi g)# accesslist 1 permit 10.1.0.0 0.0.255.255
Rout er (confi g)# ip rsvp aggregation ip map access-list 1 dscp af4l

Rout er (confi g)# end

Configuring RSVP Aggregation
After you configure your RSV P aggregation attributes, you are ready to enable aggregation globally.

When you enabl e aggregation on arouter, the router can act as an aggregator or a deaggregator. To perform
aggregator and deaggregator functions, the RSV P process must see messages with the RSV P-E2E-
IGNORE protocol type (134) on arouter; otherwise, the messages are forwarded as data by the router's data
plane. Theip rsvp aggregation ip command enables RSV P to identify messages with the RSV P-E2E-
IGNORE protocol.

This registers arouter to receive RSV P-E2E-IGNORE messages. It is not necessary to configure this
command on interior nodes that are only processing RSV P aggregate reservations and forwarding RSV P-
E2E-IGNORE messages as | P datagrams). Since the router is loaded with an image that supports
aggregation, the router will process aggregate (RFC 3175 formatted) messages correctly. Enabling
aggregation on an interior mode may decrease performance because the interior node will then
unnecessarily process all RSV P-E2E-IGNORE messages.

If you enable aggregation on an interior node, you must configure al its interfaces as interior. Otherwise,
al the interfaces have the exterior role, and any E2E PATH (E2E-IGNORE) messages arriving at the router
are discarded.

In summary, there are two options for an interior router (R3 in the figure above):

¢ No RSVP aggregation configuration commands are entered.
* RSVPaggregation is enabled and all interfaces are configured as interior.

Configuring RSVP Local Policy

Y ou can configure alocal policy optionally on any RSV P capable node. In this example, alocal policy is
configured on a deaggregator to set the preemption priority values within the RSVP RESV aggregate
messages based upon matching the DSCP within the aggregate RSV P messages session object. This alows
the bandwidth available for RSV P reservations to be used first by reservations of DSCP EF over DSCP
AFA41 on interior or aggregation nodes. Any aggregate reservation for another DSCP will have a
preemption priority of 0, the default.
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A

Note Within the RSVP RESV aggregate message at the deaggregator, thislocal policy sets an RFC 3181
"Signaled Preemption Priority Policy Element” that can be used by interior nodes or the aggregator that has
ip rsvp preemption enabled.

The following example sets the preemption priority locally for RSV P aggregate reservations during
establishment on an interior router (R3 in the figure above):

Rout er# configure terminal

Enter configuration conmands, one per line. End with CNTL/Z.
Rout er (confi g)# ip rsvp policy local dscp-ip ef

Rout er (confi g-rsvp-local -policy)# 55

Rout er (confi g-rsvp-1ocal - pol i cy)# exit

Rout er (config)# ip rsvp policy local dscp-ip af4l

Rout er (confi g-rsvp-local -policy)# 2 2

Rout er (confi g-rsvp-1local -policy)# end

Example Verifying the RSVP Aggregation Configuration

This section contains the following verification examples:

Verifying RSVP Aggregation and Configured Reservations

The following example verifies that RSV P aggregation is enabled and displays information about the
reservations currently established and configured map and reservation policies:

Rout er# show ip rsvp aggregation ip

RFC 3175 Aggregati on: Enabl ed
Level: 1
Default QoS service: Controlled-Load
Nunmber of signal ed aggregate reservations: 2
Nunmber of signal ed E2E reservati ons: 8
Nunmber of configured nmap commands: 4
Nunmber of configured reservati on comrmands: 1

Verifying Configured Interfaces and Their Roles

The following example displays the configured interfaces and whether they are interior or exterior in regard

to the aggregation region:

Rout er# show i p rsvp aggregation ip interface
Interface Nane Rol e

Et hernet 0/ 0 interior

Serial 2/0 exterior

Serial 3/0 exterior
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Verifying Aggregator and Deaggregator Reservations

The following example displays information about the aggregators and deaggregators when established
reservations are present:

Rout er# show i p rsvp aggregati on i p endpoints detail

Rol e DSCP Aggr egat or Deaggr egat or State Rate Used @BM Pool | D

Agg 46 10.3.3.3 10.4.4. 4 ESTABL 100K 100K 0x00000003
Aggregate Reservation for the follow ng E2E Fl ows (PSBs):

To From Pro DPort Sport Prev Hop I/F BPS

10.4.4. 4 10.1.1.1 UDP 1 1 10.23.20.3 Et1/0 100K
Aggregate Reservation for the follow ng E2E Fl ows (RSBs):

To From Pro DPort Sport Next Hop I/F Fi Serv BPS

10.4.4. 4 10.1.1.1 UDP 1 1 10.4. 4.4 Se2/ 0 FF RATE 100K
Aggregate Reservation for the follow ng E2E Fl ows (Reqs):

To From Pro DPort Sport Next Hop I/F Fi Serv BPS

10.4.4. 4 10.1.1.1 UDP 1 1 10.23.20.3 Et1/0 FF RATE 100K

Additional References

The following sections provide references related to the RSV P Aggregation feature.

Related Documents

Related Topic Document Title

RSV P commands. complete command syntax, Cisco 10S Quality of Service Solutions Command
command mode, command history, defaults, usage  Reference
guidelines, and examples

Cisco 10OS commands Cisco |10S Master Commands List, All Releases

QoS featuresincluding signaling, classification, and "Quality of Service Overview" module
congestion management

Information on RSV P local policies "RSVP Loca Policy Support" module

Information on RSV P scalability enhancements "RSVP Scalability Enhancements’ module
Standards

Standard Title

No new or modified standards are supported by this
feature, and support for existing standards has not
been modified by this feature.
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MIBs

MIB MIBs Link

No new or modified MIBs are supported by this To locate and download MIBs for selected
feature, and support for existing MIBs has not been  platforms, Cisco 10S releases, and feature sets, use
modified by this feature. Cisco MIB Locator found at the following URL:

http://www.cisco.com/go/mibs

RFCs
RFC Title
RFC 2205 Resource ReSerVation Protocol (RSVP)--Version 1
Functional Specification
RFC 2209 Resour ce ReSerVation Protocol (RSVP)--Version 1
Message Processing Rules
RFC 3175 Aggregation of RSVP for 1Pv4 and |Pv6
Reservations
RFC 3181 Sgnaled Preemption Priority Policy Element
RFC 4804 Aggregation of Resource ReSerV ation Protocol
(RSVP) Reservationsover MPLS TE/DS-TE
Tunnels
Technical Assistance
Description Link
The Cisco Support and Documentation website http://www.cisco.com/cisco/web/support/
provides online resources to download index.html

documentation, software, and tools. Use these
resources to install and configure the software and
to troubleshoot and resolve technical issueswith
Cisco products and technologies. Access to most
tools on the Cisco Support and Documentation
website requires a Cisco.com user |D and
password.

Feature Information for RSVP Aggregation

The following table provides rel ease information about the feature or features described in this module.
Thistable lists only the software release that introduced support for a given feature in a given software
release train. Unless noted otherwise, subsequent releases of that software rel ease train also support that
feature.

Use Cisco Feature Navigator to find information about platform support and Cisco software image support.
To access Cisco Feature Navigator, go to www.cisco.com/go/cfn. An account on Cisco.com is hot required.
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| RSVP Aggregation

Glossary

Glossary .
Table 7 Feature Information for RSVP Aggregation
Feature Name Releases Feature Information
RSVP Aggregation 12.2(33)SRC The RSVP Aggregation feature

allows the Resource Reservation
Protocol (RSVP) state to be
reduced within an RSVF/
DiffServ network by aggregating
many smaller reservationsinto a
single, larger reservation at the
edge.

admission contr ol --The process by which an RSV P reservation is accepted or rejected on the basis of end-
to-end available network resources.

aggregate --AnRSVP flow that represents multiple end-to-end (E2E) flows; for example, a Multiprotocol
Label Switching Traffic Engineering (MPLS-TE) tunnel may be an aggregate for many E2E flows.

aggregation region --An area where E2E flows are represented by aggregate flows, with aggregators and
deaggregators at the edge; for example, an MPLS-TE core, where TE tunnels are aggregates for E2E flows.
An aggregation region contains a connected set of nodes that are capable of performing RSV P aggregation.

aggregator --The router that processes the E2E PATH message as it enters the aggregation region. This
router is also called the TE tunnel head-end router; it forwards the message from an exterior interface to an
interior interface.

bandwidth --The difference between the highest and lowest frequencies available for network signals. The
term is aso used to describe the rated throughput capacity of a given network medium or protocol.

deaggregator --The router that processes the E2E PATH message as it leaves the aggregation region. This
router is also called the TE tunnel tail-end router; it forwards the message from an interior interface to an
exterior interface.

E2E --end-to-end. An RSVP flow that crosses an aggregation region, and whose state is represented in
aggregate within this region, such as a classic RSVP unicast flow crossing an MPLS-TE core.

L SP --label-switched path. A configured connection between two routers, in which label switching is used
to carry the packets. The purpose of an LSP isto carry data packets.

QoS --quality of service. A measure of performance for atransmission system that reflectsits transmission
quality and service availability.

RSV P --Resource Reservation Protocol. A protocol that supports the reservation of resources across an |P
network. Applications running on 1P end systems can use RSV P to indicate to other nodes the nature
(bandwidth, jitter, maximum burst, and so on) of the packet streams that they want to receive.

state --Information that a router must maintain about each L SP. Theinformation is used for rerouting
tunnels.

TE --traffic engineering. The techniques and processes used to cause routed traffic to travel through the
network on a path other than the one that would have been chosen if standard routing methods had been
used.

tunnel --Secure communications path between two peers, such as two routers.
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MPLS TE-Tunnel-Based Admission Control

The MPLS TE--Tunnel-Based Admission Control (TBAC) feature enables classic Resource Reservation
Protocol (RSVP) unicast reservations that are traveling across a Multiprotocol Label Switching Traffic
Engineering (MPLS TE) core to be aggregated over an MPLS TE tunnel.

» Finding Feature Information, page 221

*  Prerequisitesfor MPLS TE-Tunnel-Based Admission Control, page 221

* Restrictionsfor MPLS TE-Tunnel-Based Admission Control, page 221

* Information About MPLS TE-Tunnel-Based Admission Control, page 222

»  How to Configure MPLS TE-Tunnel-Based Admission Control, page 223

»  Configuration Examples for MPLS TE-Tunnel-Based Admission Control, page 229
» Additional References, page 234

*  Feature Information for MPLS TE-Tunnel-Based Admission Control, page 235

e Glossary, page 236

Finding Feature Information

Y our software release may not support all the features documented in this module. For the latest feature
information and caveats, see the release notes for your platform and software release. To find information
about the features documented in this module, and to see alist of the releases in which each feature is
supported, see the Feature Information Table at the end of this document.

Use Cisco Feature Navigator to find information about platform support and Cisco software image support.
To access Cisco Feature Navigator, go to www.cisco.com/go/cfn. An account on Cisco.com is not required.

Prerequisites for MPLS TE-Tunnel-Based Admission Control

¢ You must configure an MPLS TE tunnel in the network.
¢ You must configure RSV P on one or more interfaces on at |east two neighboring routers that share a
link within the network.

Restrictions for MPLS TE-Tunnel-Based Admission Control

e Only IPv4 unicast RSV P flows are supported.

¢ Primary, one-hop tunnels are not supported. The TE tunnel cannot be a member of a class-based tunnel
selection (CBTS) bundle.
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Feature Overview of MPLS TE-Tunnel-Based Admission Control

. Information About MPLS TE-Tunnel-Based Admission Control

¢ Multi-Topology Routing (MTR) is not supported.

« Only preestablished aggregates are supported. They can be configured statically or dynamically using
command-line interface (CLI) commands.

¢ Thisfeatureis supported on Cisco 7600 series routers only.

Information About MPLS TE-Tunnel-Based Admission Control

» Feature Overview of MPLS TE-Tunnel-Based Admission Control, page 222
» Benefitsof MPLS TE-Tunnel-Based Admission Control, page 223

Feature Overview of MPLS TE-Tunnel-Based Admission Control

TBAC aggregates reservations from multiple, classic RSV P sessions over different forms of tunneling
technologies that include MPL S TE tunnels, which act as aggregate reservations in the core. The figure
below gives an overview of TBAC.

Figure 22
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—» E2E flow

= | 5P (label-switched path)

” TE tunnel (aggregate)

The figure above shows three RSV P end-to-end (E2E) flows that originate at routers on the far left, and
terminate on routers at the far right. These flows are classic RSV P unicast flows, meaning that RSVPis
maintaining a state for each flow. There is nothing special about these flows, except that along their path,
these flows encounter an MPLS-TE core, where there is adesire to avoid creating a per-flow RSV P state.

When the E2E flows reach the edge of the MPLS-TE core, they are aggregated onto a TE tunnel. This
means that when transiting through the MPLS-TE core, their state is represented by a single state; the TE
tunnel is within the aggregation region, and their packets are forwarded (label-switched) by the TE tunnel.
For example, if 100 E2E flows traverse the same aggregator and deaggregator, rather than creating 100
RSVP states (PATH and RESV messages) within the aggregation region, asingle RSVP-TE stateis
created, that of the aggregate, which isthe TE tunnel, to allocate and maintain the resources used by the
100 E2E flows. In particular, the bandwidth consumed by E2E flows within the core is all ocated and
maintained in aggregate by the TE tunnel. The bandwidth of each E2E flow is normally admitted into the
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How to Configure MPLS TE-Tunnel-Based Admission Control .

TE tunnel at the headend, just as any E2E flow’ s bandwidth is admitted onto an outbound link in the
absence of aggregation.

Benefits of MPLS TE-Tunnel-Based Admission Control

To understand the benefits of TBAC, you should be familiar with how Call Admission Control (CAC)
works for RSVP and QoS.

Cost Effective

Real-time traffic is very sensitive to loss and delay. CAC avoids QoS degradation for real-time traffic
because CAC ensures that the accepted load aways matches the current network capacity. As aresult, you
do not have to overprovision the network to compensate for absolute worst peak traffic or for reduced
capacity in case of failure.

Improved Accuracy

CAC uses RSVP signaling, which follows the exact same path as the real-time flow, and routers make a
CAC decision at every hop. This ensures that the CAC decision is very accurate and dynamically adjuststo
the current conditions such as areroute or an additiona link. Also, RSV P provides an explicit CAC
response (admitted or rejected) to the application, so that the application can react appropriately and fast;
for example, sending a busy signal for avoice call, rerouting the voice call on an aternate Vol P route, or
displaying a message for video on demand.

RSVP and MPLS TE Combined

TBAC dlows you to combine the benefits of RSV P with those of MPLS TE. Specifically, you can use
MPLS TE inside the network to ensure that the transported traffic can take advantage of Fast Reroute
protection (50-millisecond restoration), Constraint Based Routing (CBR), and aggregate bandwidth
reservation.

Seamless Deployment

TBAC alows you to deploy IPv4 RSV P without any impact on the MPLS part of the network because 1Pv4
RSVPiseffectively tunneled inside MPLS TE tunnels that operate unchanged as per regular RSVP TE. No
upgrade or additional protocol is needed in the MPLS core.

Enhanced Scaling Capability

TBAC aggregates multiple |Pv4 RSV P reservations ingressing from the same MPLS TE headend router
into asingle MPLS TE tunnel and egressing from the same MPLS TE tailend router.

How to Configure MPLS TE-Tunnel-Based Admission Control

* Enabling RSVP QoS, page 224

e Enabling MPLSTE, page 224

e Configuring an MPLS TE Tunnel Interface, page 225

» Configuring RSVP Bandwidth on an MPLS TE Tunnel Interface, page 226
« Verifying the TBAC Configuration, page 227
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. How to Configure MPLS TE-Tunnel-Based Admission Control

Enabling RSVP QoS

Perform this task to enable RSV P QoS globally on arouter.

SUMMARY STEPS

enable
configureterminal
ip rsvp gos

end

el

DETAILED STEPS

Command or Action

Purpose

Step 1 enable

Example:

Rout er > enabl e

Enables privileged EXEC mode.

» Enter your password if prompted.

Step 2 configureterminal

Example:

Rout er# configure term nal

Enters global configuration mode.

Step 3 ip rsvp qos

Example:

Router(config)# ip rsvp qos

Enables RSVP QoS globally on arouter.

Step 4 end

Example:

Rout er (confi g)# end

(Optional) Returnsto privileged EXEC mode.

Enabling MPLS TE

Perform this task to enable MPLS TE globally on arouter that is running RSVP QoS.
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SUMMARY STEPS

enable
configureterminal
mplstraffic-eng tunnels
end

L

DETAILED STEPS

How to Configure MPLS TE-Tunnel-Based Admission Control .

Command or Action

Purpose

Step1 enable

Example:

Rout er > enabl e

Enables privileged EXEC mode.

e Enter your password if prompted.

Step2 configureterminal

Example:

Rout er# configure term nal

Enters global configuration mode.

Step3 mplstraffic-eng tunnels

Example:

Router(config)# npls traffic-eng tunnels

Enables MPLS TE globally on arouter.

Stepd end

Example:

Rout er (confi g)# end

(Optional) Returnsto privileged EXEC mode.

Configuring an MPLS TE Tunnel Interface

Perform this task to configure MPLS-TE tunneling on an interface.

Y ou must configure an MPLS-TE tunnel in your network before you can proceed. For detailed information,
see the "MPLS Traffic Engineering (TE)--Automatic Bandwidth Adjustment for TE Tunnels' module.

SUMMARY STEPS

enable
configureterminal
interface tunnel number
end

B LN =
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. How to Configure MPLS TE-Tunnel-Based Admission Control

DETAILED STEPS
Command or Action Purpose
Step1 enable Enables privileged EXEC mode.
» Enter your password if prompted.
Example:

Rout er > enabl e

Step2 configureterminal Enters global configuration mode.

Example:

Rout er# configure term nal

Step 3 interface tunnel number Specifies atunnel interface and enters interface configuration mode.

Example:

Rout er (config)# interface tunnell

Step4 end (Optional) Returnsto privileged EXEC mode.

Example:

Rout er (config-if)# end

Configuring RSVP Bandwidth on an MPLS TE Tunnel Interface

Perform this task to configure RSV P bandwidth on the MPLS TE tunnel interface that you are using for the
aggregation.

SUMMARY STEPS

enable

configureterminal

interface tunnel number

ip rsvp bandwidth [interface-kbps] [single-flow-kbps]
end

(S

QoS: RSVP Configuration Guide, Cisco 10S Release 12.28X
| 226 | |



| Verifying the TBAC Configuration

DETAILED STEPS

How to Configure MPLS TE-Tunnel-Based Admission Control .

Command or Action

Purpose

Step1 enable

Example:

Rout er > enabl e

Enables privileged EXEC mode.

» Enter your password if prompted.

Step 2 configureterminal

Example:

Rout er# configure term nal

Enters global configuration mode.

Step 3 interfacetunnel number

Example:

Rout er(config)# interface tunnell

Specifies atunnel interface and enters interface configuration mode.

Step 4 ip rsvp bandwidth [interface-kbps] [single-flow-
kbps]

Example:

Rout er (config-if)# ip rsvp bandw dth 7500

Enables RSV P bandwidth on an interface.

» The optional interface-kbps and single-flow-kbps arguments
specify the amount of bandwidth that can be allocated by RSVP
flows or to asingle flow, respectively. Values are from 1 to
10000000.

Note You must enter avalue for the interface-kbpsargument on a
tunnel interface.

Step5 end

Example:

Rout er (config-if)# end

(Optional) Returnsto privileged EXEC mode.

Verifying the TBAC Configuration
N

Note Y ou can use the following show commandsin user EXEC or privileged EXEC mode.
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. How to Configure MPLS TE-Tunnel-Based Admission Control

SUMMARY STEPS

1. enable

2. show ip rsvp [atm-peak-rate-limit| counter g host| installed| interface] listener s| neighbor| policy|
precedencel request| reservation| som| sender| signalling| tos]

3. show ip rsvp reservation [detail] [filter[destination ip-address | hostname] [dst-port port-number]
[sour ce ip-address | hostname][src-port port-number]]

4. show ip rsvp sender [detail] [filter[destination ip-address | hostname] [dst-port port-number]
[sour ce ip-address | hostname][src-port port-number]]

5. show mplstraffic-eng link-management bandwidth-allocation [interface-name | summary
[interface-name]]

6. exit
DETAILED STEPS
Command or Action Purpose
Step1 enable (Optional) Enables privileged EXEC maode.
e Enter your password if prompted.
Example: Note Skip thisstep if you are using the show

commands in user EXEC mode.
Rout er> enabl e

Step 2 show ip rsvp [atm-peak-rate-limit| counter s host| installed| Displays specific information for RSV P categories.
interface| listener s| neighbor| policy| precedence| request|

r eservation| som| sender| signalling] tos] » The optiona keywords display additional

information.

Example:

Rout er# show i p rsvp

Step 3 show ip rsvp reservation [detail] [filter[destination ip-address | | Displays RSV P-related receiver information currently
hostname] [dst-port port-number] [sour ce ip-address | hostname] | in the database.

[sre-port port-number]} + Theoptional keywords display additional

information.

Example: Note The optional filter keyword is supported in

. . . Cisco |0S Releases 12.0S and 12.2S only.
Rout er# show i p rsvp reservation detail

Step 4 show ip rsvp sender [detail] [filter[destination ip-address | Displays RSVP PATH-related sender information
hostname] [dst-port port-number] [sour ce ip-address | hostname] | currently in the database.

[sre-port port-number]] » The optiona keywords display additional

information.

Example: Note The optional filter keyword is supported in
Cisco 10S Releases 12.0S and 12.2S only.

Rout er# show i p rsvp sender detail
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Configuration Examples for MPLS TE-Tunnel-Based Admission Control .

Command or Action Purpose

Step 5 show mplstraffic-eng link-management bandwidth-allocation | Displays current local link information.

[interface-name | summary [interface-namef] e The optiona keywords display additional

information.
Example:
Rout er# show npls traffic-eng |ink-nmanagenment
bandwi dt h-al | ocati on
Step 6 exit (Optional) Exits privileged EXEC mode and returns to

user EXEC mode.

Example:

Rout er# exit

Configuration Examples for MPLS TE-Tunnel-Based
Admission Control

» Example Configuring TBAC, page 229

» Example Configuring RSV P Local Policy on a Tunnel Interface, page 230
» Example Verifying the TBAC Configuration, page 230

« Example Verifying the RSVP Local Policy Configuration, page 233

Example Configuring TBAC
Y

Note Y ou must have an MPLS TE tunnel already configured in your network. For detailed information, see the
"MPLS Traffic Engineering (TE)--Automatic Bandwidth Adjustment for TE Tunnels' module.

The following example enables RSVP and MPLS TE globally on arouter and then configures a tunnel
interface and bandwidth of 7500 kbps on the tunnel interface traversed by the RSV P flows:

Rout er# configure term nal
Enter configurati on commands, one per line. End with CNTL/Z.

Rout er (confi g)# ip rsvp qos

Rout er (confi g)# mpls traffic-eng tunnels
Rout er (confi g) # interface tunnell

Router (config-if)# ip rsvp bandwidth 7500

Rout er (config-if)# end

QoS: RSVP Configuration Guide, Cisco 10S Release 12.28X
I



Example Configuring RSVP Local Policy on a Tunnel Interface

. Configuration Examples for MPLS TE-Tunnel-Based Admission Control

Example Configuring RSVP Local Policy on a Tunnel Interface

The following example configures an RSV P default local policy on atunnel interface:

Rout er# configure term nal
Enter configurati on comrands, one per line. End with CNTL/Z.

Rout er (confi g) # interface tunnell

Router (config-if)# ip rsvp policy local default

Rout er (confi g-rsvp-1local -if-policy)# max bandwidth single 10
Rout er (confi g-rsvp-1ocal -if-policy)# forward all

Rout er (confi g-rsvp-local -i f-policy)# end

Example Verifying the TBAC Configuration

The figure below shows a network in which TBAC is configured.

Figure 23
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The following example verifies that RSVP and MPLS TE are enabled and coexist on the headend router
(10.0.0.2 in the figure above):

Rout er# show ip rsvp
RSVP: enabled (on 3 interface(s))
RSVP QoS enabled <-------
MPLS/ TE signalling enabled <------
Si gnal |i ng:
Refresh interval (nsec): 30000
Refresh misses: 4

The following example verifies that RSVP and MPLS TE are enabled and coexist on the tailend router
(10.0.0.3 in the figure above):

Rout er# show ip rsvp
RSVP: enabled (on 3 interface(s))
RSVP QoS enabled <-------
MPLS/ TE signalling enabled <------
Si gnal |i ng:
Refresh interval (nsec): 30000
Refresh m sses: 4
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Configuration Examples for MPLS TE-Tunnel-Based Admission Control .

The following examples verify that an IPv4 flow is traveling through a TE tunnel (alabel-switched path
[LSP]) on the headend router (10.0.0.2 in the figure above):

Rout er# show i p rsvp sender

To From Pro DPort Sport Prev Hop I/F BPS
10.0.0.3 10.0.0.1 ubP 2 2 10.0.0.1 Et0/0 10K <-- | Pv4 flow
10.0.0.3 10.0.0.2 0 1 11 none none 100K <-- TE tunnel

Rout er# show i p rsvp reservation

To From Pro DPort Sport Next Hop I/F Fi Serv BPS
10.0.0.3 10.0.0.1 UbP 2 2 10.0.0.3 Tul SE RATE 10K <-- | Pv4 flow
10.0.0.3 10.0.0.2 0 1 11 10.1.0.2 Et1/0 SE LOAD 100K <-- TE tunnel

The following examples verify that an IPv4 flow is traveling through a TE tunnel (LSP) on thetailend
router (10.0.0.3 in the figure above):

Rout er# show i p rsvp sender

To From Pro DPort Sport Prev Hop I/F BPS
10.0.0.3 10.0.0.1 UDP 2 2 10.0.0.2 Et1/0 10K <-- 1 Pv4 flow
10.0.0.3 10.0.0.2 0o 1 11 10.1.0.1 Et1/0 100K <-- TE tunnel

Rout er# show i p rsvp reservation

To From Pro DPort Sport Next Hop I/F Fi Serv BPS
10.0.0.3 10.0.0.1 UDP 2 2 none none SE RATE 10K <-- | Pv4 flow
10.0.0.3 10.0.0.2 0 1 11 none none SE LOAD 100K <-- TE tunnel

The following examples display detailed information about the |Pv4 flow and the TE tunnel (LSP) on the
headend router (10.0.0.2 in the figure above):

Rout er# show i p rsvp sender detail
PATH:  <-mmmm e e I Pv4 flow informati on begins here.
Destination 10.0.0.3, Protocol _Id 17, Don't Police , DstPort 2
Sender address: 10.0.0.1, port: 2
Pat h refreshes:
arriving: from PHOP 10.0.0.10 on Et0/0 every 30000 nmsecs. Tinmeout in 189 sec
Traffic params - Rate: 10K bits/sec, Max. burst: 10K bytes
Mn Policed Unit: O bytes, Max Pkt Size 2147483647 bytes
Path |1 D handl e: 02000412.
I ncom ng policy: Accepted. Policy source(s): Default
St at us:
Qut put on Tunnel 1, out of band. Policy status: Forwarding. Handl e: 0800040E <--- TE
tunnel verified
Policy source(s): Default
Path FLR Never repaired
PATH:  <--cmmmmi e m e e TE tunnel information begins here.
Tun Dest: 10.0.0.3 Tun ID 1 Ext Tun ID 10.0.0.2
Tun Sender: 10.0.0.2 LSP ID 11
Pat h refreshes:
sent: to NHOP 10.1.0.2 on Ethernet1/0

Rout er# show ip rsvp reservation detail
RSVP Reservation. Destination is 10.0.0.3, Source is 10.0.0.1,<--- IPv4 flow information
begi ns here.
Protocol is UDP, Destination port is 2, Source port is 2
Next Hop: 10.0.0.3 on Tunnel 1, out of band <--------------co--- TE tunnel verified
Reservation Style is Shared-Explicit, QoS Service is Quaranteed-Rate

Re.sé'rvati (o] B TE Tunnel information begins here.
Tun Dest: 10.0.0.3 Tun ID 1 Ext Tun ID: 10.0.0.2
Tun Sender: 10.0.0.2 LSP ID 11

Next Hop: 10.1.0.2 on Ethernet1/0
Label : 0 (outgoi ng)
Reservation Style is Shared-Explicit, QoS Service is Controll ed-Load
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Configuration Examples for MPLS TE-Tunnel-Based Admission Control

Router# show ip rsvp installed detail
RSVP: Ethernet0/0 has no installed reservations

RSVP: Ethernet1/0 has the following installed reservations
RSVP Reservation. Destination is 10.0.0.3. Source is 10.0.0. 2,
Protocol is O , Destination port is 1, Source port is 11
Traffic Control |D handle: 03000405
Created: 04:46:55 EST Fri Cct 26 2007 <------
I Pv4 flow information
Admitted fl owspec:
Reserved bandwi dth: 100K bits/sec, Maxinmum burst: 1K bytes, Peak rate: 100K bits/sec
Mn Policed Unit: O bytes, Max Pkt Size: 1500 bytes
Resource provider for this flow None

RSVP: Tunnel 1 has the follow ng installed reservations <------ TE tunnel verified
RSVP Reservation. Destination is 10.0.0.3. Source is 10.0.0. 1,
Protocol is UDP, Destination port is 2, Source port is 2
Traffic Control |D handle: 01000415
Created: 04:57:07 EST Fri Cct 26 2007 <-----
I Pv4 flow information
Admitted fl owspec:
Reserved bandwi dt h: 10K bits/sec, Maxinum burst: 10K bytes, Peak rate: 10K bits/sec
Mn Policed Unit: O bytes, Max Pkt Size: 0 bytes
Resource provider for this flow None

Rout er# show ip rsvp interface detail

Et 0/ 0:
RSVP: Enabl ed
Interface State: Up
Bandwi dt h:
Curr allocated: O bits/sec
Max. allowed (total): 3M bits/sec
Max. allowed (per flow): 3M bits/sec

Et 1/ 0:
RSVP: Enabl ed
Interface State: Up
Bandwi dt h:
Curr allocated: O bits/sec
Max. allowed (total): 3Mbits/sec
Max. allowed (per flow): 3Mbits/sec

TUL: Semmmm i m e TE tunnel information begins here.
RSVP: Enabl ed
RSVP aggregation over MPLS TE: Enabl ed
Interface State: Up
Bandwi dt h:
Curr allocated: 20K bits/sec
Max. allowed (total): 3Mbits/sec
Max. allowed (per flow): 3M bits/sec

The following examples display detailed information about the |Pv4 flow and the TE tunnel (LSP) on the
tailend router (10.0.0.3 in the figure above):

Rout er# show i p rsvp sender detail

PATH:  <-mmmm e e e I Pv4 flow information begins here.

Destination 10.0.0.3, Protocol _Id 17, Don't Police , DstPort 2
Sender address: 10.0.0.1, port: 2
Pat h refreshes:
arriving: fromPHOP 10.0.0.2 on Et1/0 every 30000 nsecs, out of band. Tinmeout in 188
sec
Traffic paranms - Rate: 10K bits/sec, Max. burst: 10K bytes
Mn Policed Unit: O bytes, Max Pkt Size 2147483647 bytes
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PATH <--cccccccccccc e TE tunnel information begins here.
Tun Dest: 10.0.0.3 Tun ID: 1 Ext Tun ID: 10.0.0.2
Tun Sender: 10.0.0.2 LSP ID 11
Pat h refreshes:
arriving: fromPHOP 10.1.0.1 on Et1/0 every 30000 msecs. Tinmeout in 202 sec

Router# show ip rsvp reservation detail

RSVP Reservation. Destination is 10.0.0.3, Source is 10.0.0.1, <--- |Pv4 flow infornation
begi ns here.

Protocol is UDP, Destination port is 2, Source port is 2

Next Hop: none

Reservation Style is Shared-Explicit, QoS Service is Guaranteed-Rate

Reservation: <---------ommommmmi TE tunnel information begins here.
Tun Dest: 10.0.0.3 Tun ID: 1 Ext Tun ID 10.0.0.2
Tun Sender: 10.0.0.2 LSP ID 11
Next Hop: none
Label : 1 (outgoing)
Reservation Style is Shared-Explicit, QoS Service is Controll ed-Load

Rout er# show i p rsvp request detail

RSVP Reservation. Destination is 10.0.0.3, Source is 10.0.0. 1,
Protocol is UDP, Destination port is 2, Source port is 2
Prev Hop: 10.0.0.2 on Ethernet1/0, out of band <-------------- TE tunnel verified
Reservation Style is Shared-Explicit, QoS Service is Guaranteed-Rate
Average Bitrate is 10K bits/sec, Maximum Burst is 10K bytes

Request: <----cmmmmmm i TE tunnel information begins here.
Tun Dest: 10.0.0.3 Tun ID 1 Ext Tun ID: 10.0.0.2
Tun Sender: 10.0.0.2 LSP ID 11
Prev Hop: 10.1.0.1 on Ethernetl/0
Label: O (incom ng)
Reservation Style is Shared-Explicit, QoS Service is Controll ed-Load

Example Verifying the RSVP Local Policy Configuration

The following example verifies that a default local policy has been configured on tunnel interface 1:

Rout er# show run interface tunnnel 1
Bui | di ng configuration...

Current configuration : 419 bytes
|
interface Tunnel 1
bandwi dt h 3000
i p unnunbered LoopbackO
tunnel destination 10.0.0.3
tunnel node npls traffic-eng
tunnel npls traffic-eng autoroute announce
tunnel npls traffic-eng priority 1 1
tunnel npls traffic-eng bandwi dth 100
tunnel npls traffic-eng path-option 1 dynanic
tunnel npls traffic-eng fast-reroute
ip rsvp policy local default <--------cunno-nn- Local policy information begins here
max bandw dth single 10
forward al
ip rsvp bandw dth 3000
end

The followi ng exanpl e provi des additional information about the default |ocal policy
configured on tunnel interface 1:
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Rout er# show ip rsvp policy |ocal

Tunnel 1:
Defaul t policy:

Preenpti on Scope:

detai l

Unrestricted.

Local Override: Di sabl ed.

Fast ReRout e: Accept .

Handl e: BC000413.
Accept

Pat h: Yes

Resv: Yes

Pat hError: Yes

ResvError: Yes
Setup Priority

TE: N A

Non- TE: N A
Current

Sender s: 0

Recei vers: 1

Conver sati ons: 1

Group bandwi dth (bps): 10K

Per-flow b/w (bps): N A

Generic policy settings:
Default policy: Accept all
Preenpti on: Di sabl ed

Additional References

Forwar d
Yes
Yes
Yes
Yes

Hold Priority
N A
N A

Limt
N A
N A
N A
N A
10K

The following sections provide references related to the MPLS TE Tunnel-Based Admission Control

(TBAC) feature.

Related Documents

Related Topic

Document Title

RSV P commands. complete command syntax,

command mode, command history, defaults, usage

guidelines, and examples

Cisco 10S Quality of Service Solutions Command
Reference

QoS features including signaling, classification, and

congestion management

"Quality of Service Overview" module

Cisco 10S commands

Cisco |10S Master Commands List, All Releases

Standards

Standard

Title

No new or modified standards are supported by this --

feature, and support for existing standards has not

been modified by this feature.
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Feature Information for MPLS TE-Tunnel-Based Admission Control .

MIBs

MIiB MIBs Link

No new or modified MIBs are supported by this To locate and download MIBs for selected
feature, and support for existing MIBs has not been  platforms, Cisco 10S releases, and feature sets, use
modified by this feature. Cisco MIB Locator found at the following URL:

http://www.cisco.com/go/mibs

RFCs
RFC Title
RFC 2205 Resource ReSerVation Protocol (RSVP)--Version 1
Functional Specification
RFC 2209 Resour ce ReSerVation Protocol (RSVP)--Version 1
Message Processing Rules
RFC 3175 Aggregation of RSVP for 1Pv4 and |Pv6
Reservations
RFC 3209 RSVP-TE: Extensionsto RSVP for LSP Tunnels
RFC 4804 Aggregation of Resource ReSerVation Protocol
(RSVP) Reservations over MPLSTE/DS TE
Tunnels
Technical Assistance
Description Link
The Cisco Support and Documentation website http://www.cisco.com/cisco/web/support/
provides online resources to download index.html

documentation, software, and tools. Use these
resources to install and configure the software and
to troubleshoot and resolve technical issueswith
Cisco products and technologies. Access to most
tools on the Cisco Support and Documentation
website requires a Cisco.com user |D and
password.

Feature Information for MPLS TE-Tunnel-Based Admission
Control

The following table provides rel ease information about the feature or features described in this module.
Thistable lists only the software release that introduced support for a given feature in a given software
release train. Unless noted otherwise, subsequent releases of that software rel ease train also support that
feature.
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Use Cisco Feature Navigator to find information about platform support and Cisco software image support.
To access Cisco Feature Navigator, go to www.cisco.com/go/cfn. An account on Cisco.com is hot required.

Table 8 Feature Information for MPLS TE--Tunnel-Based Admission Control (TBAC)

Feature Name Releases Feature Information

MPLS TE Tunnel-Based 12.2(33)SRC The MPLS TE--Tunnel-Based

Admission Control (TBAC) Admission Control (TBAC)
feature enables classic Resource
Reservation Protocol (RSVP)
unicast reservations that are
traveling across a Multiprotocol
Label Switching Traffic
Engineering (MPLS TE) core to
be aggregated over an MPLS TE
tunnel.

Glossary

admission contr ol --The process by which an RSV P reservation is accepted or rejected on the basis of end-
to-end available network resources.

aggregate--An RSVP flow that represents multiple E2E flows; for example, an MPLS-TE tunnel may be
an aggregate for many E2E flows.

aggregation region --A area where E2E flows are represented by aggregate flows, with aggregators and
deaggregators at the edge; for example, an MPLS-TE core, where TE tunnels are aggregates for E2E flows.
An aggregation region contains a connected set of nodes that are capable of performing RSV P aggregation.

aggregator --The router that processes the E2E PATH message as it enters the aggregation region. This
router is also called the TE tunnel headend router; it forwards the message from an exterior interface to an
interior interface.

bandwidth --The difference between the highest and lowest frequencies available for network signals. The
term is aso used to describe the rated throughput capacity of a given network medium or protocol.

deaggr egator --The router that processes the E2E PATH message as it leaves the aggregation region. This
router isaso called the TE tunnel tailend router; it forwards the message from an interior interface to an
exterior interface.

E2E --end-to-end. An RSVP flow that crosses an aggregation region and whose state is represented in
aggregate within this region; for example, a classic RSV P unicast flow that crossesan MPLS-TE core.

L SP --label-switched path. A configured connection between two routers, in which label switching is used
to carry the packets. The purpose of an LSPisto carry data packets.

MPL S --Multiprotocol Label Switching. Packet-forwarding technology, used in the network core, that
applies data link layer labelsto tell switching nodes how to forward data, resulting in faster and more
scalable forwarding than network layer routing normally can do.

QoS --quality of service. A measure of performance for atransmission system that reflectsits transmission
quality and service availahility.
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RSVP --Resource Reservation Protocol. A protocol that supports the reservation of resources across an IP
network. Applications that run on IP end systems can use RSV P to indicate to other nodes the nature
(bandwidth, jitter, maximum burst, and so on) of the packet streams that they want to receive.

state --Information that a router must maintain about each LSP. The information is used for rerouting
tunnels.

TE --traffic engineering. The techniques and processes that are used to cause routed traffic to travel
through the network on a path other than the one that would have been chosen if standard routing methods
had been used.

tunnel --Secure communications path between two peers, such as two routers.

Cisco and the Cisco Logo are trademarks of Cisco Systems, Inc. and/or its affiliatesin the U.S. and other
countries. A listing of Cisco's trademarks can be found at www.cisco.com/go/trademarks. Third party
trademarks mentioned are the property of their respective owners. The use of the word partner does not
imply a partnership relationship between Cisco and any other company. (1005R)

Any Internet Protocol (IP) addresses and phone numbers used in this document are not intended to be
actual addresses and phone numbers. Any examples, command display output, network topology diagrams,
and other figures included in the document are shown for illustrative purposes only. Any use of actual IP
addresses or phone numbersin illustrative content is unintentional and coincidental.
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This chapter describes the tasks for configuring the Subnetwork Bandwidth Manager (SBM) feature,
which isasignalling feature that enables Resource Reservation Protocol (RSV P)-based admission control
over | EEE 802-styled networks.

For complete conceptual information, see "Signalling Overview" module.

For a complete description of the SBM commands in this chapter, see the Cisco 10S Quality of Service
Solutions Command Reference. To locate documentation of other commands that appear in this chapter,
use the command reference master index or search online.

Use Cisco Feature Navigator to find information about platform support and software image support.
Cisco Feature Navigator enables you to determine which Cisco |OS and Catalyst OS software images
support a specific software release, feature set, or platform. To access Cisco Feature Navigator, go to
http://www.cisco.com/go/cfn . An account on Cisco.com is not required.

» Finding Feature Information, page 239
»  Subnetwork Bandwidth Manager Configuration Task List, page 239
*  Example Subnetwork Bandwidth Manager Candidate Configuration, page 241

Finding Feature Information

Y our software release may not support all the features documented in this module. For the latest feature
information and caveats, see the release notes for your platform and software release. To find information
about the features documented in this module, and to see alist of the releases in which each feature is
supported, see the Feature Information Table at the end of this document.

Use Cisco Feature Navigator to find information about platform support and Cisco software image support.
To access Cisco Feature Navigator, go to www.cisco.com/go/cfn. An account on Cisco.com is hot required.

Subnetwork Bandwidth Manager Configuration Task List

To configure SBM, perform the tasks described in the following sections. The task in the first section is
required; the tasksin the remaining sections are optional.

e Configuring an Interface as a Designated SBM Candidate, page 240 (Required)
¢ Configuring the NonResvSendLimit Object, page 240 (Optional)
¢ Verifying Configuration of SBM State, page 241 (Optional)

e Configuring an Interface as a Designated SBM Candidate, page 240
» Configuring the NonResvSendLimit Object, page 240
» Verifying Configuration of SBM State, page 241
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Configuring an Interface as a Designated SBM Candidate

SBM isused in conjunction with RSV P. Therefore, before you configure an interface as a Designated SBM
(DSBM) contender, ensure that RSVP is enabled on that interface.

To configure the interface as a DSBM candidate, use the following command in interface configuration
mode:

Command Purpose

Configures the interface to participate as a
iorit contender in the DSBM dynamic election process,
[priority) whose winner is based on the highest priority.

Router (config-if)# ip rsvp dsbm candidate

Configuring the NonResvSendLimit Object

The NonResvSendLimit object specifies how much traffic can be sent onto a managed segment without a
valid RSV P reservation.

To configure the NonResvSendLimit object parameters, use the following commands in interface
configuration mode, as needed:

Command Purpose

) Configures the average rate, in kbps, for the DSBM
Rout er (confi g-i f)# ip rsvp dsbm non-resv- candidate.

send-limit rate kBps

i Configures the maximum burst size, in KB, for the
Rout er (config-if)# ip rsvp dsbm non-resv- DSBM candidate.

send-limit burst kilobytes

i Configures the peak rate, in kbps, for the DSBM
Router (config-if)# ip rsvp dsbm non-resv- candidate.

send-limit peak kBps

i Configures the minimum policed unit, in bytes, for
Router (config-if)# ip rsvp dsbm non-resv- the DSBM candidate.
send-limit min-unit bytes '

. Configures the maximum packet size, in bytes, for
Router (config-if)# ip rsvp dsbm non-resv- the DSBM candidate.
send-limit max-unit bytes '

To configure the per-flow limit on the amount of traffic that can be sent without a valid RSV P reservation,
configure the rate, bur st, peak, min-unit, and max-unit keywords for finite values from 0 to infinity.

To alow all traffic to be sent without avalid RSV P reservation, configure the rate, burst, peak, min-unit,
and max-unit keywords for unlimited. To configure the parameters for unlimited, you can either omit the
command or enter the no version of the command (for example, no ip rsvp dsbm non-resv-send-limit
rate). Unlimited is the default value.

The absence of the NonResvSendLimit object allows any amount of traffic to be sent without avalid RSVP
reservation.
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Example Subnetwork Bandwidth Manager Candidate Configuration .

Verifying Configuration of SBM State

To display information that enables you to determine if an interface has been configured asa DSBM
candidate and which of the contenders has been elected the DSBM, use the following command in EXEC
mode:

Command Purpose

) o Displays information about an SBM configured for
Router# show ip rsvp sbm [detail] [interfacel 5 ghedific RSV P-enabled interface or for al RSV P-
enabled interfaces on the router.

Using the detail keyword allows you to view the
values for the NonResvSendLimit object.

The displayed output from the show ip rsvp sbm command identifies the interface by name and IP address,
and it shows whether the interface has been configured as a DSBM contender. If the interfaceisa
contender, the DSBM Priority field displaysits priority. The DSBM election processis dynamic,
addressing any new contenders configured as participants. Consequently, at any given time, an incumbent
DSBM might be replaced by one configured with a higher priority. The following example shows sample
output from the show ip rsvp sbm command:

Rout er# show ip rsvp sbm

I nterface DSBM Addr DSBM Priority DSBM Candi dat e My Priority
Et1 1.1.1.1 70 yes 70
Et 2 145. 2. 2. 150 100 yes 100

If you use the detail keyword, the output is shown in adifferent format. In the left column, the local DSBM
candidate configuration is shown; in the right column, the corresponding information for the current DSBM
is shown. In the following example, the local DSBM candidate won election and is the current DSBM:

Rout er# show ip rsvp sbm detail
I nterface: Et hernet 2

Local Configuration Current DSBM

| P Address: 10. 2. 2. 150 | P Address: 10. 2. 2. 150

DSBM candi dat e: yes | Am DSBM yes

Priority: 100 Priority: 100

Non Resv Send Limt Non Resv Send Limt
Rat e: 500 Kbyt es/ sec Rat e: 500 Kbyt es/ sec
Bur st : 1000 Kbyt es Bur st : 1000 Kbyt es
Peak: 500 Kbyt es/sec Peak: 500 Kbyt es/sec
Mn Unit:unlimted Mn Unit:unlimted
Max Unit:unlimted Max Unit:unlimted

Example Subnetwork Bandwidth Manager Candidate
Configuration

In the following example, RSVP and SBM are enabled on Ethernet interface 2. After RSVP is enabled, the
interface is configured asa DSBM and SBM candidate with a priority of 100. The configured priority is
high, making this interface a good contender for DSBM status. However, the maximum configurable
priority value is 128, so another interface configured with a higher priority could win the election and
become the DSBM.

interface Ethernet2
i p address 145.2.2.150 255. 255. 255.0
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no ip directed-broadcast

i p pi msparse-dense- node

no i p nroute-cache

medi a-type 10BaseT

ip rsvp bandwi dth 7500 7500

ip rsvp dsbm candi date 100

ip rsvp dsbm non-resv-send-linit rate 500

ip rsvp dsbm non-resv-send-linmt burst 1000

ip rsvp dsbmnon-resv-send-limt peak 500
end

Cisco and the Cisco Logo are trademarks of Cisco Systems, Inc. and/or its affiliatesin the U.S. and other
countries. A listing of Cisco's trademarks can be found at www.cisco.com/go/trademarks. Third party
trademarks mentioned are the property of their respective owners. The use of the word partner does not
imply a partnership relationship between Cisco and any other company. (1005R)

Any Internet Protocol (IP) addresses and phone numbers used in this document are not intended to be
actual addresses and phone numbers. Any examples, command display output, network topology diagrams,
and other figures included in the document are shown for illustrative purposes only. Any use of actual 1P
addresses or phone numbersin illustrative content is unintentional and coincidental.
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