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System Message Guide for Cisco 10S XE 17.15.x

Cisco System Messages Overview

This document describes system messages for Cisco software releases. During operation, the system software sends these messages
to the console (and, optionally, to a logging server on another system) during operation. Not all system messages indicate problems
with your system. Some are purely informational, and others may help diagnose problems with communications lines, internal
hardware, or the system software.

How To Read System Error Messages

System error messages begin with a percent sign (%) and are structured as
follows:$FACILITY-SUBFACILITY-SEVERITY-MNEMONIC: Message-text

* FACILITY is a code consisting of two or more uppercase letters that indicate the facility to which the message refers. A facility
can be a hardware device, a protocol, or a module of the system software.

* SEVERITY is a single-digit code from 0 to 7 that reflects the severity of the condition. The lower the number, the more serious
the situation. Error Message Severity Levels lists the severity levels.

* MNEMONIC is a code that uniquely identifies the error message.

* Message-text is a text string describing the condition. This portion of the message sometimes contains detailed information
about the event, including terminal port numbers, network addresses, or addresses that correspond to locations in the system
memory address space. Because the information in these variable fields changes from message to message, it is represented here
by short strings enclosed in square brackets ([ 1). A decimal number, for example, is represented as [dec]. Representation of
Variable Fields in Error Messages lists the representations of variable fields and the type of information in them.

The following is a sample system error message:

$LINK-2-BADVCALL: Interface [chars], undefined entry point

Some error messages also indicate the card and slot reporting the error. These error messages begin with a percent sign (%) and are
structured as follows:

$CARD-SEVERITY-MSG:SLOT SFACILITY-SEVERITY-MNEMONIC: Message-text
* CARD is a code that describes the type of card reporting the error. VIP and FEIP are possible card types.
* MSG is a mnemonic that indicates that this is a message. It is always shown as MSG.

* SLOT indicates the slot number of the card reporting the error. It is shown as SLOT followed by a number (for example, SLOT5).

The prepended portion of the error message (¥CARD-SEVERITY-MSG: SLOT) is not shown in the error message listings in this
document.



Error Message Severity Levels

Error message severity levels correspond to the keywords assigned by the logging global configuration commands that define where
and at what level these messages appear. The default is to log messages to the console at the debugging level (7). For more information,
see the system configuration chapter and descriptions of the logging command in the configuration guide and command reference.

Leve

Description

0 - emergency

System unusable

1 - alert Immediate action needed
2 - critical Critical condition

3 - error Error condition

4 - warning Warning condition

5 - notification

Normal, but significant, condition

6 - informational

Informational message only

7 - debugging

Appears during debugging only

Representation of Variable Fields in Error Messages

Representation

Type of Information

[atalk address]

AppleTalk address

[atalk net]

AppleTalk network, either 600 or 600-601

[char] Single character

[chars] Character string

[dec] Decimal number

[enet] Ethernet address (for example, 0000.FEED.00C0)
[hex] Hexadecimal number

[inet] Internet address (for example, 10.0.2.16)

[int] Integer number

[node] Address or node name

[sci_notation]

Scientific notation

[t-line]

Terminal line number in octal (or decimal if the decimal-TTY
service is enabled)

[v-name]

VINES name; or number (hex or decimal)




Error Message Traceback Reports

Some messages describe internal errors and contain traceback information. This information is very important and should be included
when you report a problem to your technical support representative.

The following sample message includes traceback information:

-Process= "Exec", level= 0, pid= 17 -Traceback= 1A82 1AB4 6378 A072 1054 1860

System and Error Messages in Cisco 10S XE 17.15.x

The following tables list system and error messages and recommended actions. Scroll right to see the Recommendation Action.
Alternatively, you can download the system and error messages in the excel format here: System Message Guide for Cisco 10S XE
17.15.x.

AtoE

Facility-Severity-Mnemonic SabMerig | M essage Mesgisriain | Camponeant | Recommended-Action

AAA AUDIT MESSAGE-6-METHOD LIST STATE | 6dnformation | mlist [chars] of Method | polaris-aaa | LOG_STD NO ACTION
[chars] service is list state
marked for notifying | change
state and its current
state is : [chars]

AAA ALDT VESSAGESNOIFY MBTSIIETO AM BNT | 6dnformation | Notifying state of | Method | polaris-aaa | LOG_STD NO ACTION
[chars] method list |list state
[chars] of [chars] change
service as [chars] notified to

AAA
CLIENT
ACCESS _SESSION TRACE-3-TRACE INIT FAIL |3-Error | Access session trace | Failed to | polaris-smd | Review smd logs taking
initialization failed |initialize note of the timestamp
with code: [dec]. ac0essSession information to select
trace. specific information to

review. Copy the
message and other
related information
exactly as it appears on
the console or in the
system log.



https://www.cisco.com/c/dam/en/us/td/docs/switches/lan/sys_messages/17-15/smg_1715x.xlsx
https://www.cisco.com/c/dam/en/us/td/docs/switches/lan/sys_messages/17-15/smg_1715x.xlsx

Facility-Severity-M nemonic SahiMeriy | M essage Mesgixgian | Campanatt | Recommended-Action

ACCESS SESSION TRACE-3-TRACE REG FAIL | 3-Error | Component [chars] | Component | polaris-smd | Review smd logs taking
registration failed. | failed to note of the timestamp
Error code: [dec] register information to select

with specific information to

A00CSSRESSIoN review. Copy the

trace message and other
related information
exactly as it appears on
the console or in the
system log.

ACLMGR MESSAGE-3-ACL LEN ERR 3-Error | Error in [chars] ewlc ACL | sebiosuts | LOG STD ACTION

flex push
error
message.

ACL_ERRMSG-3-CHANGE ERROR 3-Error | [chars] [chars] The given | INVALID | Find out more about the
[chars] ACL [chars] | ACL error by using the show
change change platform software trace
configuration could | configuration messages fed command.
not be updated on all | could not
installed be applied
interfaces.\n to all

installed
policies in
hardware.

ACL_ERRMSG-3-ERROR 3-Error |[chars] [chars] The given | INVALID | Find out more about the
[chars] ACL [chars] | ACL error by using the show
configuration could | configuration platform software trace
not be applied on | could not messages fed command.
[chars].\n be applied

to
hardware.

ACL_ERRMSG-3-SGACL_ERROR 3-Error | SGACL An error |INVALID | User needs to manually
configuration could | occurred remove the cell
not be changed on | during configuration and
[chars].\n SGACL attempt to re-apply when

configuration resources have been
change, freed.

all

SGACLs

have been

removed

from cell.




Facility-Severity-M nemonic SahMeriy | M essage Mesgixgian | Campanatt | Recommended-Action
ACL_ERRMSG-4-ACLTCAM FULL 4-Warning | [chars] [chars] The INVALID | You have exceeded the
[chars] ACL on oconfiguration system limit of ACL
[chars] could not be |is too TCAM, use a simpler
programmed in large. configuration which uses
hardware, ACL less ACL entries.\n
TCAM is full.\n
ACL_ERRMSG-4-DGT _FULL 4-Warning | [chars] [chars] The INVALID | You have exceeded the
[chars] ACL on configuration system limit of DGT, use
[chars] could not be |is too a simpler configuration
programmed in large. which uses less DGT
hardware, DGT ID entries.\n
table is full.\n
ACL_ERRMSG-4-HASH ERROR 4-Warning | [chars] [chars] The INVALID | There is no SGACL Cell
[chars] ACL on cell | configuration with this configuration
[chars] could not be |is found.\n
found.\n unknown.
ACL_ERRMSG-4-HASH FULL 4-Warning | [chars] [chars] The INVALID | You have exceeded the
[chars] ACL on cell | configuration system limit of SGACL
[chars] could not be |is too cells, use a simpler
programmed in large. configuration which uses
hardware, SGACL less SGACL cells.\n
table is full.\n
ACL_ERRMSG-4-HASH ZERO 4-Warning | [chars] [chars] Cannot  |INVALID | Allocate hash entries to
[chars] ACL on cell | configure sgt or mpls-vpn using
[chars] could not be |in custom template.\n
programmed in hardware
hardware, sgt or due to
mpls-vpn hash size |zero sgt
is zero.\n or
mpls-vpn
hash
entries.
ACL_ERRMSG-4-POLICYLABEL FULL 4-Warning | [chars] [chars] The INVALID | You have exceeded the
[chars] ACL on configuration system limit of the
[chars] could not be |is too number of Policies, use
programmed in large. a simpler configuration
hardware, Policy which uses less Policy
Label table is full.\n entries.\n
ACL_ERRMSG-4-PROGRAM_FAILED 4-Warning | [chars] [chars] The INVALID | You have exceeded the
[chars] ACL on configuration system limit of entries,
[chars] is too use a simpler
programming failed | large. configuration which uses

in hardware.\n

less entries.\n




Facility-Severity-M nemonic SahiMeriy | M essage Mesgixgian | Campanatt | Recommended-Action

ACL_ERRMSG-4-SIS_STATS FULL 4-Warning | Policy id [dec] could | The INVALID | You have exceeded the
not be programmed | configuration system limit of hardware
in hardware, SIS is too resources, use a simpler
stats table is large. configuration which uses
FULL.\n less resources.\n

ACL_ERRMSG-4-UNLOADED 4-Warning | [chars] [chars] The INVALID | Allocate more space to
[chars] ACL on configuration the relevant section of
interface [chars] is too the TCAM and reboot,
could not be large; or else use a simpler
programmed in dropped configuration. If
hardware and traffic | will be possible, use the same
will be dropped.\n | dropped ACLs on multiple

on this interfaces.\n
interface.

ACL_ERRMSG-6-GACL_INFO 6Information | Logging is not The ACL |INVALID | No action is needed.
supported for logging is
GACL.\n not

supported
for
client/group
ACL.

ACL_ERRMSG-6-PACL_INFO 6Information | Logging is not The ACL |INVALID |No action is needed.
supported for logging is
PACL.\n not

supported
on port
interface.

ACL_ERRMSG-6-RELOADED 6Information | [chars] [chars] The INVALID | No action required,
[chars] ACL on configuration informational only.\n
interface [chars] has | that
now been loaded previously
into the hardware.\n | was

unable to
fit into the
hardware
will now
fit and has
been
programmed
for this
interface.




Facility-Severity-M nemonic SahMeriy | M essage Mesgixgian | Campanatt | Recommended-Action

ACL_ERRMSG-6-REMOVED 6Information | The [chars] [chars] | The INVALID | No action required,
[chars] ACL oconfiguration informational only.
configuration that | that was
was previously previously
unloaded has been |unloaded,
removed from because
interface [chars].\n | of lack of
space, has
been
removed.

ACL_ERRMSG-6-THRESHOLD EVENT 6Information | The [chars] The INVALID | No action required,
threshold alarm state | configuration informational only.
is [chars] for switch | exceeds
[dec] asic [dec]; the

with [dec] entries | threshold,
used and [dec] because
entries remaining.\n | of lack of
space.

ADMINTECH-3-INCOMPLETE BUNDLE |3-Error | Admin-tech bundle | This afpadnitch | Increase the timeout
is incomplete, IOS | syslog is value for admin-tech
tech-support timed | generated with 'request platform
out after [dec] 10S software sdwan
seconds tech-support admin-tech timeout
times out &lt;&gt;

resulting
into
incomplete
admin-tech.
Default
timeout
for
admin-tech
is 30
mins,
however
on loaded
systems,
this
timeout
might not
be
sufficient
and
admin-tech
could
potentially
time out




Facility-Severity-M nemonic

SatMery

M essage

MesgiSinin

Recommended-Action

ADMINTECH-3-PUBLISH_FAILURE

3-Error

Admin-tech bundle
[chars] could not be
uploaded to Cisco
SD-WAN Manager,
reason: [chars]

([dec])

This error
syslog is
generated
when
admin-tech
can not be
published
to
SD-WAN
Manager
over over
HTTP
channel.
This can
be due to
degration
in the
network
or control
connectivity
loss

Retry generating
admin-tech

ADMINTECH-5-PUBLISH_SUCCESS

5-Notice

Admin-tech bundle
[chars] successfully
uploaded to Cisco

SD-WAN Manager

This
notice
syslog is
generated
when
admin-tech
is
successfully
uploaded
to
SD-WAN
Manager
after the
generation
is
complete

No action is required

AFC SCHED--ARC HTTROON HEAITHCHBCK. FALURE

1-Alert

AFC Healthcheck
failed with HTTP
connection error:
[chars].

AFC
Healthcheck
failed due
to
HTTPCON
error

afc

LOG_STD NO_ACTION




Facility-Severity-M nemonic SahMeriy | M essage Mesgixgian | Campanatt | Recommended-Action

AFC SCHED-1-AFC HTTP HEALITHCHECK FAILURE | 1-Alert | AFC Healthcheck |AFC afc LOG STD NO ACTION
failed with HTTP | Healthcheck
status code [dec]. | failed due
to HTTP
error
ARC SCHEDI-ARC PROVIDER HEAITHCHHECK FALLRE | 1-Alert | AFC Healthcheck | AFC afc LOG_STD NO _ACTION
failed : [chars]. Healthcheck
failed due
to
provider
error
ARC SCHED3ARC OUDM HFAITHCHBEK FALURE | 3-Error | AFC Healthcheck | AFC afc LOG _STD NO ACTION
failed, can't Healthcheck
communicate with | failed due
cloud services cloudm
because [chars]. cmuncn
failure
AFC_WNCD-1-AFC_CONDITIONS NOT MET | 1-Alert Some geolocation | Some afc LOG _STD NO ACTION
information is conditions

missing for AP with | are

Radio MAC [chars] | preventing
to use AFC:[chars] |the AP
from
using
AFC

AFRC WND4ARC GEOLOCATION HIGH UNCERTAINTY | 4-Warning | Current location Geoloocation | afc LOG_STD NO _ACTION
uncertainty for AP | uncertainty
[chars] is high ([dec] | for the AP
meters). is above
400m

AFC_WNCD-6-AFC_WNCD INFO 6Information | Info Level - [chars] | General | ewlespwifi | LOG_STD ACTION
AFC

WNCD
Lib info
message

3-Error | User ID: [chars] - | Unable to | ewle-client | LOG_STD ACTION
Unable to update | update
broadcast keys to | broadcast

AP keys to
AP
APMR ALDIT MESSAGEGHES AUDIT KCS (CP 1 Dty | 6dnformation | AP [chars] User ID: | MCAIAGD |ewlc-ap |LOG_STD ACTION
[chars] [chars] parameters
[chars] [chars]
[chars]

10




Facility-Severity-M nemonic SahiMeriy | M essage Mesgixgian | Campanatt | Recommended-Action
APMGR AWIPS SYSLOGOGAPMGR AWIPS MESSAGE | 6dnformetion | AWIPS AWIPS | ewlc-awips | LOG STD NO ACTION
alarm:[chars] ([dec]) | alarm
detected
APMGR TRACE MESSAGE2BSSD (D FANUP TIMBOUT | 2-Critical | BSSID cleanup BSSID ewlc-ap | Copy the error message
timeout, [chars] cleanup exactly as it appears on
could not the console or in the
be system log. Open a case
completed. with the Technical
This may Assistance Center via the
result in Internet
failure to wwammnmignitte tkexCy
push or contact your Cisco
configuration technical support
updates to representative and
Access provide the
Points. representative with the
Make a gathered information. It
note of is suggested to collect
any recent archive traces and live
changes process core to analyse
made to the error.
the
network
or the
device
configuration
which
may have
triggered
this and
proceed to
the
suggested
action.

11



Facility-Severity-M nemonic SahMeriy | M essage Mesgixgian | Campanatt | Recommended-Action
APMGR TRACE MESSAGE-2-WLAN CRIT ERR |2-Critical | WLAN Error : Critical |ewlc-ap |Copy the error message
[chars] issue seen exactly as it appears on
with the console or in the
WLAN system log. Open a case
config. with the Technical
Make a Assistance Center via the
note of Internet
any recent etz triex pryl
changes or contact your Cisco
made to technical support
the representative and
network provide the
or the representative with the
device gathered information. It
oconfiguration is suggested to collect
which archive traces and live
may have process core to analyse
triggered the error.
this and
proceed to
the
suggested
action.
APMGR TRACE MESSAGE2-WLAN CRIT INFO | 2-Critical | CRITICAL, [chars] | General |ewlc-ap |LOG_STD ACTION
Wireless
LAN
Controller
critical
message
APMGR TRACE MESSAGE2WLC APMGR (RIT MYG | 2-Critical | CRITICAL, [chars] | General |ewlc-ap |LOG_STD_ ACTION
Wireless
LAN
Controller
warning
message
APMGR _TRACE MESSAGE-3-AP NTP_SYNC | 3-Error | AP [chars] MAC The Ap |ewlc-ap | Verify the IP address of
[chars], NTP sync | failed to the NTP server and the
has failed. Reason: |sync with authentication
[chars] the NTP credentials.
server
APM(R TRACE MESSAGE3AP RADIO STUK ALARM | 3-Error | Radio Stats Radio ewlc-ap | No action required
Monitoring: [chars] |stats
monitoring
and radio
stuck
alarm

12




Facility-Severity-M nemonic

SatMery

M essage

MesgiSinin

Campoent

Recommended-Action

AMRTRAEMESAGEEEM C AMR ANIENNA SFTERRCR

3-Error

Antenna set error:
[chars]

Antenna
id
enabledisable
operation
has
resulted in
error.
please
follow
error
message
for details

ewlc-rrm

Please follow error
message string and take
corrective action

AMRIRAEMSAERM CAMRAPRGIOVENVEVAIH

3-Error

Error: Cannot set
country code [chars]
for AP
MAC:[chars]Regulatory

domain check failed

Regulatory
domain of
all radio
slots of
the AP
does not
match
with the
country
code

ewlc-rrm

In most cases, the
problem can be corrected
by checking regulatory
domain supported by
Access Point (AP).
Radios within APs are
assigned to a specific
regulatory domain as a
part of factory setting.
Configuring a country
code ensures that each
radio's broadcast
frequency bands,
channels and transmit
power levels are
compliant with
country-specific
regulations. Please
ensure that user
configured country code
is compliant with
country code setting in
AP.

13



Facility-Severity-M nemonic SahMeriy | M essage Mesgixgian | Campanatt | Recommended-Action

AMRTRAEMSAFERMCAMRINE RN | 3-Error | Regulatory domain | Specified |ewlc-rrm | Validate the country
error while setting | country code configuration on
country code for AP | code is the Controller and add
MAC:[chars], not the country code to the

country code [chars]
is not configured on

present in
the

configured country code
list if it is not already

WLC configured present. Please refer to
country the configuration guide
code list to configure country

code. If you still require
contact your Cisco
technical support
representative and
provide the information
you have gathered.
APMGR TRACE MESSAGE3EWLC GEN (HAN FRR | 3-Error | Error in [chars] General |ewlc-ap |LOG_STD_ACTION
Wireless
LAN
Controller
Error
Message.
APMGR TRACE MESSAGE3-EWLC RRM ERROR | 3-Error | event change: General |ewlc-rrm |LOG_STD_ACTION

[chars] Wireless
LAN
Controller
RRM
error
message

APMGR TRACE MESSAGE3EWLC RRM QUERY FRR | 3-Error | Error in [chars] Trying to |ewlc-rrm | Please report the error to
query technical support
information representative.
related to
AP with
invalid
slot ID.

APMGR TRACE MESSAGE3EWLC WLAN EIA MSG | 3-Error | et-analytics config | Global ewlc-ap | No action required

validation Error: and

[chars] Wireless
et-analytics
config
dependency
error

14




Facility-Severity-M nemonic SahiMeriy | M essage Mesgixgian | Campanatt | Recommended-Action
APMGR TRACE MESSAGE3EWLC WLAN MPK MYG | 3-Error | MPSK config MPSK ewlc-ap | No action required
validation Error: and
[chars] Central
auth
dependency
error
APMR TRACE MESSAGEBEWMLC WLAN MPK PK MG | 3-Error | MPSK config MPSK ewlc-ap | No action required
validation Error: and PSK
[chars] dependency
error
APMGR TRACE MESSAGE3EXEC (A1 INVALID SIOT | 3-Error | Executed exec-cli is | The ewlc-ap |LOG_STD ACTION
not applicable for | executed
AP: [chars], number | EXEC
of'slots: [dec], while | CLI is not
cli executed for slot: | applicable
[dec]. for this
AP,
because
the
limitation
number of
slots
AMR TRAENVESABEXECAINOTSGDUALRAIDAP | 3-Error | Executed exec-cli is | The ewlc-ap |LOG_STD ACTION
not applicable for | executed
AP: [chars] because | EXEC
AP does not support | CLI is not
dual 5ghz radio. applicable
for this
AP,
because
AP does
not
support
dual Sghz
radio
APMR TRACE MESSAGIRBEXHC (I NOT MASTER RADD | 3-Error Executed exec-cli is | The ewlc-ap |LOG_STD ACTION
applicable for only |executed
master radio for AP | EXEC
: [chars] CLIis
applicable
only for
master
radio

15



Facility-Severity-M nemonic SahMeriy | M essage Mesgixgian | Campanatt | Recommended-Action
APMGR TRACE MESSAGE3EXEC CLI TX POWER | 3-Error | Tx Power Config | Tx Power |ewlc-rrm | LOG STD NO ACTION
Notification: Radio | configuration
Role is AUTO. So, [isnot
Tx power change is | allowed.
not allowed for AP
[chars] on slot [dec].
APMR TRACE MESSAGE3WLC AP AUDIT RFORT FRR | 3-Error | Error in [chars] AP Audit |ewlc-ap |LOG_STD_ACTION
Report
Error
Message.
APMR TRAE MESSAEBWIC APCONHG(HHKER BRR | 3-Error | error received from | Erroron |ewlc-ap |LOG_STD_ACTION
AP [chars] AP while
applying
oconfiguration
updates
from
controller.
AMRTRAEVESEBMCAPINZGIAGENNLIRIBVPLY | 3-Error | The DCA Channel |DCA ewlc-rrm | Please add channels to
list is empty for Channel DCA List
24ghz rf profile list for
[chars] 24ghz
radio is
empty, it
affects
Channel
Assignment
to AP
AMRTRAEVEABMCAPINGDAMANLIRIBVAY | 3-Error | The DCA Channel |DCA ewlc-rrm | Please add channels to
list is empty for Channel DCA List
Sghz rf profile list for
[chars] Sghz
radio is
empty, it
affects
Channel
Assignment
to AP

16




Facility-Severity-M nemonic

M essage

MesgiSinin

Recommended-Action

AMRIRAEVEABMCAPINGIACANLIETBVPTY

3-Error

The DCA Channel
list is empty for
6ghz rf profile
[chars]

DCA
Channel
list for
6ghz
radio is
empty, it
affects
Channel
Assignment
to AP

ewlc-rrm

Please add channels to
DCA List

APMGR TRACE MESSAGE3WLC AP JON CRIT FRR

3-Error

AP Join/Disjoin
Error: [chars]

AP
Join/Disjoin
Wireless
LAN
Controller
Error
Message.

ewlc-ap

LOG_STD ACTION

APMGR TRACE MESSAGE3-WLC AP LOG MSG

3-Error

AP Remote Log:
[chars]

AP
Remote

logging

ewlc-ap

No action required

AMR TRACE MESAGE3WLC AP PACKET CAPTURE FRR

3-Error

Error in [chars]

AP packet
capture
Error
Message.

ewlc-ap

LOG_STD ACTION

APMGR_TRACE MESSAGE3-WLC _EXEC MSG

3-Error

%% Error: [chars]

Improper
arguments
or config

ewlc-ap

Arguments to be
changed

APMGR TRACE MESSAGE-3-WLC_GEN_ERR

3-Error

Error in [chars]

General
Wireless
LAN
Controller
Error
Message.

ewlc-ap

LOG_STD ACTION

APMCR TRACE MESSAGE3WLC MDNS AP FRROR MSG

3-Error

Error mDNS AP :
[chars]

Error
Message
related to
mDNS
AP

ewlc-ap

LOG_STD ACTION

17



Facility-Severity-M nemonic SahMeriy | M essage Mesgixgian | Campanatt | Recommended-Action
AMRTRAEVEAFEWMCUN HRIDAPMTERR | 3-Error | Unsupported AP vWLC ewlc-ap | Fix the configuration to
mode. [chars] ultra-low allow AP to join in
WLCs do Flexconnect Mode.
not
support
Local
Mode
APs. This
error will
be logged
whenever
an AP
tries to
join in
Local
Mode on
avWLC
ultra-low
WLC.
APMGR TRACE MESSAGE4-AP CPU ALARM |4-Warning | AP [chars], MAC |An alarm |ewlc-ap |LOG_STD ACTION
[chars], was
CPU=[dec]%%, triggered
alarm state: [dec] for AP
CPU
IEsURTas
APMR TRACE MESSAGEAAP GNSS USB DRCONNECTHD | 4-Warning | AP [chars], GNSS | GNSS ewlcafcim | LOG_STD_ACTION
USB Module has USB
been removed. This | module
might impact disconnected
location availabilty |from AP
and derivation for
nearby APs
APMGR TRACE MESSAGE4-AP MEM ALARM | 4-Waming | AP [chars], MAC |Analarm |ewlc-ap |LOG_STD ACTION
[chars], was
Memory=[dec]%%, | triggered
alarm state: [dec] for AP
Memory
eSS
AMR TRAEMESAFAP MRAKICONVERINALLRE | 4-Warning | AP [chars], MAC | Conversion |ewlc-ap |LOG_STD_ ACTION
[chars], Meraki to Meraki
serial number: AP
[chars], Meraki validation
persona change result

result: Failed.
Reason: [chars]

18




Facility-Severity-M nemonic SahiMeriy | M essage Mesgixgian | Campanatt | Recommended-Action
AMR TRAE MESSAHAFASYRK TNSFRCRID APMTE | 4-Warning | Unsupported AP Easy-PSK | ewlc-spwifi | Fix the configuration to
mode for Easy-PSK | WLAN move AP in local mode.
WLAN [dec] on AP | configured
[chars], MAC on AP not
[chars]. Easy-PSK |in local
only supported in | mode.
local mode. WLAN
will not
be pushed
to the AP.
APMR TRACE MESSAGEAWLC APMR WARNING MG | 4-Warning | Warning, [chars] General |ewlc-ap |LOG_STD_ACTION
Wireless
LAN
Controller
warning
message
AMR TRAEMESAFEM CAONHG(HE KR WARNNG | 4-Warning | config check: [chars] | Warning |ewlc-ap |LOG_STD_ ACTION
message
related to
config
checker
APMR TRACE MEBSSAGFAWLC MDNS AP WARNNG MG | 4-Warning | Warning mDNS AP | Warning  [ewlc-ap |LOG_STD ACTION
: [chars] message
related to
mDNS
AP
APMGR TRACE MESSAGESAP ARC BHOW TX MN | 5-Notice | AP [chars], 6GHZ |6GHZ ewlcafcm | LOG_STD_ACTION
radio operating radio
below tx min due to | operating
afc restriction below rf
profile
configured
tX min
due to afc
restriction
APMR TRACE MESSAGESAP AFKC MMINENT HAG ST | 5-Notice | AP [chars], 6GHZ |6GHZ ewlcaforim | LOG_STD ACTION
radio AFC response | AFC
is about to expire on | expiry
AP imminent
flag set
APMGR TRACE MESSAGE-5-AP_EXEC CLI|5-Notice |Exec CLI: [chars] |Execcli |ewlc-ap |LOG STD NO ACTION
information
or output

19



Facility-Severity-M nemonic

SatMery

M essage

MesgiSinin

Recommended-Action

APMGR TRACE MESSAGESEWLC APMIGR NOTICE

5-Notice

event change:
[chars]

General
Wireless
LAN
Controller
Notice
message

ewlc-ap

LOG_STD_ACTION

APVR TRACE MESSAGESWLC AP PUBLIC A OUD FRR

5-Notice

Unsupported AP
mode. [chars]

Public
cloud
WLCs do
not
support
Local
Mode in
AP. This
error will
be logged
whenever
an AP
tries to
join in
Local
Mode in a
Public
Cloud
WLC.

ewlc-ap

Fix the configuration to
allow AP to join in
Flexconnect Mode.

ARVIR TRACE MESSAGHAP MERAKI CONVERI N SUGESS

6Infomation

AP [chars], MAC
[chars], Meraki
serial number:
[chars], Meraki
persona change
result: [chars]

Conversion
to Meraki
AP
validation
result

ewlc-ap

LOG_STD_ACTION
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Facility-Severity-M nemonic

M essage

MesgiSinin

Recommended-Action

APMGR TRACE MESSAGE6CHAN ZFRO DETECTED

6Infommation

AP: [chars] reported
channel 0 on slot
[dec]

AP has
reported
Channel 0
on one of
the radio
slots. This
generally
happens
when the
configurations
on the AP
are set to
factory
default.
WLC
recovers
this by
rebooting
the AP.
Unless the
message
repeatedly
appears, it
does not
require
any
action.

ewlc-ap

LOG_STD_ACTION

APMR TRACE MESSAGEGCLENT DEBUG BUNDLE NFO

6dnfomation

Client debug bundle
[chars]

General
Wireless
LAN
Controller
Client
debug
bundle
info
message

ewlc-ap

LOG_STD ACTION

APMR TRACE MESSAGEGEWC APMGR OLD VERSON

6Information

AP Event: [chars]
Please upgrade AP
to 8.10 or 16.12 or
higher before joining
a EWC network

Please
upgrade
11AX AP
to 8.10 or
16.12so1it
can join
EWC
network

LOG_STD NO_ACTION
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Facility-Severity-M nemonic

M essage

MesgiSinin

Recommended-Action

ARVOR TRACE MESSAGESPWC AMR FOLL (CO SLCCESS

6Infommation

CCO polling for
software version
completed
successfully

The
action of
polling
CCO for
LATEST
and
SUGESIHD
software
version
has
completed
successfully

LOG_STD NO_ACTION

APMGR TRACE MESSAGE6-WLC APMGR INFO

6dnfomation

Info : - [chars]

General
Wireless
LAN
Controller
info
message

ewlc-ap

LOG_STD ACTION

APMGR_TRACE_MESSAGE-6-WLC_AP_JOIN

6Information

AP Join Info :
[chars]

AP
Join/Disjoin
Wireless
LAN
Controller
Error
Message.

ewlc-ap

LOG_STD_ACTION

AP FOWER PROFILE TRACE MESSAGE3WLC GEN FRR

3-Error

Error in [chars]

General
Wireless
LAN
Controller
Error
Message.

ewlc-ap

LOG_STD ACTION

AUTO _FPD-3-FRU_HWPRG_UPG_ERR

3-Error

Error reason:[chars]

Some
error
occurred
during
auto
upgrade

osebnosuls

Retry upgrade

AUTO_FPD-3-FRU HWPRG UPG_FAILED

3-Error

[chars] in slot
[chars] failed to
program. error:
[chars]

The
hwpoganetk
was
upgraded
failed

Retry upgrade
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Facility-Severity-M nemonic SahiMeriy | M essage Mesgixgian | Campanatt | Recommended-Action

AUTO_FPD-5-FRU HWPRG UPG _START |5-Notice |[chars] in slot The sebinesutls | No action is required.
[chars] are hwpoganite This is informational
upgrading, please | firmware message
don't reload or is
power-cycle this upgrading
card.

AUTO _FPD-5-FRU HWPRG UPG SUCCESS | 5-Notice |[chars] in slot The isebicsutls | No action is required.
[chars] are hvpoganite This is informational
successfully was message
programmed. upgraded

succesfully

AUTO UPGRADE3AUIO ADVIE SW COM BUNDLED | 3-Error | Switch [dec] running | No isebiosus | Boot the member with
incompatible explanation compatible software.
bundled software | required.
has been added to
the stack. Switch
[dec] must be
running compatible
bundled software in
order to join the
stack.

AUTO URGRADE3AUTO ADVISE SW FATED PLATFORM | 3-Error | Failed to determine | Somehow | sebinosuts | Add an action
platform hardware |the
type of switch [dec] | platform

type could
not
determined.

AUTO URRADE3AUTO ADVIE SW MODE UNKNOWN | 3-Error | Switch [dec] has No isebiosus | Boot the member with
been added to the | explanation compatible software.
stack. Failed to required.
initiate auto advise
for switch [dec]
because switch [dec]
is not running
installed or bundled
software

AUTO _UPGRADE-3-AUTO _CONF _EXEC |3-Error |Auto upgrade is TODO: | isebinosus | TODO: add an action
enabled by config. |add an
Please disable auto | explanation.
upgrade

configuration to
execute auto
upgrade manually
using exec CLI.
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Facility-Severity-M nemonic SahMeriy | M essage Mesgixgian | Campanatt | Recommended-Action

AUTO UPGRADE3-AUTO UPGRADE FAILED COPY |3-Error | Failed to copy TODO: | isebiosus | TODO: add an action
upgrade packages |add an
from [chars] [dec] to | explanation.

[chars] [dec]/R[dec].

AUTO UPGRADE3-AUTO UPGRADE FAILED DISK | 3-Error | [chars] [dec]/[dec] |There iosebinosutls | Clean up disk space in
doesn't have enough | might be the remote switch.
free disk space to | older files
perform auto because
upgrade. A of which
minimum of [dec] |there is
KB of free disk not
space is required enough
Initiating the memory.
auto-delete of the
old images on
joining
member/FRU.

(Default is oldest
image in
configuration mode)

AUTO UPGRADE3-AUTO UPGRADE FAILED EXPAND | 3-Error | Failed to install the | TODO: | iosebiosus | No action required.
running software on | add an
switch [dec] explanation.

AUTO UPGRADE3-AUTO UPGRADE FAILED MEM | 3-Error | [chars] [dec] doesn't | There iosebinosutis | Clean up disk space in
have enough free | might be the remote switch.
memory to perform |older files
auto upgrade. A because
minimum of [dec] |of which
KB of free memory | there is
is required not

enough
memory.

AUTO URGRADE3AUTO URGRADE FAIED PLATFORM | 3-Error | Failed to determine | Somehow | isebiosuts | Add an action
platform hardware |the
type of [chars] platform
[dec]/R[dec] type could

not
determined.
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Facility-Severity-M nemonic SahiMeriy | M essage Mesgixgian | Campanatt | Recommended-Action

AUTO UPGRADES3-AUTO UPGRADE FAILED STAIE | 3-Error | A previous The user | sxebiosuts | Reload the switch
provisioning action |has run an
is pending reboot. | operation
Please reboot the that
[chars] [dec]. requires a

reboot to
take
action.

AUTO UPRGRADE3-AUTO UPGRADE INTERNAL FRROR | 3-Error | Local chassis/RP Somehow | sebiositis | Try to do it again.
number did not the
publish yet chassiyFRU

number is
missing.

AUTO URGRADE3AUTO UPRGRADE MODE UNKNOWN | 3-Error Switch [dec] has No osxebinosutk | Boot the member with
been added to the | explanation compatible software.
stack. Failed to required.
initiate auto upgrade
for switch [dec]
because switch [dec]
is not running
installed or bundled
software

AUTO TRRADEZAUTO TRRADE NOTHNG TOA EAN | 3-Error | Couldn't find If there is | sebnosutls | User will have to
enough old install | no old manually delete old files
images on images using 10S delete
incompatible are found command
standby/member for | on joining
deletion. Please sy
manually free up boot
[dec] MB space on | directory
incompatible
standby/member and
try again using
'install autoupgrade'.

AUIO TRRADEBAUTO TRRADENOIHNG TOURRALE | 3-Error | No incompatible Exec isebiosuls | No action is required
standby/member is | autoupgrade from the user
found, nothing to scenario
auto-upgrade. when

there is no
incompetible
member
in stack.
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Facility-Severity-M nemonic

M essage

MesgiSinin

Recommended-Action

AUTO UPGRADE3-AUTO UPGRADE NOT SUPPORTED

3-Error

The system is not
running installed
software. Auto
upgrade for [chars]
[dec]/R[dec] cannot
be initiated

A system
with
incompatible
software
has been
detected
in the
stack. The
auto
upgrade
functionality
cannot be
initiated
because
the
stack/HA
system is
not
running
installed
software.
The user
must
manually
upgrade
the
incompatible
switch/FRU.

Perform the one shot cli
to convert system is
install mode. Boot the
system from the boot
directory
(bootflash/harddisk)
using 'boot
bootflash:packages.conf'
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Facility-Severity-M nemonic

M essage

MesgiSinin

Recommended-Action

AUTO UPGRADE3AUTO UPGRADE NO DOWNGRADE

3-Error

Skip auto-upgrade
on chassis [dec]. The
Active chassis's
software version
[chars] is lower than
this chassis's
minimum software
version requirement
[chars].

Skip
abdwgab
scenario
when the
active
switch
does not
fulfill the
minimum
software
release
version
requirment.
The active
switch is
running
an image
lower
than the
remote
chassis's
minimum
software
version.

Upgrade the stack to a

higher release version or
remove the switch from

the stack.

AUTO UPGRADE3-AUTO UPGRADE PLATMISVIATCH

3-Error

No software was
found to upgrade
[chars] [dec]/R[dec]

Happens
because
of
incompatible
switches.
For
example,
ngwc and
non-ngwe
ones are

incompatible

iosebnosutls

Plugin compatible

switches for autoupgrade

to run.

AUTO URGRADEBAUTO URGRADE ROVIVIN NOT UDATD

3-Error

Unable to confirm
boot config on
[chars] [dec]/R[dec],
assuming it is set as
[chars].

TODO:
add an
explanation.

osebnosuls

NO action is required.
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Facility-Severity-M nemonic SahMeriy | M essage Mesgixgian | Campanatt | Recommended-Action

AUTO _UPGRADE-3-SMU_SYNC FAILED |3-Error |SMU upgrade failed | SMU iosxe-p-smu | No action required, SMU
on switch [dec]. sync sync will be tried in next
Auto upgrade of failed reload.
image will pass with | because
out syncing SMUs | of some
on this switch. reason.

SMUs will be
synced at boot time
of the switch [dec]

AUTO UPGRADE-3-SMU UPGRADE FAILED DISK | 3-Error | Switch [dec] doesn't | There iosxe-psmu | Clean up disk space in
have enough free | might be the remote switch.
disk space to sync | older files
SMU. A minimum | because
of [dec] KB of free |of which
disk space is there is
required. Auto not
upgrade will pass | enough
with out syncing memory.

SMUs on this switch

AUTO UPGRADE-S-AUTO ADVISE SW BUNDLED | 5-Notice |switch [dec] running | No isxebnosutls | Boot the member with
installed software | explanation compatible software.
has been added to | required.
the stack. Switch
[dec] must be
running bundled
software in order to
join the stack.

AUTO UPGRADE-5-AUTO _ADVISE SW_CONV | 5-Notice |[chars] [dec] running | No iosebinosutls | No specific action
bundled software explanation required.
has been added to | required.
the stack that is
running installed
software. The "install
autoupgrade'
command can be
used to convert
[chars] [dec] to the
installed running
mode by installing
its running software.

AUTO UPGRADE-5-AUTO _ADVISE SW_FOUND | 5-Notice |Found donor switch | Just an isebiosuls | No action is required.
[dec] to auto init
upgrade switch message.

[dec].

28




Facility-Severity-M nemonic

SatMery

M essage

Mesgixgian | Campanant

Recommended-Action

AUTO UPGRADE-S-AUTO ADVISE SW INITIATED

5-Notice

Auto advise initiated
for [chars] [dec].

A system | osebinositl
with
incompatible
software
has been
detected
in the
stack. The
stack will
now
determine
whether
or not
software
is
available
to be
copied to
the
incompatible
system,
and if so,
advise the
user how
to copy it.
Otherwise,
the
system
will
merely let
the user
know that
the
software
on the
stack
needs to
be
updated.

No action is required.

29



Facility-Severity-M nemonic SahMeriy | M essage Mesgixgian | Campanatt | Recommended-Action
AUTO _UPGRADE-5-AUTO_ADVISE SW _MSG | 5-Notice |[chars] [dec]/R[dec] | TODO: | isebiosutk | TODO: add an action
with incompatible |add an
software has been | explanation.
added to the
system/stack. all
system/stack
members were
scanned and it has
been determined that
the 'install
autoupgrade'
command can be
used to install
compatible software
on [chars]
[dec]/R[dec].
AUTO UPGRADE-5-AUTO ADVISE SW SEARCH | 5-Notice | Searching stack for |Just an isebicsutls | No action is required.
software to upgrade | init
[chars] [dec]/R[dec]. | message.
AUTO UPGRADE-5-AUTO ADVISE SW_START | 5-Notice |Upgrading [chars] |Justan isebiosus | No action is required.
[dec] with software |init
from [chars] [dec]. |message.
AUTO UPGRADE-5-AUTO_UPGRADE CONV | 5-Notice |Converting [chars] | This iosebinosutls | No action is required.
[dec] to installed needs to
mode by installing |be
its running software. | converted
as part of
the auto
upgrade.
AUTO_UPGRADE-5-AUTO UPGRADE FINISH | 5-Notice |Finished installing | TODO: |isebnosus | TODO: add an action
software on [chars] |add an
[dec]/R[dec]. explanation.
AUTO _UPGRADE-5-AUTO UPGRADE FOUND | 5-Notice |Found donor [chars] | Just an iosebinosutls | No action is required.
[dec] to auto init
upgrade [chars] message.

[dec]/R[dec].
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Facility-Severity-M nemonic

SatMery

M essage

MesgiSinin

Recommended-Action

AUTO UPGRADE-5-AUTO UPGRADE INITIATED

5-Notice

Auto upgrade
initiated for [chars]
[dec]/R[dec].

A system
with
incompatible
software
has been
detected
in the
stack. The
stack will
first
attempt to
download
software
from a
ponsderfed
location,
and install
it to make
the
system
compatible.
If this is
not
successful,
the stack
will then
determine
whether
running
software
on
another
stack
member is
available
to be
copied to
the
incompatible
system,
and
whether
or not it is
appropriate
to copy
the
software

automatically

No action is required.
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Facility-Severity-M nemonic SahMeriy | M essage Mesgixgian | Campanatt | Recommended-Action
AUTO UPGRADE-S-AUTO UPGRADE INSTALLED | 5-Notice | Finished installing |TODO: | isebnosuts | TODO: add an action
the running software | add an
on [chars] [dec]. explanation.
AUTO UPGRADE-5-AUTO UPGRADE RELOAD | 5-Notice |Reloading [chars] | Part of iosebiosuls | Just wait until the reload
[dec] to complete | autoupgrade completes.
the auto upgrade.
AUTO URGRADESAUTO URGRADE RHOAD INSIALTED | 5-Notice | Reloading [chars] | TODO: | isebnosus | TODO: add an action
[dec] to boot in add an
installed mode. explanation.
AUTO UPGRADE-5-AUTO UPGRADE SEARCH | 5-Notice |Searching stack for |Justan isebiesutls | No action is required.
software to upgrade | init
[chars] [dec]/R[dec]. | message.
AUTO _UPGRADE-5-AUTO UPGRADE START | 5-Notice |Upgrading [chars] |Justan isebiosuls | No action is required.
[dec]/R[dec] with  |init
software from message.
[chars] [dec].
AUTO UPGRADES-AUTO UPGRADE START CHECK | 5-Notice | Auto upgrade start | Part of osebinosus | NO action is required.
checking for autoupgrade
incompatible
switches.
AUTO UPGRADE-5-SMU RB SYNC FAILED | 5-Notice |SMU rollback sync | SMU iosxe-p-smu | Bring back the SMUs
failed on [chars]. rollback deleted and check
Rollback operations | sync whether there is enough
may be affeced failed on space in remote
some member/SMUs
reason.
Most
probable
causes are
SMUs are
not
present on
the media
or the
media is
full.
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Facility-Severity-M nemonic SahiMeriy | M essage Mesgixgian | Campanatt | Recommended-Action
AUTO TRRADE MODU ARBAUIO RR MU SYNCRALHD | 3-Error | Failed to sync SMUs | SMU iosxe-p-smu | If the files are removed
to standby. Make sync from the active bring it
sure that SMU files | failed. back to same location.
are present on active | Most Make sure there is
and there is space | probable enough space to copy the
enough to copy cause are files on the standby
SMUs on standby. | the smu
files may
have been
removed
from the
active
switch
using
10S/linux
commands.
Another
reason is
there is no
space
enough to
copy the
files to
the
standby
ATOUTRRAEMDUARAUTONOLER NCRRCINAID | 3-Error | Failed to correct the | The iosxe-psmu | Get the 'show install log'
SMU mismatch system and the btrace logs from
between the running | tried to active and standby
version on active recover
and standby. Pls from the
abort the smu missmatch,
installation using | but failed.
'install abort' Engineer
intervention
is
required
AUIO TRRACEMIU ARSAUIO ADVRE SW MSMIAICH | 5-Notice | Active and standby | No iscebnosutls | Boot the member with
are running differnt | explanation same software.
versions, SMUs will | required.

not be synced.
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Facility-Severity-M nemonic

SatMery

M essage

MesgiSinin

Recommended-Action

5-Notice

Missmatch between
running version of
SMUs. Trying to
recover. Standby
will reload

There is a
missmatch
on the
running
version.
This will
happen
when the
standby
reloads
after
afvaetkadiee
and
before
commit.
The
machine
will try to
correct it.
One
reload is
required
for
correcting
the
chanages.

No action required.

AUTO URGRADE MODULARSAUTO NOICE STBY REOAD

5-Notice

Installing SMUs on
standby. Standby
will reload

No
explanation
required.

iosebnosutls

No action required.

AUTOURGRADE MCDUARSSVU AUTO URGRATE NTAING

5-Notice

Initiating SMU
autoupgrade for
[chars] [dec]/R[dec]

No
explanation
required.

osebnosuls

Boot the member with
same software.

AVC_MESSAGE-3-EWLC_AVC FNF CLI ERR

3-Error

CLI validation error:
[chars]

General
AVCFNF
CLI
validation
error

LOG_STD_ACTION
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Facility-Severity-M nemonic M essage Mesgixgian | Campanatt | Recommended-Action
BBU-0-CHASFS OBJECT NOT PRESENT Expected chassis A chassis | cbopltform | In most cases, the
filesystem object filesystem problem can be corrected
[chars] not present. |object by reloading the
expected impacted hardware using
to be the hw-module [slot |
present is subslot] slot-number
not. This reload command. If the
could be reload fails to correct the
dueto a problem, collect the
software output of the error
defect or message, the logs, and
filesystem the output of show
failure. tech-support and provide
the gathered information
to a Cisco technical
support representative.
BBU-0-CHASFS PROPERTY CREATE Failed to create A chassis | cabophtform | In most cases, the
chassis filesystem | filesystem problem can be corrected
object [chars] property by reloading the
property [chars] was not impacted hardware using
because [chars] properly the hw-module [slot |
created. subslot] slot-number
reload command. If the
reload fails to correct the
problem, collect the
output of the error
message, the logs, and
the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
BBU-0-CHASFS_PROPERTY_ GET Failed to read A chassis | caboplatform | In most cases, the
chassis filesystem | filesystem problem can be corrected
object [chars] property by reloading the
property [chars] was not impacted hardware using
because [chars] properly the hw-module [slot |
read by subslot] slot-number
the reload command. If the
system. reload fails to correct the
problem, collect the
output of the error
message, the logs, and
the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
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BBU-0-CHASFS PROPERTY NOT PRESENT Expected chassis A chassis | cbopltform | In most cases, the
filesystem object filesystem problem can be corrected
[chars] property object by reloading the
[chars] not present. |property impacted hardware using
expected the hw-module [slot |
to be subslot] slot-number
present is reload command. If the
not. This reload fails to correct the
could be problem, collect the
dueto a output of the error
software message, the logs, and
defect or the output of show
filesystem tech-support and provide
failure. the gathered information
to a Cisco technical
support representative.
BBU-0-CHASFS PROPERTY SET Failed to write A chassis | cabophtform | In most cases, the
chassis filesystem | filesystem problem can be corrected
object [chars] property by reloading the
property [chars] failed to impacted hardware using
because [chars] write. the hw-module [slot |
subslot] slot-number
reload command. If the
reload fails to correct the
problem, collect the
output of the error
message, the logs, and
the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
BBU-0-EVENT LIBRARY An event facility An event | caboplatform | In most cases, the
initialization or facility problem can be corrected
maintenance initialization by reloading the
function failed or impacted hardware using
because [chars] maintenance the hw-module [slot |
function subslot] slot-number
failed. reload command. If the
This reload fails to correct the
could be problem, collect the
duetoa output of the error
software message, the logs, and
defect or the output of show
system tech-support and provide
resource the gathered information
exhaustion. to a Cisco technical
support representative.
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Facility-Severity-M nemonic SahiMeriy | M essage VesgihEn Recommended-Action
BBU-0-SERVICES INITIALIZATION OEmegency | Failed to initialize | The In most cases, the
general application |system problem can be corrected
services because failed to by reloading the
[chars] initialize impacted hardware using
application the hw-module [slot |
services. subslot] slot-number
reload command. If the
reload fails to correct the
problem, collect the
output of the error
message, the logs, and
the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
BBU-0-UIPEER _CREATE OEmagency | Failed to create user | The In most cases, the
interface peer. system problem can be corrected
failed to by reloading the
create a impacted hardware using
user the hw-module [slot |
interface subslot] slot-number
peer. reload command. If the
reload fails to correct the
problem, collect the
output of the error
message, the logs, and
the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
BBU-3-BAD_CELL 3-Error | Bad battery cell Battery Replace the bad battery
detected in unit firmware unit.
[dec] detected a
bad cell,
which
can't be
recharged.
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BBU-3-CHASFS _PROPERTY_ DESTROY 3-Error | Failed to destroy A chassis In most cases, the
chassis filesystem | filesystem problem can be corrected
property property by reloading the
[chars]/[chars] that impacted hardware using
because [chars] should the hw-module [slot |

have been subslot] slot-number
destroyed reload command. If the
was not reload fails to correct the
destroyed. problem, collect the
output of the error
message, the logs, and
the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.

BBU-3-CLI_ERROR 3-Error [chars] command | CLI No user action is
execution failed with | execution required.
err=[dec] failed

BBU-3-COMM_ERR 3-Error | Battery Battery Collect the output of the
communication amncim error message, the logs,
error: [chars] erTor. and the output of show

tech-support and provide
the gathered information
to a Cisco technical
support representative.

BBU-3-FW_UPGRADE_ FAILED 3-Error | Firmware upgrade |Battery Check battery status.
failed with error firmware
[dec] upgrade

failed.

BBU-3-HW_INIT PH ERR 3-Error | Hardware init phase | Hardware Collect the output of the
error, [chars] init failed to error message, the logs,
returned [dec] initialize. and the output of show

tech-support and provide
the gathered information
to a Cisco technical
support representative.

BBU-3-HW_RUNTIME ERR 3-Error | Hardware runtime |Hardware Collect the output of the
error, [chars] init failed. error message, the logs,

returned [dec]

and the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
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Facility-Severity-M nemonic

SatMery

M essage

MesgiSinin

Recommended-Action

BBU-4-AC_TO_DC_TRANSITION

4-Warning

AC power is off,
running on batteries.

Lost
power
from AC
power
line,
system is
powered
by backup
batteries.

Check AC power line.

BBU-4-FW_UPGRADE STARTED

4-Warning

Firmware upgrade to
version [dec] started

Battery
firmware
upgrade
started.

No user action is
required.

BBU-4-LOW_LEVEL

4-Warning

Battery charge
running low
([dec]%%)

Battery
charge is
below low
level
threshold.

Check AC power line.

BBU-4-STATUS CHANGE

4-Warning

The [chars]
parameter for BBU
unit [dec] has
changed

Status
change of
BBU
parameters

No user action is
required.

BBU-5-BBU_EVT LOG

5-Notice

Battery Event Log -
[chars]:[chars] \n

BBU
Event Log
Data.

No user action is
required.

BBU-5-CELL_RECOVERED

5-Notice

Battery cell in unit
[dec] recovered

A battery
cell,
which
was
previously
detected
to be bad,
has now
recovered.

No user action is
required.

BBU-5-CLI OK

5-Notice

Command [chars]

CLI
execution
successful.

No user action is
required.
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SatMery

M essage

MesgiSinin

Recommended-Action

BBU-5-DC_TO_AC_TRANSITION

5-Notice

AC power is back
on, running on
power line

AC power
is
restored,
system is
powered
by AC
power
line

No user action is
required.

BBU-5-FW_UPGRADE FINISHED

5-Notice

Firmware upgrade
finished successfully

Battery
firmware
upgrade
finished.

No user action is
required.

BBU-5-HW_HOTPLUG

5-Notice

Battery detected,
started initialization

Battery
hotplugged
in the
system,
Started
probing
and
initialization.

No user action is
required.

BBU-5-NORMAL LEVEL

5-Notice

Battery charge
reached normal level
([dec]%%)

Battery
charge is
above low
level
threshold.

No user action is
required.

BBU-7-FSM_TRANSITION

7-Debug

FSM transition
([dec], [dec]) -&gt;
[dec]

FSM
transition
(old_state,
event)
-&gt; new
state

No user action is
required.

BCRDU-3-PATCH_ACTIVATE FAIL MESSAGE

3-Error

Failed to activate
patch. The patch
name is [chars] and
the reason is: [chars]

During
system
reload, all
committed
patches
will be
automatically
activated For
some
reason, a
patch
activation
fails.

Check [berdu] ERR
entries in the log files for
message reporting
problems.
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BCRPGC-3-REFERENCE _STUBBED 3-Error | Stubbed [chars]is |Stubbed |isebinosutk | File a DDTS and attach
referenced finciontazbe the backtrace
is
referenced.
BCRPGC-3-USWAP _ERROR 3-Error | uswap error - no Path for | sebiosuts | If this error is seen, it is
space on [chars] USWAP recommended to clean
files. up the flash usage. If
more assistance is
required, file a DDTS,
attach the backtrace and
btrace
BFDMGR-5-BFD_STATE CHANGE 5-Notice |BFD tunnel This atefmade | No action is required
([chars]:[dec] =&gt; | syslog is
[chars]:[dec], generated
[chars]) state when a
changed to [chars], |BFD
Local-TLOC: tunnel
[chars]/[chars], state
Remote-TLOC: changes
[chars]/[chars],
reason for state
change: [chars]
BFDMGR-6-BFD SLA CHANGE 6Infometion | BED tunnel This appfmady | No action is required
([chars]:[dec] =&gt; | syslog is
[chars]:[dec], generated
[chars]) SLA whenever
changed from SLA ofa
[chars] to [chars], |BFD
Local-TLOC: tunnel
[chars]/[chars], running
Remote-TLOC: on top of
[chars]/[chars] PFR | specific
stats: [chars] TLOC
changes
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M essage
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Recommended-Action

BINOS_LOGIN-3-AUTHERR

3-Error

The authentication
process failed,
[chars]

This error
occurs
when
there is an
error in
the
system
that
prevents
the user
from
being
successfully
authenticated

LOG_STD NO_ACTION

BINOS LOGIN-3-NOTROOT

3-Error

login attempted to
run without proper
credentials.

login can
not be run
without
proper
credentials.

iosebnosutls

LOG_STD NO_ACTION

BINOS_LOGIN-3-NOTTY

3-Error

login attempted but
stdin is not a tty

login can
not be run
without
stdin set
to tty

osebnosuls

LOG_STD NO_ACTION

BINOS LOGIN-3-PAMERR

3-Error

PAM error [chars]
encountered.

The
system
encountered
a PAM
error.

LOG_STD NO_ACTION

BINOS LOGIN-3-PWNOENT

3-Error

No entry for user
[chars] in passwd
file

The
A
authenticated
correctly,
but the
user's
environment
could not
be
established
because
the user's
environment
data is
missing.

osebnosuls

LOG _STD NO_ACTION
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BINOS LOGIN-6-PAMAUTHDENY 6Information | User was not User was | sebnosuis | LOG_STD NO ACTION
authenticated not
authenticated
BINOS LOGIN-6-PAMMAXTRIES 6Information | Maximum number | The user | osebinosutk | LOG_STD NO_ACTION
of retries exceeded. |tried and
failed too
many
times to
login.
BIPC-3-BIPC_PERFORMANCE 3-Error | buffer size request |An isebiosus | No action is required. If
[dec] failed internal the problem persists, or
buffer router performance is
allocation noticeably degraded,
has failed. contact Cisco technical

support. Copy the
message exactly as it
appears on the console or
in the system log.
Research and attempt to
resolve the issue using
the tools and utilities
provided at
http://www.cisco.com/tac.
With some messages,
these tools and utilities
will supply clarifying
information. Search for
resolved software issues
using the Bug Toolkit at
IgwwarenigdifppBdnh byl
If you still require
assistance, open a case
with the Technical
Assistance Center via the
Internet at
Hhwwasmnmithibtée tokee eyl
or contact your Cisco
technical support
representative and
provide the
representative with the
gathered information.
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M essage
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BIPCMGR3INVALID TDL ERROR ON MARSHAL

3-Error

TDL epoch error on

The bipc

This is unexpected.

marshal [dec] manager Report this to Cisco TAC

unexpected: [chars] | has
attempt to
marshal a
message
to be sent.
The tdl
library
has
generated
an error
on
marshal
that is
unexpected.
The
message
was not
sent.

BOOT-0-APP_STARTFAILCRIT OFEmeency | Failed to launch a | A process | osebinosutks | Note the time of the
critical process important message and investigate
[chars] to the the error message logs to

chassis learn more about the

has failed. problem. If the problem
persists or cannot be
resolved, copy the error
message and the output
of show platform
software tech-support
into a plaintext file and
contact Cisco technical
support.

BOOT-0-BOOT _BADDIMM OEmagency | WARNING: This | This isebinosus | Change memory
memory memory configuration to a
configuration: oconfiguration supported one.

[chars] is not isn't

supported on this supported

platform! on this
platform.




Facility-Severity-M nemonic

M essage

MesgiSinin

Recommended-Action

BOOT-0-BOOT_COMPLETE_FAIL

Critical boot tasks
failed: [chars]

The
system
has
encountered
a critical
failure
preventing
successful
boot.

Note the time of the error
message and system logs
for additional
information on the
problem. If you are
unable to resolve this
problem, copy the error
message and the output
of show platform
software tech-support
into a plaintext file and
contact Cisco technical
support.

BOOT-0-BOOT_NOSPACE

WARNING: No
space on bootflash
[chars] for packages,
using system
memory! Delete
files from bootflash
to free memory and
reload the system;
otherwise, system
behavior will be
unpredictable due to
high memory
utilization.

Failed to
boot
system
from
bootflash.
Image is
booting
from
system
memory!
Delete
files from
bootflash
to free
memory
and reload
the
system;
otherwise,
system
behavior
will be
unpredicable
due to
high
memory
utilization.

iosebnosutls

Delete files from
bootflash to free memory
and reload the system.

BOOT-0-BOOT_VERITY_ CORRUPT

Verity device [chars]
is corrupted.
Reloading FRU.

The
integrity
check of
the verity
mapped
device has
failed.

osebnosuls

Check image integrity.
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BOOT-0-DRV_INITFAIL OEmegency | [chars] driver failed | A kernel | issebinosutis | Note the time of the error
to initialize properly | driver that message and check the
is critical kernel error logs for
to the additional information on
functioning the problem. If you are
of the unable to resolve this
system problem, copy the error
failed to message and the output
initialialize of show platform
properly. software tech-support
into a plaintext file and
contact Cisco technical
support.
BOOT-0-DRV_LOADFAIL OEmagency | Failed to load driver | A kernel | iswebiosutk | Note the time of the error
[chars] ( [chars] ) driver that message and check the
was kernel error logs for

additional information on
the problem. If you are

functioning unable to resolve this
of the problem, copy the error
system message and the output
failed to of show platform
load. software tech-support
into a plaintext file and
contact Cisco technical
support.
BOOT-3-APP_STARTFAIL 3-Error | Failed to launch A process | osebiosus | If the failed process is
process [chars] that does not something that needs
not affect to be corrected, do not
the address this message. If
forwarding the failed process needs
of to be addressed, install
network new software and reload
traffic the router.
failed to
start.

46




Facility-Severity-M nemonic

M essage

MesgiSinin

Recommended-Action

BOORBBEOOTIVE GET KUNOCF REVOIE (HASS LD

3-Error

Failed to get ISSU
information from
remote chassis.
Details: [chars]

Failed to
get
remote
switch
information
for
compatibility
check.
This
could be
for
multiple
underlying
failures
such as
reachability
of peer
member
lost or
remote
member
not
responding

If standby is stuck retry
with reloading standby.
If standby does not
comes up even after
reloading attempts, try
reloading the whole
stack to recover.

BOOT3BOOTTIVE INCOMPATIBLE SW DETECTED

3-Error

Incompatible
software detected.
Details: [chars]

Incompatible
software
is
detected
on target
fru/chassis.

iosebnosutls

Upgrade manually or
check auto-upgrade
configuration.

BIOBBOOMVEVBVAICHRSIRUCIHD S K FILPTFIRTHD

3-Error

Mismatch detected.
Details: [chars]

Incompatible
stacked
setup
detected
on target
fru/chassis.

osebnosuls

Switch with mismatch
require to be reloaded

BOOT-3-BOOTTIME SMU MISSING DETECTED

3-Error

SMU file [chars]
missing and system
impact will be
unknown

SMU file
not found
during
bootup.

iosxe-p-smu

System will be running
without the fix from the
SMU
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BOOT3BOOTTIME SMU RUN CORRECTION FAILED | 3-Error | Failed to correct the | The iosxe-p-smu | Get the 'show install log'
SMU mismatch system and the btrace logs from
between the running | tried to active and standby
version on active recover
and [chars]. Pls from the
abort the smu missmatch,
installation using but failed.
'install abort' Engineer
intervention
is
required
BOOT-3-BOOTTIME_SMU_SYNC_FAILED | 3-Error Failed to copy the |SMU iosxe-psmu | Switch with mismatch
SMUSs to switch sync will be declared
[chars]. Reload failed on incompatible. Check the
cancelled and switch | newly space on the remote
will be declared joined switch. Check whether
incompatible switch. the file is present on
active.
BOOT-3-COMP_SW_TREE DIR CREATION | 3-Error COMP_SW_TREE |If osxebinosuts | No user action is
directory is being chasfs/issu necessary. This is an
generated directory informative message.
is missing
on active,
this
message
is
displayed
and the
directory
and its
contents
are being
regenerated
BOOT-3-DUAL _BOOT _MEMORY 3-Error | Dual IOS boot Running | osebnositls | Unset the specified
indicated in two I0S ROMMON variable or
ROMMON instances increase the memory on
([chars]), on the the route-processor.
unavailable on same RP
[chars] RP is
unavailable
on
U000
with
insufficient
memory
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M essage

MesgiSinin

Recommended-Action

BOOT-3-EXT _ISSU_CHK_FAILED

3-Error

Detected booting up
of standby RP with
image beyond the
ISSU domain of
active RP by the
[chars] process. The
standby RP is forced
to reset.

If standby
RP is
booted up
with an
image
which is
beyond
the ISSU
software
domain of
the active
RP's
image, the
functionality
of active
RP may
be
unpredictable.
Hence the
standbby
is being
reset.

Remove the standby RP
FRU from the chassis or
boot it up with an image
whose version is
compatible with current
running active RP.

BOOT-3-FLASH READ FAIL

3-Error

failed to get [chars]
from flash

Property
not
populated.

iosebnosutls

No user action is
necessary. This is
informative message.

BOOT-3-FSCK_FAILED

3-Error

filesystem on [chars]
contains errors fsck
couldn't resolve.

A device's
file
system
consistency
check
failed &
fsck
utility was
unable to
repair it.

osebnosuls

If this occurs frequently,
contact Cisco technical
support representative.

BOOT-3-OPMODE ERR

3-Error

Device-mode error :
[chars]

The
system
has
encountered
a
devicemode
failure
during
boot.

The device-mode
booting err information
captured with console
logging For information,
try show platform
softwate device-mode
CLL
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BOOT-3-PARTIAL CORE CLEANUP FAILURE |3-Error | Partial core clean up | During | iseebiosutls | Please check the router
failed for [chars]: | RP boot, a file systems.
[chars] failure
occurred
cleaning
up
incomplete
core files.
BOOT-3-SYSD_STARTFAIL 3-Error | Failed to launch A boot iosebiosutis | If the failed boot task is
boot task [chars] (| task failed not something that needs
[chars]) to start. to be corrected, do not
address this message. If
the failed boot task needs
to be addressed, install
new software and reload
the router.
BOOT-4-BOOT_CORRUPT 4-Warning | Boot Partition Boot isebinosus | Contact Cisco technical
corrupted. Parition support.
on the
router is
corrupted.
Router
booting
from
bootflash.
BOOT-5-BOOTTIME_RB_SYNC FAILED |5-Notice |Failedto syncthe |Rollback |iosxe-p-smu | Switch will not have the
SMUSs to switch point sync rollback points. Check
[chars]. Install failed on the space on the remote
rollback operation |newly switch.
may get affected. joined
switch.
BOOT-5BOOTTIME SMU MISMATCH DETECTED | 5-Notice | SMU mismatch SMU iosxe-psmu | Switch with mismatch
from active detected. | mismatch will be reloaded
SMUs will be found on
copied and switch | newly
[chars] will be joined
reloaded switch.
BOOTSBOOTTIME SMU RUN MISMATCH DETECTED | 5-Notice | Running SMU Running | iosxepsmu | Stack will try to correct
mismatch from version of itself.
active dectected. SMU
System will try to | mismatch
correct it, switch found on
[chars] will be newly
reloaded joined
switch.
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SatMery

M essage

MesgiSinin

Recommended-Action

BOOTSBOOTTIVE SMU TEMP ACTIVE DETECTED

5-Notice

SMU file [chars]
active temporary...
SMU commit is
pending

SMU file
is active
temporary
and
'install
commit'
needs to
be run to
make it
permanent.
Else
reload
without
commit
will
deactive
this SMU.

iosxe-p-smu

Execute 'install commit'
before reload to make
activate permanent.

BOOTSBOOTTIVE SMU TEMP DEACTIVE DETECTED

5-Notice

SMU file [chars]
deactive temporary...
SMU commit is
pending

SMU file
is
deactive
temporary
and
'install
commit'
needs to
be run to
make it
permanent.
Else
reload
without
commit
will active
this SMU
again.

iosxe-p-smu

Execute 'install commit'
before reload to make
deactivate permanent.

BOOT-5-OPMODE_LOG

5-Notice

Device-mode
logging : [chars]

The
device-mode
booting
information.:

osebnosuls

The device-mode
booting information
captured with console
logging For information,
try show platform
softwate device-mode
CLIL
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BOOT-6-APP_START 6Information | The process [chars] | The iossebinosuts | No user action is
has started process necessary. This message

has indicates the system is
successful functioning normally and
launched is provided for

and begun informational purposes
executing. only.

BOOT-6-DRV_LOAD 6Information | Loaded driver A kernel |iosebrnosuis | No user action is
[chars] driver that necessary. This message

was indicates the system is
critical to functioning normally and
the is provided for
functioning informational purposes
of the only.

system

was

successfully

loaded.

BOOT-6-PARTIAL CORE REMOVED 6Information | Removed On boot | sebnosuts | No action required. This
incomplete core file: | of the RP, is not an error, it is an
[chars] an indication that the

incomplete system is cleaning up a
core file previous error.
was found
and
removed.
Incomplete
core files
can
happen
for a
variety or
reasons,
including
the
coincident
failure of
the active
RP while
a core file
is being
generated.
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M essage

MesgiSinin

Recommended-Action

BRELAY-3-LOCATE_FRU

3-Error

Command could not
be executed. Target
FRU could not be
resolved

The
brelay
process is
responsible
for
determining
the target
ofa
command,
either
local or a
remote
brelay
instance.
Control is
returned
to IOSd
by exiting
the brelay
instance.

Check the status of the
command target. Check
the brelay log files for
further indications as to
why the initialization
failed and if necessary
restart the machine.

BSHELL-3-EXEC DIRECTIVE FAIL

3-Error

[[chars]] Command
directive execution
failed: [chars]

The
diagnostic
shell was
unable to
execute
the
requested
directive.

iosebnosutls

Check the diagnostic
shell trace file for more
information on the
underlying failure.

BSHELL-3-EXEC_FAIL

3-Error

[[chars]] Command
execution failed

The
diagnostic
shell was
unable to
execute
the
requested
interactive
command.

osebnosuls

Check the diagnostic
shell trace file for more
information on the
underlying failure.
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MesgiSinin
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BSHELL-3-EXEC_PREPARE FAIL

3-Error

[[chars]] Command
execution prepare
failed

The
diagnostic
shell was
unable to
prepare
the
requested
interactive
command
for
execution.
The
command
failed.

Check the diagnostic
shell trace file for more
information on the
underlying failure.

BSHELL-3-GET HOSTNAME FAIL

3-Error

[[chars]] Get
hostname failed:
[chars]

The
diagnostic
shell was
unable to
read the
hostname
from the
kernel.

iosebnosutls

No action is required.
The diagnostic shell
periodically checks for
hostname changes to set
the user prompt.

BSHELL-3-RECEIVE_MESSAGE FAILED

3-Error

[[chars]] Receive
message [chars]
failed: [chars]

The
diagnostic
shell was
unable to
receive a
message
from the
Shell
Manager

osebnosuls

Retry the operation or
start a new diagnostic
shell session.

BSHELL-3-SEND MESSAGE FAILED

3-Error

[[chars]] Send
message [chars]
failed: [chars]

The
diagnostic
shell was
unable to
send a
message
to the
Shell
Manager.

Retry the operation or
start a new diagnostic
shell session.
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BSHELL-3-TERMINAL OPERATION_FAIL

3-Error

[[chars]] Terminal
[chars] [chars]
failed: [chars]

The
diagnostic
shell was
unable to
get or set
terminal
properties.
An
attempt to
change or
act on
terminal
properties
failed.

Restart the diagnostic
shell and reattempt the
failed operation

BSHELL-6-BSHELL UPGRADE DETECTED

6dnfomation

[[chars]] New
software detected.
Bshell instance
restarting.

The
diagnostic
shell
detected a
new
installation
of
diagnostic
shell
software.
The
diagnostic
shell
instance
exits and
restarts
with the
new
software
version.

iosebnosutls

This is an informational
message only. No action
is required.

BSHELL-6-SESSION_ENDED

6Information

[[chars]] bshell
session ended for
user '[chars]'

A user
has exited
a
diagnostic
shell
session.

osebnosuls

This is an informational
message only. No action
is required.

BSHELL-6-SESSION_STARTED

64nfomation

[[chars]] bshell
session started for
user '[chars]'

A user
has
started a
diagnostic
shell
session.

This is an informational
message only. No action
is required.
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BSHELL-6-SMAN_CONNECTION_FAILED

6Infommation

[[chars]] Shell
Manager connect
failed: [chars]

The
diagnostic
shell is
unable to
connect to
the Shell
Manager,
possibly
because
the Shell
Manager
process is
no longer
available.
This type
of error is
experienced
ifa
software
upgrade is
in
progress.

No action is required.
Once the Shell Manager
process has restarted, the
diagnostic shell will
reconnect.

BSHELL-6-SMAN_CONNECTION_LOST

6dnfomation

[[chars]] Shell
Manager connection
lost

The
diagnostic
shell was
disconnected
from the
Shell
Manager
and the
Shell
Manager
process is
no longer
available.
This type
of error is
experienced
ifa
software
upgrade is
in
progress.

iosebnosutls

This is an informational
message only. No action
is required. Once the
Shell Manager process
has restarted, the
diagnostic shell will
reconnect.
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BSMRP-0-CHASFS LOCATION_TRANSLATE Failed to translate a | The esg-bsm | In most cases, the
location to a chasfs |backplane problem can be corrected
object name because | switch by reloading the
[chars] manager impacted hardware using
failed to the hw-module [slot |
translate a subslot] slot-number
location reload command. If the
toa reload fails to correct the
chasfs problem, collect the
object output of the error
name. message, the logs, and
the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
BSMRP-0-CHASFS OBJECT CREATE Failed to create The esg-bsm | In most cases, the
chassis filesystem | hardware problem can be corrected
object [chars] failed to by reloading the
because [chars] create a impacted hardware using
chassis the hw-module [slot |
filesystem subslot] slot-number
object. reload command. If the
reload fails to correct the
problem, collect the
output of the error
message, the logs, and
the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
BSMRP-0-CHASFS OBJECT NOT PRESENT Expected chassis A chassis |esg-bsm |In most cases, the
filesystem object filesystem problem can be corrected
[chars] not present. |object by reloading the
expected impacted hardware using
to be the hw-module [slot |
present is subslot] slot-number
not. This reload command. If the
could be reload fails to correct the
duetoa problem, collect the
software output of the error
defect or message, the logs, and
filesystem the output of show
failure. tech-support and provide

the gathered information
to a Cisco technical
support representative.
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BSMRP-0-CHASFS OBJECT WATCH Failed to watch A chassis |esg-bsm |In most cases, the
chassis filesystem | filesystem problem can be corrected
object [chars] object by reloading the
because [chars] was not impacted hardware using
watched the hw-module [slot |
because subslot] slot-number
of the reload command. If the
reason reload fails to correct the
stated in problem, collect the
the error output of the error
message. message, the logs, and
the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
BSMRP-0-CHASFS PROPERTY CREATE Failed to create A chassis |esg-bsm |In most cases, the
chassis filesystem | filesystem problem can be corrected
object [chars] property by reloading the
property [chars] was not impacted hardware using
because [chars] properly the hw-module [slot |
created. subslot] slot-number
reload command. If the
reload fails to correct the
problem, collect the
output of the error
message, the logs, and
the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
BSMRP-0-CHASFS PROPERTY_ GET Failed to read A chassis |esg-bsm |In most cases, the
chassis filesystem | filesystem problem can be corrected
object [chars] property by reloading the
property [chars] was not impacted hardware using
because [chars] properly the hw-module [slot |
read by subslot] slot-number
the reload command. If the
system. reload fails to correct the

problem, collect the
output of the error
message, the logs, and
the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
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BSMRP-0-CHASFS PROPERTY NOT PRESENT Expected chassis A chassis |esg-bsm | In most cases, the
filesystem object filesystem problem can be corrected
[chars] property object by reloading the
[chars] not present. |property impacted hardware using

expected the hw-module [slot |
to be subslot] slot-number
present is reload command. If the
not. This reload fails to correct the
could be problem, collect the
dueto a output of the error
software message, the logs, and
defect or the output of show
filesystem tech-support and provide
failure. the gathered information
to a Cisco technical
support representative.

BSMRP-0-CHASFS PROPERTY SET Failed to write A chassis |esg-bsm |In most cases, the
chassis filesystem | filesystem problem can be corrected
object [chars] property by reloading the
property [chars] failed to impacted hardware using
because [chars] write. the hw-module [slot |

subslot] slot-number
reload command. If the
reload fails to correct the
problem, collect the
output of the error
message, the logs, and
the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
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BSMRP-0-CHASSIS STATUS Failed to get chassis | The esg-bsm | Note the time of the error
hardware status system message and examine the
because [chars] failed to logs for CPLD driver or
get the hardware errors. If the
chassis logs provide information
hardware about a correctable
status. problem, correct the
problem. If the problem
is not correctable or the
logs are not helpful,
collect the output of the
error message, the logs,
and the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
BSMRP-0-CHASSIS TYPE The chassis type The esg-bsm | Note the time of the error
[chars] is invalid. chassis message and examine the
type is logs for IDPROM and
invalid. hardware errors. If the
This logs provide information
could be about a correctable
due to a problem, correct the
hardware problem. If the problem
defect, is not correctable or the
software logs are not helpful,
defect or collect the output of the
incorrect error message, the logs,
IDPROM and the output of show
content. tech-support and provide

the gathered information
to a Cisco technical
support representative.
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BSMRP-0-EVENT LIBRARY An event facility An event |esg-bsm |In most cases, the
initialization or facility problem can be corrected
maintenance initialization by reloading the
function failed or impacted hardware using
because [chars] maintenance the hw-module [slot |

function subslot] slot-number
failed. reload command. If the
This reload fails to correct the
could be problem, collect the
dueto a output of the error
software message, the logs, and
defect or the output of show
system tech-support and provide
resource the gathered information
exhaustion. to a Cisco technical
support representative.

BSMRP-0-INVALID ARGUMENT A system function |A system |esg-bsm |In most cases, the
was given an invalid | function problem can be corrected
argument. was given by reloading the

an invalid impacted hardware using
argument. the hw-module [slot |
This is subslot] slot-number
due to a reload command. If the
software reload fails to correct the
defect. problem, collect the
output of the error
message, the logs, and
the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.

BSMRP-0-IPC_CONNECTION_ INVALID An IPC connection |AnIPC |esg-bsm |In most cases, the
has invalid state. connection problem can be corrected

has an by reloading the

invalid impacted hardware using
state. This the hw-module [slot |
could be subslot] slot-number
duetoa reload command. If the
software reload fails to correct the
defect or problem, collect the
system output of the error
resource message, the logs, and
exhaustion. the output of show

tech-support and provide
the gathered information
to a Cisco technical
support representative.
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BSMRP-0-IPC_CONNECT MASTER IPC connectionto |IPC esg-bsm | In most cases, the
the active RP failed | connection problem can be corrected
because [chars] to the by reloading the
active RP impacted hardware using
failed. the hw-module [slot |
This subslot] slot-number
could be reload command. If the
due to a reload fails to correct the
software problem, collect the
defect or output of the error
system message, the logs, and
resource the output of show
exhaustion. tech-support and provide
the gathered information
to a Cisco technical
support representative.
BSMRP-0-IPC_INITIALIZATION IPC initialization IPC esg-bsm | In most cases, the
failed because initialization problem can be corrected
[chars] failed. by reloading the
This impacted hardware using
could be the hw-module [slot |
ductoa subslot] slot-number
software reload command. If the
defect or reload fails to correct the
system problem, collect the
resource output of the error
exhaustion. message, the logs, and
the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
BSMRP-0-MESSAGE_REGISTER Failed to register The active | esg-bsm | In most cases, the
with active RP RP failed problem can be corrected
because [chars] to by reloading the
register. impacted hardware using

the hw-module [slot |
subslot] slot-number
reload command. If the
reload fails to correct the
problem, collect the
output of the error
message, the logs, and
the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
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M essage

MesgiSinin

Recommended-Action

BSMRP-0-MESSAGE RELAY Failed to relay a Failed to |esg-bsm |In most cases, the
message because relay a problem can be corrected
[chars] message. by reloading the

This impacted hardware using
could be the hw-module [slot |
duetoa subslot] slot-number
software reload command. If the
defect or reload fails to correct the
system problem, collect the
resource output of the error
exhaustion. message, the logs, and
the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.

BSMRP-0-MESSAGE_RESPONSE An invalid message | An esg-bsm | In most cases, the
response was invalid problem can be corrected
received because message by reloading the
[chars] response impacted hardware using

was the hw-module [slot |
received. subslot] slot-number
This reload command. If the
could be reload fails to correct the
due to a problem, collect the
software output of the error
defect or message, the logs, and
system the output of show
resource tech-support and provide
exhaustion. the gathered information
to a Cisco technical
support representative.

BSMRP-0-MQIPC_ADVANCE Failed to advance | The esg-bsm | In most cases, the
MQIPC queue MQIPC problem can be corrected
because [chars] initialization by reloading the

failed. impacted hardware using

the hw-module [slot |
subslot] slot-number
reload command. If the
reload fails to correct the
problem, collect the
output of the error
message, the logs, and
the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
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BSMRP-0-MQIPC INITIALIZATION MQIPC MQIPC |esg-bsm |In most cases, the
initialization failed | initialization problem can be corrected
because [chars] failed. by reloading the
This impacted hardware using
could be the hw-module [slot |
duetoa subslot] slot-number
software reload command. If the
defect or reload fails to correct the
system problem, collect the
resource output of the error
exhaustion. message, the logs, and
the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
BSMRP-0-PEER_TABLE A peer table A peer esg-bsm | In most cases, the
initialization or table problem can be corrected
maintenance initialization by reloading the
function failed or impacted hardware using
because [chars] maintenance the hw-module [slot |
function subslot] slot-number
failed. reload command. If the
This reload fails to correct the
could be problem, collect the
due to a output of the error
software message, the logs, and
defect or the output of show
system tech-support and provide
resource the gathered information
exhaustion. to a Cisco technical

support representative.
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BSMRP-0-PLATFORM_FAMILY TYPE The platform family | The esg-bsm | Note the time of the error
type [chars] is platform message and examine the
invalid. family logs for IDPROM and
type is hardware errors. If the
invalid. logs provide information
This about a correctable
could be problem, correct the
dueto a problem. If the problem
hardware is not correctable or the
defect, logs are not helpful,
software collect the output of the
defect or error message, the logs,
incorrect and the output of show
IDPROM tech-support and provide
content. the gathered information
to a Cisco technical
support representative.
BSMRP-0-RESOLVE FRU Failed to determine | Therouter | esg-bsm | In most cases, the
[chars] card because | failed to problem can be corrected
[chars] determine by reloading the
a FRU impacted hardware using
state. the hw-module [slot |

subslot] slot-number
reload command. If the
reload fails to correct the
problem, collect the
output of the error
message, the logs, and
the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
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BSMRP-0-SERVICES INITIALIZATION Failed to initialize |The esg-bsm | In most cases, the
general application |system problem can be corrected
services because failed to by reloading the
[chars] initialize impacted hardware using
application the hw-module [slot |
services. subslot] slot-number
reload command. If the
reload fails to correct the
problem, collect the
output of the error
message, the logs, and
the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
BSMRP-0-SIGNAL INITIALIZATION Failed to initialize |The esg-bsm | In most cases, the
signals because system problem can be corrected
[chars] failed to by reloading the
initialize impacted hardware using
signals. the hw-module [slot |

subslot] slot-number
reload command. If the
reload fails to correct the
problem, collect the
output of the error
message, the logs, and
the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
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BSMRP-0-SLOTS_INITIALIZATION Failed to initialize |The esg-bsm | Note the time of the error
chassis slot system message and examine the
information because | failed to logs for IDPROM or
[chars] initialize software errors. If the
the logs provide information
chassis about a correctable
slot problem, correct the
information. problem. If the problem
is not correctable or the
logs are not helpful,
collect the output of the
error message, the logs,
and the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
BSMRP-0-SLOT_INVALID A card absolute slot | An esg-bsm | Note the time of the error
number cannot be | absolute message and examine the
determined for this |slot logs for IDPROM or
chassis type number is software errors. If the
invalid. logs provide information
This about a correctable
could be problem, correct the
due to a problem. If the problem
software is not correctable or the
defect or logs are not helpful,
incorrect collect the output of the
IDPROM error message, the logs,
content. and the output of show

tech-support and provide
the gathered information
to a Cisco technical
support representative.
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BSMRP-0-UIPEER_CREATE O0Emegency | Failed to create user | The esg-bsm | In most cases, the
interface peer. system problem can be corrected

failed to by reloading the

create a impacted hardware using

user the hw-module [slot |

interface subslot] slot-number

peer. reload command. If the
reload fails to correct the
problem, collect the
output of the error
message, the logs, and
the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.

BSMRP-3-BSM_SERVICE SETUP 3-Error | Failed to setup the |Backplane | esg-bsm | Collect the output of the
backplane switch | Switch error message, the logs,
manager (bsm) Manager and the output of show
service failed to tech-support and provide

set itself the gathered information
up as a to a Cisco technical
proxy to support representative.
the

backplane

switch.

BSMRP-3-CHASFS_OBJECT DESTROY 3-Error | Failed to destroy A chassis |esg-bsm |In most cases, the
chassis filesystem | filesystem problem can be corrected
object [chars] object that by reloading the
because [chars] should impacted hardware using

have been the hw-module [slot |
destroyed subslot] slot-number
was not reload command. If the
destroyed. reload fails to correct the

problem, collect the
output of the error
message, the logs, and
the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
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BSMRP-3-CHASFS PROPERTY DESTROY |3-Error |Failed to destroy A chassis |esg-bsm | In most cases, the
chassis filesystem | filesystem problem can be corrected
proprty property by reloading the
[chars]/[chars] that impacted hardware using
because [chars] should the hw-module [slot |
have been subslot] slot-number
destroyed reload command. If the
was not reload fails to correct the
destroyed. problem, collect the
output of the error
message, the logs, and
the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
BSMRP-3-PEER_INVALID 3-Error | A peer table entry | A peer esg-bsm | In most cases, the
has invalid state. table problem can be corrected
entry has by reloading the
an invalid impacted hardware using
state. This the hw-module [slot |
could be subslot] slot-number
ductoa reload command. If the
software reload fails to correct the
defect or problem, collect the
system output of the error
resource message, the logs, and
exhaustion. the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
BSSID MGR TRACE MSG-3-WLC GEN ERR TB | 3-Error | Error in [chars] General |ewlc-ap |LOG_STD_ACTION
Wireless
LAN
Controller
Error
Message.
BTRACE _MANAGER-3-BTRT ERR_MSG |3-Error |Btrace Rotate Error: | Btrace osebiosuls | LOG_STD ACTION
[chars] Rotate
error
message.
BTRACE_MANAGER-4-FILTER _CONFIG |4-Warning | Btrace Manager Btrace polaris-trace | No action required
UTF Filter Applied | Filter
from conf file: Manager
[chars]
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M essage

MesgiSinin

Recommended-Action

BTRACE_MANAGER-7-BTRT _LOG_MSG

7-Debug

Btrace Export:
[chars]

Btrace
export
info

No action required

CAC TRACE MESSAGE-5-EWLC GEN _ERR

5-Notice

Call admission
control : [chars]

General
ewlc
Error
Message.

iosebnosutls

LOG_STD ACTION

CAPWARAC SVIGR TRACE MESSAGE3DUPLICATE IP FORT

3-Error

IP-Port mapped to
more than one AP.
[chars]

If the APs
are behind
NAT/PAT,
one of the
port is
possibly
mapped to
multiple
APs.
Client
may not
be able to
join this
AP

ewlc-ap

If the APs are behind
NAT/PAT, kindly check
if same port is mapped to
multiple APs

CAPWAPAC SMIGR TRACE MESSAGE3WLC GEN FRR

3-Error

Error in [chars]

General
ewlc
Error
Message.

ewlc-ap

LOG_STD ACTION

CAPWARAC SVIGR TRACE MESSAGRAAP MSG THRESHOLD

4-Warning

Warning : [chars]

Number
of
messages
in capwap
queue
crossed
the
tehdieekd
or
recovered)

ewlc-ap

LOG _STD NO_ACTION

CAPWAPAC SMIGR TRACE MESSAGESAP JON DSON

5-Notice

AP Event: [chars]

AP
Join/Disjoin
Event

ewlc-ap

LOG_STD NO_ACTION

CAPWARAC SM(R TRACE MESSAGE6WLC APM(R INFO

6dnfomation

Info : - [chars]

General
Wireless
LAN
Controller
info
message

ewlc-ap

LOG_STD ACTION

70




Facility-Severity-M nemonic SahiMeriy | M essage Mesgixgian | Campanatt | Recommended-Action
CPWRCTRAEMEEVAXS IR APIMIMRTECH D | 2-Critical | 90%% ([dec]) of Exceeded |ewlc-ap |LOG_STD_ ACTION
Maximum 90% of
Supported AP Join | maximum
Limit: [dec] supported
exceeded AP join
limit
CPWARCTRAEME2VAX S R APIMIEXH D | 2-Critical | Maximum supported | Maximum |ewlc-ap |LOG STD ACTION
AP join limit: [dec] |supported
exceeded AP join
limit
exceeded
CAPWAPAC TRACE MSG3MAX AP ILIMIT REACHED | 3-Error | Ap [chars] will be | Maximum |ewlc-ap |LOG_STD_ ACTION
disconnected. AP join
Maximum AP Join |limit
Limit: [dec] reached
Reached error
CAPWARNC TRACE MSGBMAX TITENE APTIMIT REACHD | 3-Error | Ap [chars] is not Device is |ewlc-ap |LOG_STD_ ACTION
allowed to join. not
Please start reporting | registered,
licensing to Cisco to | maximum
get the ACK for AP join
resumption of limit
normal operation. | reached
error
CAPWANC TRAEMEHAPWC APIINDRAR DX RNG NP | 4-Warning | Attempt by AP External |ewcapimage | LOG_STD_ ACTION
[chars] with MAC | AP is not
[chars] to join this | allowed to
controller was join when
rejected due to PnP | internal
image download in | AP image
progress upgrade is
going on
as part of
PnP
image
download
CPMRCTRAEMEGBACAPINIFHE DD RGIREIDMOYD | 4-Warning | Attempt by AP New AP | ewcapimage | LOG_STD_ACTION
[chars] with MAC |is not
[chars] to join this | allowed to
controller was join
rejected due to during
network upgrade network
upgrade

71



Facility-Severity-M nemonic SahMeriy | M essage Mesgixgian | Campanatt | Recommended-Action
4-Warning | Attempt by AP with | External | ewleeppinfia | LOG_STD ACTION
MAC [chars] to join | AP is not
this controller was | allowed to
rejected as WNCDs | join as
config init stillin | WNCD
progress processes
are still
being
initialized
with
iV
configs
4-Warning | Attempt by Internal | Internal | ewcapimage | LOG_STD ACTION
AP [chars] with AP is not
MAC [chars] to join | allowed to
this controller was |join in
rejected due to PnP | PnP
Image Dwonload is |image
in progress and PnP | upgrade
Provision is not flow till
Done the PnP
Provision
is done
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M essage

MesgiSinin

Recommended-Action

3-Error

Unable to determine
name of AP running
active controller.
Please ensure
internal AP has
joined and try again

Installer
needs to
check that
the
configured
preferred
master
matches
the
current
active
controller
AP name
before
reloading.
However
it was
unable to
determine
the active
controller
AP name,
probably
because
the
internal
AP has
not
joined.
Please
ensure
that the
internal
AP has
joined and
then try
again

LOG_STD NO_ACTION
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3-Error | The configured Installer LOG STD NO ACTION
preferred master AP | requires
name does not that the
match the current | configured

active controller AP | preferred
name. Please master
configure the matches
preferred master AP | the
name with 'wireless | current
ewc-ap active
preferred-master' to | controller
match the active AP name
controller AP name | before
as shown by 'show |reloading.
wireless ewc-ap Please
redundancy ensure
summary' and try | that the
again preferred
master is
configured
correctly
and then
try again
3-Error | Configured image | Configured LOG STD NO ACTION
download profile  |image
failed to download |download
version.info; check | profile
network and server |may not
configuration be able to
download
the
correct
AP
images
3-Error | Failed to start Configured LOG _STD NO ACTION
downloading AP image
image version with | download
error [chars] profile
may not
be able to
download
the
correct
AP
images

74




Facility-Severity-M nemonic

M essage

MesgiSinin

Recommended-Action

3-Error

External download
for internal AP
cannot start, a
previous download
has been already
performed.

EWC
image
upgrade
workflow
requires
mandatory
download
for new
image
master AP
required
by the
internal
AP.Ifa
previous
'install
add' has
been
performed
without
ativation,
an 'install
remove'
action is
needed to
clear fully
the
previous
downloads.

Execute 'install remove
profile default', 'clear ap
predownload statistics',
and retry Network
Upgrade

> | 3-Error

Controller performs
another external
transfer, for example
anew AP joins the
network. Once
transfer completed,
please try Network
Upgrade again

EWC
allows
only one
active
image
transfer.
Foran AP
join case,
such a
transfer
has to be
anytsthosd
before a
Network
Upgrade
is started.

Check 'show ap
summary'. If the number
of APs is the expected
one, update the image
download profile to point
to the new software
version, and retry
Network Upgrade
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3-Error | %% Error: [chars] |Network |isebrosuk | Try again later
not ready
for this
install
command
3-Error | No sufficient space |No isebioesutk | Try 'install remove
on bootflash for sufficient profile default'
upgrade. Please do |space on
'dir bootflash:' to list | flash to
and delete unwanted | hold the
files. Please do image,
'install remove please do
profile default'. some
cleanup
on
bootflash:
3-Error | Please do poll-cco |EWC-AP |ewcapimage | LOG_STD NO_ACTION
once before starting | software
EWC-AP software | prodownload
predownload via via CCO
CCO requires
polling
CCO first
to get
sugeestedbtest
software
version
$ | 3-Error | Internal AP has not |If internal | ewcapimage | Check 'show ap
joined the controller. | AP is not summary'. Wait for
Once internal AP is | present internal AP is present
up, please try Network before Network Upgrade
Network Upgrade | Upgrade start
again. can not
start.
CPVWPMDMWDTRAEVEA B APWIMDANDNER | 3-Error | %% Error: [chars] | Improper | tsebiosutk | Arguments to be
arguments changed
or config
4-Warning | Configured image | Configured | ewcapimage | LOG_STD NO ACTION
download profile image
downloads AP download
image version profile
[chars]; requires AP | does not
image version work for
[chars] to join this | AP join
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4-Warning | Image predownload | Not all ewcapimage | LOG_STD NO ACTION
is still in progress, | APs
'install activate' might
might lead to a have the
longer upgrade of | new
the network image yet
5-Notice |List Event: [chars] |EWC-AP |ewcapimage | LOG STD NO ACTION
Mestertvalid
Master
AP list
Teinivkin
Events
AP Event: Downloaded | ewcapimage | LOG_STD NO ACTION
Downloaded AP AP image
image [chars] was |deleted
deleted
AP Event: Downloaded | ewcapimage | LOG_STD NO_ACTION
Downloaded AP AP image
image [chars] deleted
without image node | from
was deleted RAM disk
Configured image | Configured | ewcapimage | LOG_STD NO ACTION
download profile image
downloads AP download
image version profile
[chars], matching | works for
required AP image | AP join
version to join this
controller
AP Event: External | Downloaded | ewcapimage | LOG STD NO ACTION
Download complete | AP image
and deleted for AP | deleted
image [chars] from
without image node | RAM disk
corefiles and/or corefiles | sebnosits | LOG_STD NO ACTION
tracelogs have been |and
deleted, [dec] Bytes | tracelogs
disk space is freed |have been
deleted
EWC-AP Event: EWC-AP | ewcapimage | LOG STD NO ACTION
EWC-AP Controller | Image
image [chars] MMaped
mmaped ... Timer |in
started to unmap Memory
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M essage

MesgiSinin

Recommended-Action

EWC-AP Event:
EWC-AP Controller
image [chars]
already mmaped in
memory ... Timer to
unmap reset

EWC-AP
Image
MMaped
in
Memory

LOG_STD NO_ACTION

EWC-AP Event:
EWC-AP Controller
image [chars]
unmapped from
memory ... Timer to
unmap Stopped

Controller
image
unmapped
from
memory

LOG_STD NO_ACTION

AP Event:
Predownload Total
AP count [dec],
predownloaded AP
count [dec]

Predownload
Total and
Completed
AP count
mismatched

LOG_STD NO_ACTION

Sending
master-going-down
message to other
APs so that they
backoff for 5
minutes for existing
active controller to
be active after reload

To
prevent
PWCGARepatt
AP's from
becoming
EWC-AP
controller
when
current
controllr
goes
through
reload,
send
atEpeban
message
to them so
they wait
5 minutes
for the
current
controller
to reboot
and
become
controller
again

LOG_STD NO_ACTION
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M essage

MesgiSinin

Recommended-Action

Network upgrade is
not in correct state.
Please do 'install
remove profile
default', and try
again

Network
Upgrade
is not in
correct
state.
Please
cancel
and try
again

Try 'install remove
profile default'

CAPWAP MODWN D TRACE MESSACHSTRACE EXFORT TEST

6dnfomation

Btrace log export
test event: Testing
Log Export Feature

GUI
Triggered
Flow to
test Log
Export
Feature

LOG_STD NO_ACTION

CERT-1-CERT_EXPIRED

1-Alert

Certificate expired

This alert
syslog is
generated
when the
certificate
used for
DTLS/TLS
connection
towards
SD-WAN
controller
has
expired.
Control
connection
to
controllers
will not
come up
as a result
of this
catastrophic
failure

Please contact Cisco
TAC

CERT-1-CERT EXPIRING

1-Alert

Certificate expiring
soon. Time
remaining: [dec]
[chars]

This alert
syslog is
generated
to warn
impending
certificate
expiry

New certificate should
be installed prior to
expiring. Please contact
Cisco TAC for assistance
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M essage

MesgiSinin

Recommended-Action

CERT-3-CERT_STORE_INIT FAILED

3-Error

Certificate store init
failed

This error
syslog is
generated
when
certificate
store
initialization
fails.
Control
connection
to
controllers
will not
come up
as a result
of this
failure

Please contact Cisco
TAC and open a support
ticket for this issue

CERT-5-CERT INSTALLED

5-Notice

A new certificate
has been installed

This
notice
syslog is
generated
when a
new
certificate
is
installed

No action is required

CERT-5-CERT_UNINSTALLED

5-Notice

Certificate has been
uninstalled

This
notice
syslog is
generated
when an
installed
certificate
is
uinstalled
by

action

No action is required
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SatMery

M essage

Mesgixgian | Campanant

Recommended-Action

CERT-5-NEW_CSR_GENERATED

5-Notice

New certificate
signing request
generated

This vip-cettificate

notice
syslog is
generated
whenever
new
certificate
signing
request is
generated

No action is required

CERT-5-ROOT_CA CRL _INSTALLED

5-Notice

Root CA CRL has
been installed

This vip-cetificate

notice
syslog is
generated
when a
root CA
Certificate
Revocation
List is
installed

No action is required

CERT-5-ROOT_CA_CRL_UNINSTALLED

5-Notice

Certificate has been
uninstalled

This vip-certificate

notice
syslog is
generated
when a
root CA
Certificate
Revocation
List is
uninstalled
by
it
action

No action is required

CERT-5-ROOT_CERT CHAIN INSTALLED

5-Notice

Root certificate
chain installed

This vip-cetificate

notice
syslog is
generated
when a
root
certificate
chain is
installed

No action is required

81



Facility-Severity-M nemonic

SatMery

M essage

MesgiSinin

Recommended-Action

CERT-5-ROOT_CERT CHAIN_UNINSTALLED

5-Notice

Root certificate
chain uninstalled

This
notice
syslog is
generated
when an
installed
root
certificate
chain is
uninstalled
by

action

No action is required

CERT MGR ERRMSG3-CERT MGR GENERAL ERR

3-Error

General error:
[chars]

General
cert mgr
lib error
message

ewlc-ap

LOG_STD ACTION

CERT MGR ERRMSG-3-CERT VALIDATION ERR

3-Error

Certificate

Validation Error,
[chars]

General
Wireless
LAN
Controller
Error
Message.

ewlc-ap

LOG_STD_ACTION

RIMR BRRVEBHIS AL TTHA XS EXT LIITISCCAART

3-Error

LSC CA certificate
not generated with
CA flag true

LSC CA
certificate
not
generated
with CA
flag true

ewlc-ap

LOG_STD ACTION

CERT MGR _ERRMSG-3-FIPS SUITABILITY ERR

3-Error

FIPS Compliance:
[chars]

General
cert mgr
lib error
message

ewlc-ap

LOG_STD_ACTION

CERT MGR ERRMSG-3-PKI SSL IPC RESP ERR

3-Error

IPC Respone Error,
[chars]

General
Wireless
LAN
Controller
Error
Message.

ewlc-ap

LOG_STD ACTION
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SatMery

M essage

MesgiSinin

Recommended-Action

CERT MGR_ERRMSG-3-WLANCC UPDATE ERR

3-Error

Failed to send
WLAN CC (Commit
Criteria) update to
PKI IOSd due to
database error

General
Wireless
LAN
Controller
Error
Message.

ewlc-ap

LOG_STD_ACTION

CERT MGR ERRMSG4-CERT MGR WARNING

4-Warning

Warning, [chars]

General
Wireless
LAN
Controller
warning
message

ewlc-ap

LOG_STD_ACTION

CERT MGR_ERRMSG-6-FIPS_SUITABILITY INFO

6Information

FIPS Compliance:
[chars]

General
cert mgr
lib error
message

ewlc-ap

LOG_STD_ACTION

CFGMGR-3-ADMIN PASSWD UNCHANGED

3-Error

Failed to set new
admin password

This
syslog is
generated
when the
default
password
of admin
account is
not
updated
due to an
error.
This
could
occur
during
bootup
when the
system is
initializing

Please retry updating
default password for
admin account. If admin
password cannot be
updated after couple of
attempts, please contact
Cisco TAC for assistance
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SatMery

M essage
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Recommended-Action

CFGMGR4-ADMIN PASSWD CHANGE DEFERRED

4-Warning

New admin

password not set yet,
waiting for daemons
to read initial config

This
syslog is
generated
when the
system is
initializing
and user
tries to
update
default
password
of admin
account.
Once
bootup
completes,
config
database
is
unlocked
and admin
password
can be
changed

This should be a
temporary log, if the log
continues to be seen on
console, please contact
Cisco TAC for assistance

CFGMGR-6-ADMIN PASSWD CHANGED

6dnfomation

Successfully set new
admin password

This info
syslog is
generated
when the
default
password
of admin
account is
updated

No action is required

CFMGR LOG4COUNTRY CFG DEPRECATED (L1

4-Warning

[chars]: 'ap country
&lt;coutry-code&gt;'
is deprecated,
instead use 'wireless
country
&lt;country-code&gt;'

i\l

ap
country
&dtoode&eety
cli has
been has
been
deprecated,
Please
start using
'wireless
country
&dtoode&eety

instead

ewlc-rrm

Please start using new
form of cli mentioned in
the explanation message
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Recommended-Action

CFMGR_LOG4UNSUPPORTED AP DTLS CIPHER

4-Warning

Unsupported AP
DTLS ciphersuite:
[chars]

Unsuppoited

ciphersuite
for AP
DTLS in
a given
security
mode

ewlc-ap

No action required

CFMGR_LOG-7-CFG DOWNLOAD LOG MSG

7-Debug

Scheduled Config
Download: [chars]

Config
Download
info

iosebnosutls

No action required

CGM_NGWC-3-NOMEM

3-Error

No Enough Shared
Memory in CGM\n

The
oconfiguration
is too
large.

INVALID

Check the existing ACL
configuration.\n

CHASFS-3-NOCHASFSDIR

3-Error

The directory [chars]
does not exist.

No
explanation.

LOG_STD NO_ACTION

CHASFS-3-NOINOTIFY

3-Error

The inotify device
could not be opened.
Error [dec].

This error
occurs
when
there is an
error in
the
system
that
prevents
the
notification
facility
from
being
accessed.

ivedusing

LOG _STD NO_ACTION

CHASFS-3-NOOPEN_ PROPERTY

3-Error

Error opening
chassis file system
object [chars]:
[chars]

An
application
was not
able to
open a an
object in
its local
chassis
file
system.

LOG STD RECUR ACTION
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Recommended-Action

CHASFS-3-NORESOLVE _LOCAL _OBJECT

3-Error

Error resolving local
FRU object: [chars]

An
application
was not
able to
create a
reference
to an
object in
its local
chassis
file
system.

LOG STD RECUR ACTION

CIA-0-CPA_INITIALIZATION

cpa_init failed,
return code: [dec]

cpa_init
has failed.
This
might be
because
CPA
south
bound
libraries
are
missing or
amapping
of CPA
libraries
to

PD TYPE
missing in
qa fu dhoof

Review cpa logs

EIEALINATIMS (BEA TTFAREIBTAS (NNRECTD

3-Error

Client [chars]
association rejected
and excluded,
reason: [chars]

Client
association
rejected
because
of
excluding

ewlc-client

LOG_STD_ACTION

ABRNTE N SRARSALD TO B AN BTREAS N

5-Notice

Client [chars] was
added to exclusion
list, reason: [chars]

Client
was added
to
exclusion
list

ewlc-client

Message notification
informing about the
client was added to
exclusion list
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ABNTETIINSRIRADTOEXIT AN ETRIASNDINAME | 5-Notice | Client [chars] was | Client ewlc-client | Message notification
added to exclusion |wasadded informing about the
list associated with |to client was added to
AP Name:[chars], |exclusion exclusion list
BSSID:[chars], list
reason:[chars]
CLIENT HA SVC MESSAGE3EWLC RECREAIE ERR | 3-Error | Heap recreate failure | Failure osebiosuls | LOG_STD ACTION
in module [chars]. |seen
[chars] during
heap
recreate
(1IENT IPV6 TRACE MESSAGE3(IIENT IPV6 (RIT ERR | 3-Error | client ipv6 Error: | Client isebiosuls | LOG_STD ACTION
[chars] IPv6
Error
Message.
CLIENT IPV6 TRACE MESSAGE4(1IENT IPV6 WARN | 4-Warning | client_ipv6 Client osebinosus | LOG_STD ACTION
Warning: [chars] IPv6
Warning
Message.
User ID: [chars] - | Unable to | ewle-client | LOG_STD ACTION

Unable to update update
broadcast keys to | broadcast
Client keys to
Client
3-Error | User ID: [chars] - | Deflection | ewle-client | LOG STD RECUR ACTION
Deflection attack attack
detected from this | detected
mobile from this
mobile
3-Error | User ID: [chars] - |Invalid ewlc-client | LOG STD RECUR ACTION
Invalid key data key data
length length
3-Error | User ID: [chars] - |Invalid ewlc-client | LOG STD RECUR ACTION
Invalid key type key type
3-Error | User ID: [chars] - |Received |ewlc-client | LOG STD RECUR ACTION
Received Invalid Invalid
MIC in EAPOL Key | MIC in
Message handshake | EAPOL
Key
Message
handshake
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3-Error | User ID: [chars] - |Received |ewlc-client | LOG STD RECUR ACTION
Received Invalid Invalid
MIC in EAPOL Key | MIC in
Message M2 EAPOL
Key
Message
M2
3-Error | User ID: [chars] - |Invalid ewlc-client | LOG STD RECUR ACTION
Invalid Replay Replay
Window Window
3-Error | User ID: [chars] - |Invalid ewlc-client | LOG STD RECUR ACTION
Invalid secure bit secure bit
3-Error | User ID: [chars] - | Zero MIC | ewle-client | LOG STD RECUR ACTION
Zero MIC received |received
3-Error | User ID: [chars] - | Unable to | ewle-client | LOG_STD ACTION
Unable to send send
Session key to AP | Session
key to AP
ABNTARHA TTVESA S ATTFATHIBNYABNTAWES | 3-Error | User ID: [chars] - - | Received | ewlc-client | LOG STD RECUR ACTION
Client association | association

denied as it is not in

request in

Active Hours slot | non-active

[chars] hours

[chars] [chars]: Association | ewlc-client | LOG_STD_ACTION
[chars] Association |received

received from from

mobile on BSSID | mobile on

[chars] AP [chars] |BSSID

(1IENT ORCH GUEST AN TOG3(1IENT JON FAILED | 3-Error | Wired Guest client | Wired ewlc-client | If this message occurs,
[chars] failed joining | Guest client failed joining and
on vlan [dec] client was deleted.
physical interface | failed
[chars]. Reason: joining
[chars]

RNT(RHA ETIANIOBABNTIONIAIIDNOMAC | 3-Error | Refusing creation of | Wired ewlc-client | If this message occurs,
wired Guest client | Guest client failed joining and
with no MAC on client was deleted.
vlan [dec] physical | failed
interface [dec]. joining
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(IENT ORCH GUEST LAN TOGSAIENT JON IGNORED | 5-Notice | Already existing A request | ewlc-client | No action is required
client [chars] join | to join the
request on vlan [dec] | client was
and physical ignored
interface [chars] was | because
ignored the client

is already
connected

(LIENT ORCH GUEST AN LOG(LIENT RECHIVED | 7-Debug | Wired Guest Client | New ewlc-client | No action is required
[chars] join request | Wired
received on vlan Guest
[dec] - interface client join
[chars] received

CLIENT ORCH_LOG-3-CLIENT TRACEBACK |3-Error |Error in [chars] General |ewlc-client | LOG_STD_ACTION

Client
Error
Message.

CLIENT ORCH LLOG4-ANCHOR INVALID MBSSID | 4-Warning | Export anchor Export ewlc-guest | If this message occurs, it
required but config |anchor implies that Wlan needs
is incorrect (e.g.: required to be up or wlan profile
wlan should be up, |butconfig name and policy profile
wlan profile name |is name need to match
and policy profile |incorrect
name should match) | (e.g.:
for: Wlan-Profile: |wlan
[chars], Policy should be
Profile: [chars], up, wlan
client [chars] profile

name and
policy
profile
name
should
match)

CLIENT ORCH IOG4-ANCHOR INVALID WLAN ID | 4-Warning | Export anchor Export ewlc-guest | If this message occurs, it
required but unable |anchor implies that Wlan name
to get wlan id for: | required is not configured
Wilan-Profile: but unable
[chars], Policy to get
Profile: [chars], wlan id

client [chars]
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(LIENT ORCH LOG4-ANCHOR NOT EXPORT WLAN | 4-Warning | Export anchor Export ewlc-guest | If this message occurs, it
required but wlan | anchor implies that Wlan is not
not configured as | required configured as mobility
mobility export but wlan export anchor
anchor for: not
Wlan-Profile: configured
[chars], Policy as
Profile: [chars], mobility
client [chars] export
anchor
(IENT ORCH LOGAANCHOR VAP SHIRITY MRMAITH | 4-Warning | Export anchor Export ewlc-guest | If this message occurs, it
required but local | anchor implies that local and
and remote required remote wlan and policy
security/profile but local profiles need to have the
configuration is not | and same security or
matching for: remote configuration settings
Wlan-Profile: seaurity/profile
[chars], configuration
Policy-Profile: (wlan

[chars] client [chars]

and/or
policy
profile) is
not

matching
ABNTARHIGGANH RWHBAUTHONVABNOTAONII RD | 4-Warning | Export anchor: Webauth | ewlc-guest | If this message occurs, it
webauth on mac on Mac implies that Wlan on

failure configuration

Failure

anchor or foreign is not

mismatch between | configuration configured for webauth

anchor and foreign | mismatch on mac failure

for: Wlan-Profile: |between

[chars], Policy anchor

Profile: [chars], and

client [chars] foreign
ABNT(RHICGAIDTOEXITANBIMACTHETREAIN | 5-Notice | Client [chars] with | Blacklisting | ewlc-client | If this message occurs, it

IP: [chars] was client on implies that there was

added to exclusion |MAC MAC address theft.

list, legit ifid: address

0x%08x, current theft.

ifid: 0x%08x,
reason: [chars]
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(LIENT ORCH LOGSADD TO EXATUSIONLST REASON | 5-Notice | Client [chars] with | Blacklisting | ewlc-client | If this message occurs, it
IP: [chars] was client on implies that there was IP
added to exclusion |IP address theft or MAC address
list, legit Client theft or theft or IP and MAC
[chars], IP: [chars], | MAC address theft.
reason: [chars] address

theft or IP
and MAC
address
theft.

CLIENT ORCH LOGS5-EASYPSK CLIENT DELETED | 5-Notice |Easy-PSK client Easy-PSK | ewlc-client | If this message occurs, it
[chars] : client client was implies that client was
deleted due because | deleted deleted due to AAA
AAA exchange because exchange failure.
failed reason [chars]. | of AAA

Exchange
failure.

ABNTRHICGWHBAUHONMABRAIT REROAWNGIEND | 5-Notice | Client [chars] : Roaming |ewlc-client | If this message occurs, it
Roaming denied, denied for means that roaming
reason: [chars] Webauth occurred with controllers

on MAB with different MAC
failure authentication lists.
client.

(LIENT ORCH LOG6IENT ADDED TO RUN STAIE | 6dnfommation | Username entry Details ewlc-client | If this message occurs, it
([chars]) joined with | for client implies that client
ssid ([chars]) for when it successfully went to
device with [chars] |goes to RUN state
on channel ([dec]) |run state

CLIENT ORCH _LOG-7-CLIENT IP UPDATED | 7-Debug | Username ([chars]), | Details ewlc-client | If this message occurs, it
[chars], IP [chars]IP | for client implies that client
address updated, when it successfully went to
[chars] to AP goes to RUN state
([chars]) with SSID | run state
([chars])

(IENT ORCH LOGAAIENT MOVED TO DH EIE SIAIE | 7-Debug | Username ([chars]), | Details ewlc-client | If this message occurs, it
[chars], IP for client implies that client
[chars]disconnected | when it successfully went to
from AP ([chars]) |goes to DELETE state
with SSID ([chars]) | delete

state
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(LIENT ORCH LOG(ALIENT MOVED TO RUN SIAIE | 7-Debug | Username ([chars]), | Details ewlc-client | If this message occurs, it
[chars], IP for client implies that client
[chars][chars] to AP | when it successfully went to
([chars]) with SSID | goes to RUN state
([chars]) on channel | run state
([dec])
ENT(RHMANOVERREELIOQGAIBNTMANOVERRLE | 7-Debug | Client [chars] on The client | ewlc-client | No action is required
wlan [chars] and received a
policy profile [chars] | vlan
received a vlan override
override after after
web-authentication | wbatafzm
and it is moved to
the new VLAN to
learn a new IP
IENTRHMANOHR EIGGHENTVANOHR EIMAT | 7-Debug | Client [chars] on The client | ewlc-client | No action is required
wlan [chars] and needs to
policy profile [chars] | re-associate
failed to re-associate | within 30s
and learn a new IP | after a
after the VLAN vlan
Override and is override
deleted otherwise
it is
deleted.
AENTARHVANOHR EIGGHRANABNTMANOHNE | 7-Debug | Export foreign client | The ewlc-client | No action is required
[chars] on wlan export
[chars] and policy | foreign
profile [chars] client
received a vlan received a
override from export | vlan
anchor override
from
anchor
[chars] with HTTP |received |cloudm |LOG STD NO ACTION
connection error: an httpcon
[chars]. error
while
onboarding
controller
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3-Error |[chars] with HTTP |received |[cloudm |LOG STD NO ACTION
status code [dec]. |an http
error
while
onboarding
controller
JOMMOBRNGTRAONIYEIG TMOBYRINGS ((ES | 6dnfommation | Successfully [chars] | Successfilly | cloudm | LOG_STD NO ACTION
onboarded,
otp
updgraded,
or
received
access
token for
device
Cisco Spaces Spaces cloudm |Ifthis message occurs, it
persistent credentials | persistent means persistent
could not be credential credentials for Spaces
installed for [chars] | installation could not be installed for
went errors
through
errors
3-Error | Cisco Spaces OTP | Spaces cloudm |Ifthis message occurs, it
could not be OTP means OTP for Spaces
installed for [chars] | installation could not be installed for
went errors
through
errors
Cisco Spaces access | Updated |cloudm | If this message occurs, it
token has been access means access-token for
updated. token for Spaces have been
Spaces installed
Cisco Spaces access | Spaces cloudm |Ifthis message occurs, it
token could not be |access means access token for
installed for [chars] |token Spaces could not be
installation installed for errors
went
through
errors
Cisco Spaces Installed |cloudm |Ifthis message occurs, it
persistent credentials | persistent means client-credentials
have been installed | dirtaedrias for Spaces have been
for Spaces installed
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Recommended-Action

Cisco Spaces OTP
has been installed

Installed
OTP for
Spaces

cloudm

If this message occurs, it
means OTP for Spaces
has been installed

CLOUDM TEST-6-HTTP_RESPONSE

6dnfomation

Completed: [chars]

Result of
the test
request

10sxe-ui

LOG_STD NO_ACTION

CLUSTERMGR-1-PLATFORM_MISMATCH

1-Alert

\n Platform
mismatch detected.
A stack cannot be
formed with peer
switch: [chars]

The peer
switch is
incompatible
and
cannot
join the
stack.

Replace peer switch with
platform compatible
switch

CLUSTERMGR-1-RELOAD

1-Alert

\n Reloading due to
reason [chars]

The
specified
switch has
received a
reload
request
and is
being
reloaded.

No action is required

CLUSTERMGR-6-DUAL ACTIVE CFG _MSG

6Information

\n Dual Active
Detection [chars]

Switch
detected
availability
or
unavailability
of Dual
Active
Detection
ports.

No action is required
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Recommended-Action

QVIAN IDFROM BN\VMONBQVIAN DFROM FHD NVALD

3-Error

The idprom contains
an invalid
environmental
monitoring field.

If this
error
occurs
then
parsing of
the
environmental
monitoring
data is
aborted.
Fvionmental
monitoring
will be
either
incomplete
or absent
entirely.

LOG STD RECUR ACTION

CMAN _LED-6-BEACON_LED TURNED

6dnfomation

Slot [dec] Beacon
LED turned [chars]

Beacon
LED
turned
ON/OFF.
This is a
notification
message
only.No
action is
required.

This is a notification
message only. No action
is required.

CMAN_NYQ-1-CMAN_INIT_FAIL

1-Alert

CMAN: [chars]\n

CMAN
Initialization
has failed.

ivedusing

Find out more about the
error by using the show
tech-support privileged
EXEC command and by
copying the error
message exactly as it
appears on the console or
system log and entering
it in the Output
Interpreter tool. Use the
Bug Toolkit to look for
similar reported
problems.
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CMAN_SEM-2-SEM_ERR 2-Critical | SEM event has A Single If the error is seen only
occurred in device |Event once, there is no need for
[chars]. Event code: | Upset anything to be done. If
[dec] (SEU) these errors are
event has appearing
occurred continuously/persistently,
in one of please copy over the logs
the as they appear in the
FPGA. console, collect the
These output of show
events tech-support and any
may occur other relevant logs, and
at any contact your Cisco
point of technical support
time, but representative.
are
considered
to be rare.
CMAN_SYM-1-CMAN_INIT FAIL 1-Alert CMAN: [chars]\n  |CMAN Find out more about the
Initialization error by using the show
has failed. tech-support privileged

EXEC command and by
copying the error
message exactly as it
appears on the console or
system log and entering
it in the Output
Interpreter tool. Use the
Bug Toolkit to look for
similar reported
problems.
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CMCC-0-C2W_INITIALIZATION The SIP C2W has | The C2W |1 Examine the logs for
failed initialization |bus on the C2W driver errors. If the
because [chars] SIP is problem persists, copy
used to the message exactly as it
read the appears on the console or
shared in the system log.
port Research and attempt to
adapter resolve the issue using
(SPA) the tools and utilities
IDPROM. provided at
This error http://'www.cisco.com/tac.
indicates With some messages,
that the these tools and utilities
SIP C2W will supply clarifying
bus failed information. Search for
to resolved software issues
initialize. using the Bug Toolkit at
IhwwamoidifippB gehnhbge

If you still require
assistance, open a case
with the Technical
Assistance Center via the
Internet at
etz triex pyl
or contact your Cisco
technical support
representative and
provide the
representative with the
gathered information.
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CMCC-0-CHASFS LOCATION TRANSLATE | OEmegency | Failed to translate a | The Restart the SIP. If the
location to a chasfs |system problem persists, copy
object name because | failed to the message exactly as it
[chars] translate a appears on the console or
data in the system log.
sensor Research and attempt to
location resolve the issue using
to the the tools and utilities
chassis provided at
filesystem http://www.cisco.com/tac.
(CHASFS) With some messages,
module. these tools and utilities
This error will supply clarifying
could be information. Search for
caused by resolved software issues
a software using the Bug Toolkit at
defect. IpwwarmnthS B gehnh byt

If you still require
assistance, open a case
with the Technical
Assistance Center via the
Internet at
ezt triex pryl
or contact your Cisco
technical support
representative and
provide the
representative with the
gathered information.
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CMCC-0-CHASFS_OBJECT CREATE Failed to create The Restart the SIP. If the
chassis filesystem |system problem persists, copy
object [chars] failed to the message exactly as it
because [chars] create a appears on the console or
chassis in the system log.
filesystem Research and attempt to
object. resolve the issue using
This error the tools and utilities
could be provided at
caused by http://'www.cisco.com/tac.
a software With some messages,
defect or these tools and utilities
a will supply clarifying
filesystem information. Search for
failure. resolved software issues

using the Bug Toolkit at
IhwwamoidifippB gehnhbge
If you still require
assistance, open a case
with the Technical
Assistance Center via the
Internet at
etz triex pyl
or contact your Cisco
technical support
representative and
provide the
representative with the
gathered information.
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M essage
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Recommended-Action

CMCC-0-CHASFS_OBJECT NOT PRESENT

Expected chassis
filesystem object
[chars] not present.

The
system
was
unable to
find an
expected
chassis
filesystem
object.
This error
could be
caused by
a software
defect or
a
filesystem
failure.

Restart the SIP. If the
problem persists, copy
the message exactly as it
appears on the console or
in the system log.
Research and attempt to
resolve the issue using
the tools and utilities
provided at
http://www.cisco.com/tac.
With some messages,
these tools and utilities
will supply clarifying
information. Search for
resolved software issues
using the Bug Toolkit at
IgwwariifipBgdnhbyf
If you still require
assistance, open a case
with the Technical
Assistance Center via the
Internet at
ezt triex pryl
or contact your Cisco
technical support
representative and
provide the
representative with the
gathered information.
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CMCC-0-CHASFS_OBJECT WATCH Failed to watch The Restart the SIP. If the
chassis filesystem |system problem persists, copy
object [chars] failed to the message exactly as it
because [chars] watch a appears on the console or
chassis in the system log.
filesystem Research and attempt to
object. resolve the issue using
This error the tools and utilities
could be provided at
caused by http://'www.cisco.com/tac.
a software With some messages,
defect or these tools and utilities
a will supply clarifying
filesystem information. Search for
failure. resolved software issues

using the Bug Toolkit at
IhwwamoidifippB gehnhbge
If you still require
assistance, open a case
with the Technical
Assistance Center via the
Internet at
etz triex pyl
or contact your Cisco
technical support
representative and
provide the
representative with the
gathered information.
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Recommended-Action

CMCC-0-CHASFS_PROPERTY_CREATE

Failed to create
chassis filesystem
object [chars]
property [chars]
because [chars]

The
system
failed to
create a
chassis
filesystem
object
property.
This error
could be
caused by
a software
defect or
a
filesystem
failure.

Restart the SIP. If the
problem persists, copy
the message exactly as it
appears on the console or
in the system log.
Research and attempt to
resolve the issue using
the tools and utilities
provided at
http://www.cisco.com/tac.
With some messages,
these tools and utilities
will supply clarifying
information. Search for
resolved software issues
using the Bug Toolkit at
IgwwariifipBgdnhbyf
If you still require
assistance, open a case
with the Technical
Assistance Center via the
Internet at
ezt triex pryl
or contact your Cisco
technical support
representative and
provide the
representative with the
gathered information.
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CMCC-0-CHASFS PROPERTY_ GET Failed to read The Restart the SIP. If the
chassis filesystem |system problem persists, copy
object [chars] failed to the message exactly as it
property [chars] read a appears on the console or
because [chars] chassis in the system log.
filesystem Research and attempt to
object resolve the issue using
property. the tools and utilities
This error provided at
could be http://'www.cisco.com/tac.
caused by With some messages,
a software these tools and utilities
defect or will supply clarifying
a information. Search for
filesystem resolved software issues
failure. using the Bug Toolkit at
IhwwamoidifippB gehnhbge

If you still require
assistance, open a case
with the Technical
Assistance Center via the
Internet at
etz triex pyl
or contact your Cisco
technical support
representative and
provide the
representative with the
gathered information.
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Recommended-Action

CMCC-0-CHASFS_PROPERTY NOT PRESENT

Expected chassis
filesystem object
[chars] property
[chars] not present.

The
system
cannot
locate a
chassis
filesystem
object
property.
This error
could be
caused by
a software
defect or
a
filesystem
failure.

Restart the SIP. If the
problem persists, copy
the message exactly as it
appears on the console or
in the system log.
Research and attempt to
resolve the issue using
the tools and utilities
provided at
http://www.cisco.com/tac.
With some messages,
these tools and utilities
will supply clarifying
information. Search for
resolved software issues
using the Bug Toolkit at
IgwwariifipBgdnhbyf
If you still require
assistance, open a case
with the Technical
Assistance Center via the
Internet at
ezt triex pryl
or contact your Cisco
technical support
representative and
provide the
representative with the
gathered information.
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CMCC-0-CHASFS PROPERTY_ SET Failed to write The Restart the SIP. If the
chassis filesystem |system problem persists, copy
object [chars] failed to the message exactly as it
property [chars] write a appears on the console or
because [chars] chassis in the system log.
filesystem Research and attempt to
object resolve the issue using
property. the tools and utilities
This error provided at
could be http://'www.cisco.com/tac.
caused by With some messages,
a software these tools and utilities
defect or will supply clarifying
a information. Search for
filesystem resolved software issues
failure. using the Bug Toolkit at
IhwwamoidifippB gehnhbge

If you still require
assistance, open a case
with the Technical
Assistance Center via the
Internet at
etz triex pyl
or contact your Cisco
technical support
representative and
provide the
representative with the
gathered information.
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CMCC-0-CHASSIS TYPE The chassis type The msedessmg | Examine the logs for
[chars] is invalid. | system IDPROM or hardware
has errors. If the problem
detected persists, copy the
an invalid message exactly as it
chassis appears on the console or
type. This in the system log.
error Research and attempt to
could be resolve the issue using
caused by the tools and utilities
a provided at
hardware http://'www.cisco.com/tac.
defect, With some messages,
software these tools and utilities
defect, or will supply clarifying
incorrect information. Search for
IDPROM resolved software issues
content. using the Bug Toolkit at
IbwwamoidifippB gehnhbge
If you still require
assistance, open a case
with the Technical
Assistance Center via the
Internet at
ezt triex pryl
or contact your Cisco
technical support
representative and
provide the
representative with the
gathered information.
CMCC-0-CPLD_INITIALIZATION The SIP CPLD has | A SIP rredesirg | Examine the logs for
failed initialization |complex CPLD driver or
:[chars] poganmnebe hardware errors. Verify
logic that the software and
device CPLD versions are
(CPLD) compatible.
failed to
initialize.
This error
could be
caused by
a
hardware
or
software
driver
defect.
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CMCC-0-CPLD_INTR_ENABLE The CPLD The Examine the logs for
initialization has CPLD CPLD driver or
failed because interrupt hardware errors. If the
[chars] enable problem persists, copy
failed to the message exactly as it
initialize. appears on the console or
This error in the system log.
could be Research and attempt to
caused by resolve the issue using
a the tools and utilities
hardware provided at
defect or http://'www.cisco.com/tac.
CPLD With some messages,
driver these tools and utilities
defect. will supply clarifying

information. Search for
resolved software issues
using the Bug Toolkit at
IpwwammmighS B gahnh byl
If you still require
assistance, open a case
with the Technical
Assistance Center via the
Internet at
etz triex pyl
or contact your Cisco
technical support
representative and
provide the
representative with the
gathered information.
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CMCC-0-CPLD_IOCTL A CPLD driver /O |A Examine the logs for
control has failed | complex CPLD driver and
because [chars] poganmebe hardware errors. If the
logic problem persists, copy
device the message exactly as it
(CPLD) appears on the console or
1/O driver in the system log.
control Research and attempt to
has failed. resolve the issue using
This error the tools and utilities
could be provided at
caused by http://'www.cisco.com/tac.
a With some messages,
hardware these tools and utilities
or will supply clarifying
software information. Search for
driver resolved software issues
defect. using the Bug Toolkit at
IbwwamoidifippB gehnhbge
If you still require
assistance, open a case
with the Technical
Assistance Center via the
Internet at
ezt triex pryl
or contact your Cisco
technical support
representative and
provide the
representative with the
gathered information
CMCC-0-EVENT LIBRARY An event facility An event In most cases, the
initialization or facility problem can be corrected
maintenance initialization by reloading the
function failed or impacted hardware using
because [chars] maintenance the hw-module [slot |
function subslot] slot-number
failed. reload command. If the
This reload fails to correct the
could be problem, collect the
due to a output of the error
software message, the logs, and
defect or the output of show
system tech-support and provide
resource the gathered information
exhaustion. to a Cisco technical

support representative.
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CMCC-0-FLOW_CONTROL MBE Multi-bit ECC error | Non MIP100 is reloaded to
seen, Cause [chars], | correctable correct the error. If the
MIP100 is going to | multi bit problem persists, the
be reloaded to errors MIP100 hardware may
recover were need to be replaced.

detected
in the
FPGA.

CMCC-0-FPGA_INITIALIZATION The CC has failed |The Examine the driver logs
initialization FPGA on or hardware errors.
because [chars]. the carrier Decode the core
Reloading the card |card has accompanied with this

failed to error.
initialize.

This error

could be

caused by

a

hardware
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CMCC-0-HTDP_ENABLE The HTDP The Examine the logs for
initialization has Hypertransort HTDP driver or
failed because datapath hardware errors. If the
[chars] failed to problem persists, copy
initialize. the message exactly as it
This error appears on the console or
could be in the system log.
caused by Research and attempt to
a resolve the issue using
hardware the tools and utilities
defect or provided at
HTDP http://'www.cisco.com/tac.
driver With some messages,
defect. these tools and utilities

will supply clarifying
information. Search for
resolved software issues
using the Bug Toolkit at
IpwwammmighiS B gahnh byl
If you still require
assistance, open a case
with the Technical
Assistance Center via the
Internet at
ezt triex pryl
or contact your Cisco
technical support
representative and
provide the
representative with the
gathered information.
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CMCC-0-HT INITIALIZATION The SIP A SIP Examine the logs for HT
HyperTransport has | HypaTiaspat driver or hardware
failed initialization |(HT)CPU errors. If the problem
because [chars] bus failed persists, copy the
to message exactly as it
initialize. appears on the console or
This error in the system log.
could be Research and attempt to
caused by resolve the issue using
a the tools and utilities
hardware provided at
defect or http://'www.cisco.com/tac.
HT driver With some messages,
defect. these tools and utilities

will supply clarifying
information. Search for
resolved software issues
using the Bug Toolkit at
IpwwammmighS B gahnh byl
If you still require
assistance, open a case
with the Technical
Assistance Center via the
Internet at
etz triex pyl
or contact your Cisco
technical support
representative and
provide the
representative with the
gathered information.
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CMCC-0-HT _IOCTL A SIP A Examine the logs for HT
HyperTransport physical driver or hardware
driver I/O control | layer errors. If the problem
has failed because | interface persists, copy the
[chars] module message exactly as it
(PLIM) appears on the console or
HyperTiangoat in the system log.
(HT) Research and attempt to
driver I/O resolve the issue using
has failed. the tools and utilities
This error provided at
could be http://'www.cisco.com/tac.
caused by With some messages,
a these tools and utilities
hardware will supply clarifying
defect or information. Search for
HT driver resolved software issues
defect. using the Bug Toolkit at
IgwwarenmihSppBghnh byl
If you still require
assistance, open a case
with the Technical
Assistance Center via the
Internet at
ezt triex pryl
or contact your Cisco
technical support
representative and
provide the
representative with the
gathered information.
CMCC-0-IPC_CONNECTION_INVALID An IPC connection |An Restart the SIP.
has invalid state. inter-process
ammncim
(IPC)
connection
has an
invalid
state. This
error
could be
caused by
a software
defect or
system
resource
limitation.
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M essage

MesgiSinin

Recommended-Action

CMCC-0-IPC_CONNECT MASTER

IPC connection to
the active RP failed
because [chars]

The
nter-process
cnmmunctin
(IPC)
connection
to the
active
route
processor
(RP)
failed.
This error
could be
caused by
a software
defect or
system
resources
limitation.

Restart the SIP.

CMCC-0-IPC_INITIALIZATION

IPC initialization
failed because
[chars]

An
inter-process
e
(IPC)
initialization
failed.
This error
could be
caused by
asoftware
defect or
system
resource
limitation.

Restart the SIP.
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Facility-Severity-M nemonic M essage Visgl=(in Recommended-Action
CMCC-0-PCI_RESCAN The PCIE bus could | The PCIE |1 Examine the logs for
not be rescanned bus failed PCIE bus driver and
because [chars] to rescan. hardware errors. If the
This error problem persists, copy
could be the message exactly as it
caused by appears on the console or
a in the system log.
hardware Research and attempt to
defect, resolve the issue using
software the tools and utilities
driver provided at
defect, or http://'www.cisco.com/tac.
improper With some messages,
internal these tools and utilities
configuration. will supply clarifying
information. Search for
resolved software issues
using the Bug Toolkit at
IbwwamoidifippB gehnhbge
If you still require
assistance, open a case
with the Technical
Assistance Center via the
Internet at
ezt triex pryl
or contact your Cisco
technical support
representative and
provide the
representative with the
gathered information
CMCC-0-PEER _INVALID A peer table entry | An Restart the SIP.
has invalid state. invalid
state
occurred
in a peer
table
entry.
This error
could be
caused by
a software
defect or
system
resource
limitation.
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Facility-Severity-M nemonic

M essage

MesgiSinin

Recommended-Action

CMCC-0-PLIM_HALT

A PLIM driver has
critical error [chars],
[dec], param %x
param %x

A
physical
layer
interface
module
(PLIM)
HyparTiargat
(HT)
driver I/0
has failed.
This error
could be
caused by
a
hardware
defect or
an HT
driver
defect.

Restart the SIP. If the
problem persists, you
may need to replace the
PLIM.
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Facility-Severity-M nemonic M essage Visgl=(in Recommended-Action
CMCC-0-PLIM_INITIALIZATION The PLIM has failed | The Examine the logs for
initialization physical PLIM driver or hardware
because [chars] layer errors. If the problem
interface persists, copy the
module message exactly as it
(PLIM) appears on the console or
failed to in the system log.
initialize. Research and attempt to
This error resolve the issue using
could be the tools and utilities
caused by provided at
a http://'www.cisco.com/tac.
hardware With some messages,
defect or these tools and utilities
a PLIM will supply clarifying
driver information. Search for
defect. resolved software issues

using the Bug Toolkit at
IbwwamoidifippB gehnhbge
If you still require
assistance, open a case
with the Technical
Assistance Center via the
Internet at
ezt triex pryl
or contact your Cisco
technical support
representative and
provide the
representative with the
gathered information.

116




Facility-Severity-M nemonic M essage Visgl=(in Recommended-Action
CMCC-0-PLIM_IOCTL A PLIM driver /O | A Examine the logs for
control has failed | physical PLIM driver or hardware
because [chars] layer errors. If the problem
interface persists, copy the
module message exactly as it
(PLIM) appears on the console or
driver I/O in the system log.
has failed. Research and attempt to
This error resolve the issue using
could be the tools and utilities
caused by provided at
a http://'www.cisco.com/tac.
hardware With some messages,
defect or these tools and utilities
a PLIM will supply clarifying
driver information. Search for
defect. resolved software issues

using the Bug Toolkit at
IhwwamoidifippB gehnhbge
If you still require
assistance, open a case
with the Technical
Assistance Center via the
Internet at
etz triex pyl
or contact your Cisco
technical support
representative and
provide the
representative with the
gathered information.
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M essage

MesgiSinin

Recommended-Action

CMCC-0-SERDES_INITIALIZATION The SIP Serial The SIP Examine the logs for
Bridge ASIC has serial serial bridge ASIC driver
failed initialization |bridge and hardware errors. If
because [chars] ASIC the problem persists,

failed to copy the message exactly
initialize. as it appears on the
This error console or in the system
could be log. Research and
caused by attempt to resolve the
a issue using the tools and
hardware utilities provided at
defect, http://'www.cisco.com/tac.
software With some messages,
driver these tools and utilities
defect, or will supply clarifying
improper information. Search for
internal resolved software issues
configuration. using the Bug Toolkit at
IbwwamoidifippB gehnhbge
If you still require
assistance, open a case
with the Technical
Assistance Center via the
Internet at
ezt triex pryl
or contact your Cisco
technical support
representative and
provide the
representative with the
gathered information

CMCC-0-SERVICES_INITIALIZATION Failed to initialize | The Restart the SIP.
general application |system
services because failed to
[chars] initialize

certain
application
services.
This error
could be
caused by
a software
defect or
system
resource
limitation.
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Facility-Severity-M nemonic SahiMeriy | M essage VesgihEn Recommended-Action

CMCC-0-UIPEER_CREATE O0Emegency | Failed to create user | The Restart the SIP.
interface peer. system

failed to
create a
user
interface
peer. This
error
could be
caused by
a software
defect or
system
resource
limitation.

CMCC-2-BAD ID HW 2-Critical | Failed Identification | Hardware Replace the hardware
Test in [chars]. The |in the with a genuine Cisco
module [chars] on | specified product. If this message
the slot [dec] may | location recurs, contact your
not be a genuine could not Cisco technical support
Cisco product. Cisco | be representative and
warranties and identified provide the
support programs | as a representative with the
only apply to genuine gathered information
genuine Cisco Cisco
products. If Cisco | product

determines that your
insertion of
non-Cisco memory,
WIC cards, AIM
cards, Network
Modules, SPA cards,
GBICs or other
modules into a Cisco
product is the cause
of a support issue,
Cisco may deny
support under your
warranty or under a
Cisco support
program.
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Facility-Severity-M nemonic SahMeriy | M essage Mesgixgian | Campanatt | Recommended-Action
CMCC-2-BAD ID HW_SLOT STR 2-Critical | Failed Identification | Hardware | rsedessng | Replace the hardware
Test in [chars]. The |in the with a genuine Cisco
module [chars] on | specified product. If this message
the [chars] may not |location recurs, contact your
be a genuine Cisco |could not Cisco technical support
product. Cisco be representative and
warranties and identified provide the
support programs | as a representative with the
only apply to genuine gathered information
genuine Cisco Cisco
products. If Cisco | product

determines that your
insertion of
non-Cisco memory,
WIC cards, AIM
cards, Network
Modules, SPA cards,
GBIC:s or other
modules into a Cisco
product is the cause
of a support issue,
Cisco may deny
support under your
warranty or under a
Cisco support

program.
CMCC-2-CC_SPA MOVE_SM 2-Critical | ***** CMCC SPA |CMCC | sedmirg | move the cmcc spa state
SM was strucked for | SPA SM machine.
a minute in state: was
s _kill wait for slot |strucked
[dec], moving the |fora
state machine minute in
state:
s kill wait
for the
line card.
CMCC-2-CC_SPA PSM_READY NOT RCVD |2-Critical | ***** CMCC did |CMCC |wedessimg | do remove hard.
not received PSM | SPA SM
READY event [dec] | was not
sec for slot [dec]. received
PSM
READY
for 100
sec.
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Facility-Severity-M nemonic SahiMeriy | M essage Mesgixgian | Campanatt | Recommended-Action
CMCC-2-CC_SPA STRUCK 2-Critical | ***** CMCC SPA |CMCC | sedssng | move the cmcc spa state
SM was strucked for | SPA SM machine.
[dec] seconds for | was
slot [dec]. strucked
for a
minute in
state:
s kill wait
for the
line card.
CMCC-2-FRU_HWPRG_UPG_FAILED 2-Critical | Failed to [chars] Upgrade | sedessng | Reload the card and retry
[chars] hardware hvpoganite to program the
programmable on | failed to hw-programmable. If the
[chars] in [chars]. |upgrade card fails to come up
the please contact TAC
(PLDFPGA
firmware
on the
given
FRU
CMCC-2-FRU HWPRG UPG_SUCCESS 2-Critical | Success to [chars] |Upgrade |isedessrg | No action is required.
[chars] hardware hwpoganite This is informational
programmable on | success to message
[chars]. Please upgrade
execute the POST | the
Upgrade CLI: CPLDFPGA
upgrade firmware
hw-programmable |on the
cable &lt;r0/rl &gt; | given
daybreak FRU
post-upgrade slot
&lt;slot&gt; to finish
the upgrade process
CMCC-2-FRU_IOFPGA UPG_FAILED 2-Critical | Failed to upgrade |Upgrade |sedessny | Reload the card and retry
field programmable | of field to program the field
device on [chars] in | poganebe programmable device. If
slot [dec]. device the card fails to come up
failed please contact TAC
CMCOC2¥FRU IOFPGA UPG I.C PWR CYCLE DONE | 2-Critical | Power cycled the Power sedesirg | Line card has been
[chars] in slot [dec], | cycled the power cycled after
after FPGA upgrade. | card after FPGA upgrade.
FPGA
upgrade.
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Facility-Severity-M nemonic

SatMery

M essage

MesgiSinin

Recommended-Action

CMCC-2-FRU_IOFPGA_UPG_SUCCESS

2-Critical

Successfully
upgraded the field
programmable
device on [chars] in
slot [dec].
Power-cycling the
line card.

Upgrade
field
pogamebe
device
was
successful
on the
given
FRU.
Line card
needs to
be
powercycled
or
removed
and
re-inserted
for
upgrade
to take
effect.

Line card needs to be
power cycled or removed
and re-inserted for the
upgrade to take effect.

CMCC-2-FRU_LC_PWR_RESET

2-Critical

**kx%% Detected
power reset for the
Line card in slot
[dec]. To recover
from the error, Line
card will brought up
shortly

Detected
Auto
power
reset(may
be HW
issue) for
the
Linecard.

Pseudo OIR of the Line
card has been to
recover/bring up the
card.

CMCC-3-C2W_READ

3-Error

An C2W read has
failed because
[chars]

An
attempt to
read the
C2W bus
has failed.
This error
could be
caused by
a
hardware
or
software
defect.

ivedusing

Examine the logs for
C2W driver errors.
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M essage

MesgiSinin

Recommended-Action

CMCC-3-C2W_WRITE

3-Error

An I2C write has
failed because
[chars]

An
attempt to
write to
the
nterinegrated
circuit
(I12C) has
failed.
This error
could be
caused by
a
hardware
or
software
defect.

Examine the logs for 12C
driver errors.

CMCC-3-CARD_MISMATCH

3-Error

The
CONFIG&PICTYPE
in slot [dec]
mismatch : CONFIG
: [chars], PIC :
[chars]

The CMD
and PIC

in the slot
mismatch.

Shut down the LC and
change the card mode or
remove the pic card.

CMCC-3-CC_HOTSWAP_CKT _FAIL

3-Error

Hot Swap Circuit
has failed for bay
[dec]

The Hot
Swap
Circuit for
the SPA
bay has
been
tripped.
This error
could be
caused by
bad SPA
or CC
hardware.

ivedusing

Examine the CMCC and
PSM OIR logs. Verify
whether the recovery
reload could bring up the
SPA

CMCC-3-DDR_SINGLE BIT_ERROR

3-Error

Single-bit DRAM
ECC error: mme:
[dec], sbe: [dec],
address: 0x%08X,
pid: [dec], name:
[chars]

The SIP
DRAM
experienced
a
single-bit
error
checking
code
(ECC)
error.

No action is required.
This error is usually
self-correcting. If the
problem persists, you
may need to replace the
SIP.

123



Facility-Severity-M nemonic

M essage

MesgiSinin

Recommended-Action

CMCC-3-FLOW_CONTROL_SBE

3-Error

Single-bit ECC error
seen, Cause [chars]

Self
correctable
single bit
errors
were
detected
in the
FPGA

This error is usually
self-correcting. If the
problem persists, the
MIP100 hardware may
need to be replaced.

CMCC-3-FPGA FAIL

3-Error

[chars] FPGA error
detected: [chars]

A SIP
field
pogammebe
logic
device
failure
detected.
This error
could be
caused by
a
hardware
or
software
driver
defect.

Examine the logs for
FPGA driver or
hardware errors. Verify
that the software and
firmware versions are
compatible.

CMCC-3-HB_TIMEOUT

3-Error

Periodic Heartbeat
message from RP
timed out.

RP sends
periodic
heartbeat
message
to the SIP.
The SIP
did not
receive
this
heartbeat
message
for last
timeout
period.

ivedusing

Examine the system logs
for errors.
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Facility-Severity-M nemonic

M essage

MesgiSinin

Recommended-Action

CMCC-3-HT_DETACH

3-Error

The SIP
HyperTransport has
failed detachment
because [chars]

A SIP
HyparTiargat
(HT)CPU
bus failed
to detach
from
software
during
SIP
MDR.
This error
could be
caused by
a
hardware
defect or
HT driver
defect.

Examine the system logs
for errors.

CMCC-3-IDPROM_ACCESS

3-Error

Failed access or
process an IDPROM
because [chars]

The
system
failed to
access an
IDPROM
or an
IDPROM
process
failed.
This error
could be
caused by
a
hardware
defect,
software
defect, or
incorrect
IDPROM
content.

Examine the logs for
IDPROM or hardware
eITOrS.
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CMCC-3-IDPROM_SENSOR 3-Error | One or more sensor | One or msedessmg | Examine the logs for
fields from the more IDPROM or hardware
idprom failed to IDPROM erTors.
parse properly Sensors
because [chars]. failed to
parse.
This error
most
likely
occurred
because
ofa
checksum
failure in
the
IDPROM.
CMCC-3INCOMPATIBLE STANDBY SUPERVISOR | 3-Error | Standby supervisor | Supervisor | tsedessng | Use supervisors with the
in slot [dec] isnot | found in same specifications to
compatible with the | Standby enable High Availablitly
Active supervisor; |slot may features.
Standby Supervisor |not be
will be reloaded. fully
compatible
with the
active
supervisor
and may
cause
issues.
CMCC-3-LC_FPGA_UPGRADE FAIL 3-Error The FPGA upgrade | Upgrade |isedemsng | Reload the card and retry
request for linecard | of FPGA to program the field
in switch [dec] slot |on the programmable device. If
[dec] failed. linecard the card fails to come up
failed please contact TAC
CMCC3-LC FPGA UPGRADE PWR CYCLE FAIL | 3-Error | Power cycle failed |Power sedesing | OIR the card and retry to
for the linecard in | cycle program the field
switch [dec] slot failed for programmable device. If
[dec], after FPGA |the the card fails to come up
upgrade. linecard please contact TAC
after
FPGA
upgrade.
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CMCC-3-MASTERSHIP_ WATCH 3-Error | Failed to initialize a | The cc Examine the logs to
watch on the active |process determine the exact
rp because [chars] |has failed reason for the failure.

to setup a
watch on
the rp
chasfs
active-rp
property.
This error
is likely
caused by
a problem
with
chasfs as
a whole.

CMCC-3-MESSAGE_RESPONSE 3-Error | An invalid message | An In most cases, the
response was invalid problem can be corrected
received because message by reloading the
[chars] response impacted hardware using

was the hw-module [slot |
received. subslot] slot-number
This reload command. If the
could be reload fails to correct the
ductoa problem, collect the
software output of the error
defect or message, the logs, and
system the output of show
resource tech-support and provide
exhaustion. the gathered information

to a Cisco technical
support representative.
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SatMery

M essage

MesgiSinin

Recommended-Action

CMCC-3-NETWORK_CLOCK_CAL _FAIL

3-Error

The SIP network
clock jitter
attenuator
calibration fails

The SIP
network
clock
jitter
attenuator
calibration
can not
complete
within
certain
time. This
would
incur
some SPA
LOS
alarms or
other
error
events for
some SPA
port
types.

—

Restart the SIP

CMCC-3-NETWORK_CLOCK_CAL_START

3-Error

The SIP network
clock jitter
attenuator is
calibrating

The SIP
network
clock
jitter
attenuator
is
calibrating
after
device
initilization
stage.

Restart the SIP if SPA
LOS alarms are seen
after this.

CMCC-3-NETWORK_CLOCK_DH

3-Error

The SIP network
clock jitter
attenuator has
entered digital
holdover

A SIP
network
clock
jitter
attenuator
has
entered
digital
holdover
mode and
certain
SPAs may
report
LOS
alarms.

ivedusing

Restart the SIP.

128




Facility-Severity-M nemonic

M essage

MesgiSinin

Recommended-Action

CMCC-3-NETWORK_CLOCK_LOS

3-Error

The SIP network
clock jitter
attenuator has lost
signal

A SIP
network
clock
jitter
attenuator
has lost
signal
from the
WAN
PLL and
certain
SPAs may
report
LOS
alarms.

Restart the SIP.

CMCC-3-PLIM_DETACH

3-Error

The PLIM has failed
detachment from
software because
[chars]

The
physical
layer
interface
module
(PLIM)
failed to
detach
from
software.
This error
could be
caused by
a
hardware
defect or
a PLIM
driver
defect.

Examine the system logs
for errors.
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M essage

Mesgixgian | Campanat

Recommended-Action

CMCC-3-PLIM_RESTART

3-Error

The PLIM has failed
to restart because
[chars]

The osedessrgy

physical
layer
interface
module
(PLIM)
failed to
restart
during
SIP
MDR.
This error
could be
caused by
a
hardware
defect or
a PLIM
driver
defect.

Examine the system logs
for errors.

CMCC-3-PLIM_STATUS

3-Error

A PLIM driver
informational error
[chars], block %x
count %x

A ivedusimer

physical
layer
interface
module
(PLIM)
HypaTiagat
(HT)
driver I/0
has failed.
This error
could be
caused by
a
hardware
defect or
an HT
driver
defect.

Examine the logs for
PLIM or hardware
errors.
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CMCC-3-SCOOBY_ILAK_FAIL

3-Error

Failed to bringup the
Interlaken interface.
Cause: [chars]

Interlaken
Rx or Tx
failed for
this card.
This error
could be
caused by
a
hardware
or
software
driver
defect.

Reload the Linecard. If
the problem still persists,
replace the Linecard.

CMCC-3-SIP. MDR_FAIL

3-Error

The SIP failed
Minimal Disruptive
Restart because
[chars]

The SIP
failed
Minimal
Disruptive
Restart.
Minimal
Disruptive
Restart
process is
aborted
and an
attempt
will be
made to
recover
the SIP by
resetting
the SIP
hardware.

Examine the system logs
for errors.

CMCC-3-SPA_HOTSWAP CKT FAIL

3-Error

SPA on bay [dec]
has tripped the Hot
Swap Circuit during
power-up.

The Hot
Swap
Circuit for
te SPA
bay has
been
tripped.
This error
could be
caused by
bad SPA
hardware.

ivedusing

Examine the CMCC and
PSM OIR logs. Verify
whether the recovery
reload could bring up the
SPA
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Recommended-Action

CMCC-3-SPA_MDR_FAIL

3-Error

The SPA in bay
[dec] failed Minimal
Disruptive Restart
because [chars]

The SPA
in bay %u
failed
Minimal
Disruptive
Restart.
Minimal
Disruptive
Restart
process is
aborted
and an
attempt
will be
made to
recover
the SPA
by
resetting
the SPA
hardware.

Examine the system logs
for errors.

CMCC-3-SPA_ ONLINE REQ TERMINATE

3-Error

The online request
for SPA in subslot
[dec]/[dec] was
terminated because
[chars]

The
online
request
for SPA
in subslot
%d/%u
was
terminated.

Examine the system logs
for errors.

QVICC3SA PSHUDO HARD OR VFT NOT MPALEVINTED

3-Error

The PSEUDO OIR
VFT is not
implemented for bay
[dec]

The
pseudo
OIR vft
not
implemented
for this
platform

ivedusing

Do nothing
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CMCC-3-SPA_SOFT STOP_FAIL 3-Error | The SPA in bay The SPA | tsedessrg | Examine the system logs
[dec] could not be |in bay %u for errors.
soft stopped because | could not
[chars] be soft
stopped.
An
attempt
will be
made to
recover
the SPA
by
resetting
the SPA
hardware.
CMCC-3-SSD_PIDA OIR 3-Error |Hot Hot meedesingy | Reload the router with
insertion/removal of | swapping SSD module installed in
SSD module in of SSD is bay 3.
[dec]/[dec] not not
supported. Please | supported
reload the router
with SSD module
installed in bay 3
CMCC-3-STANDBY _EOBC LINK ERROR |3-Error |Standby EOBC link | Standby | tsedessrg | Examine the system
error detected. EOBC hardware. Re-seat and
link error: securely screw in all
either link FRU:s. If the problem
state is persists, please contact
down, or TAC support.
duplexity
is not full,
or speed
is not
1Gbps.
CMCC-3-UNKNOWN 3RDPARTY MODULE | 3-Error | Unknown 3rd-party | Unknown | tsedessng | Examine the system logs
module was inserted | 3rd-party for errors.
in subslot module
[dec]/[dec]. please |was
check whether the |inserted in
3rdparty-mode is the given
configured for this |subslot.

subslot
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CMCC-3-UNKNOWN_SPA LC 3-Error | Unknown SPA was | Unknown | osedessmg | Remove the unsupported
inserted in slot [dec] | SPA was SPA line card and

inserted in upgrade the software as
the given needed.
slot.

CMCC-3-UNSUPPORTED_LC TYPE 3-Error | Anunsupported card | Unsupported | tsedessmg | Remove the unsupported
of type [chars] is line card SPA line card and
inserted in slot [dec] | was upgrade the software as
of the chassis. inserted in needed.

Remove the card the given
from the chassis or |slot.
upgrade to an image

which supports the

card

CMCC-5-C9400X _LC 5-Notice |C9400X-SUP-2 Informational | tsedessng | Informational
supports 240G per |message notification. No action is
slot with [chars] that 480G required.
installed in Slot Linecard
[dec] is

installed
in the
chassis
with
Supervisor
card that
supports
only
240G per
slot.
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SatMery

M essage

MesgiSinin

Campoent

Recommended-Action

CMCC-5-CMCC_EZMAN_HB_MISS_EXCEED

5-Notice

CMCC Missed [dec]
Heartbeats from
EZMAN, Reloading
the Line Card

CMCC
Monitors
the Health
of the
EZMAN
by
keeping a
track of
the
Heartbeat
messages.
In case
the
EZMAN
gets stuck
in a event
under
watchdog
disable
context
Svwagdbh)
then the
CMCC
will stop
getting
these
updates.
The
CMCC
after a
certain
period of
time
would
reset the
card,
since
EZMAN
is

unresponsive

asrlk-etherlc

Reload the card, a
software initated to
restart the EZMAN
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CMCC-5-SERDES BLOCK_EVENT

5-Notice

A SerDes link
informational error
[chars], block %x
count %x

A serial
bridge I/O
event has
occurred.
This event
is not
serious
but is
logged for
diagnostic
purposes.

No user action is
required.

CMCC-5-SERDES_RX_RESET EVENT

5-Notice

Interlaken Rx
Alignment Status
[chars], Retry Count
[dec]

Rx Sync
Failed for
Interlaken,
Status
Timer
Expired.
So,
Resetting
the Rx
Interlaken
Core

arlkdmsinngy

No user action is
required.

CMCC-5-SPA_MDR_DONE

5-Notice

SPA[dec] completed
Minimal Disruptive
Restart

Informational
message
that the
Minimal
Disriptive
Restart of
a
particular
SPA has
completed.

ivedusing

Informational
notification. No action is
required.

CMCC-5-SPA_MDR_INIT

5-Notice

SPA[dec] initiated
Minimal Disruptive
Restart

Informational
message
that the
Minimal
Disriptive
Restart of
a
particular
SPA has
begun.

Informational
notification. No action is
required.
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CMCC-6-FLOW_CONTROL OTHER 6Information | Flow control error | Flow msedessng | Appropriate action is
seen, Cause [chars] | control taken in software to
error is correct this error. If the
detected problem persists, the
in the MIP100 hardware may
FPGA need to be replaced.
CMCOG6FRU HWPRG UPG ADMI1266 CRG SUCCESS | 6dnfonmation | Hardware The eedesing | No action is required.
programmable hvpoganite This is informational
ADM1266 ADM1266 message
Configurations on | configuration
[chars] in slot was
[chars] were upgraded
successfully succesfully
programmed.
CMCC6FRU HWPRG UPG TMK03328 CFG RESET | 6dnfonmation | Hardware The sedesmrg | No action is required.
programmable hwpoganite This is informational
LMKO03328 LMKO03328 message
Configurations on | configuration
[chars] in slot was
[chars] were partially
successfully upgraded
partially succesfully
programmed, please
reload it to continue
programming.
CMCG6FRU HWPRG UPG IMK03328 CRG SUCCESS | 6nfonmation | Hardware The eedessng | No action is required.
programmable hvpoganite This is informational
LMKO03328 LMKO03328 message
Configurations on | configuration
[chars] in slot was
[chars] were upgraded
successfully succesfully
programmed.
CMCC-6-FRU HWPRG UPG PSOC PREPARE | 6dnfonmmation | Hardware The sedesirg | No action is required.
programmable bvpoganite This is informational
PSOCs on [chars] in | PSOCs message
slot [chars] were set | were set
in the golden mode. | in the
The card will reload | golden
to finish the mode for
upgrading FPD
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CMCC-6-FRU HWPRG UPG PSOC_START | 6dnfommation | Hardware The meedmsrg | No action is required.
programmable hwpoganete This is informational
PSOCs on [chars] in | PSOC is message
slot [chars] are upgrading
upgrading, please
don't reload or
power-cycle this
card. It will take
about 2 mins to
finish.
CMCC-6-FRU HWPRG UPG PSOC _SUCCESS | 6dnfommation | Hardware The eedesing | No action is required.
programmable hvpoganite This is informational
PSOCs on [chars] in | PSOC message
slot [chars] were was
successfully upgraded
programmed. The | succesfully
card will reload to
make new firmware
work.
CMCC6FRU HWPRG UPG TPS40422 CFG RESET | 6dnfonmation | Hardware The sedesmrg | No action is required.
programmable hwpoganate This is informational
TPS40422 TPS40422 message
Configurations on | configuration
[chars] in slot was
[chars] were partially
successfully upgraded
partially succesfully
programmed, please
reload it to continue
programming.
CMCCG6FRU HWPRG UPG TPSAM22 CRG SUCCESS | 6nfonmation | Hardware The sedessng | No action is required.
programmable hvpoganite This is informational
TPS40422 TPS40422 message
Configurations on | configuration
[chars] in slot was
[chars] were upgraded
successfully succesfully
programmed.
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CMCC-6-FRU _IOFPGA_UPG_START 6Information | Field programmable | The field No action is required.
device on [chars] in | pogammebe This is informational

slot [dec] is being | device on message
upgraded. It will the FRU

take about 2 mins to | is

finish the upgrade. |upgrading

Please do not reload

or power-cycle this

card while upgrade

is in progress.

CMCC-6-FRU _LC UPGRADE REQD 6nformation | Found mismatch New To upgrade to latest
between the Line FPGA is FPGA, do physical OIR
card FPGA versions | bundled Line card or do Pseudo
bundled in Software | in SW. OIR of the line card
and programmed in | FPGA using CLI: hw-module
Hardware in slot upgrade is subslot
[dec]. FPGA version | needed. &lt;slot&gt;/&lt;SPA

bundled in SW: %x,
present in HW: %x.
To upgrade the
FPGA to version
bundled in SW,
perform physical
OIR of the line card
or run the CLI:
hw-module subslot
&lt;slot&gt;/&lt;SPA
no.&gt; oir
power-cycle

no.&gt; oir power-cycle;
To view the present
FPGA versions in
chassis, use the CLI:
show firmware version
all

139



Facility-Severity-M nemonic SahMeriy | M essage VesghEn Recommended-Action
CMCC-6-FRU UPGRADE REQD 6Infommation | Slot [dec] needs New To perform firmware
firmware upgrade. |version upgrade use any of the 3
Firmware upgrade is | bundled options: Option 1:
traffic impacting. To | in Perform physical
perform firmware | Software removal and insertion of
upgrade use any of | & Current the line card Option 2:
the 3 options: Hardware Run the &lt;CLI&gt;
Option 1: Perform |running 'hw-module subslot
physical removal version is &lt;slot&gt;/0 oir
and insertion of the |not latest. power-cycle'
line card. Option 2: |upgrade is &lt;/CLI&gt; Option 3:
Run the &It;CLI&gt; | needed. Perform manual upgrade
'hw-module subslot | please using &lt;CLI&gt;
[dec]/0 oir follow the 'upgrade
power-cycle' options hw-programmable all
&lt;/CLI&gt;. provided filename bootflash: all'

Option 3: Perform
manual upgrade
using &lt;CLI&gt;
'upgrade
hw-programmable
all filename
bootflash: all'
&lt;/CLI&gt;. Use
&lt;CLI&gt;'show
firmware version
all'&lt;/CLI&gt; to
know the mismatch

&lt;/CLI&gt; Use
&lt;CLI&gt;'show
firmware version
all'&lt;/CLI&gt; to know
the mismatch

140




Facility-Severity-M nemonic SahiMeriy | M essage Mesgixgian | Campanatt | Recommended-Action
CMCC-6-FRU_VER MISMATCH 6Infommation | [chars]: Found New FW | tsedessng | To perform firmware
mismatch between | is bundled upgrade use any of the 3
the versions bundled | in SW. options: Option 1:
in Software and FW Perform physical
programmed in upgrade is removal and insertion of
Hardware in slot needed. the line card Option 2:
[dec]. Version Run the &It;CLI&gt;
Present in HW: %x, 'hw-module subslot
Version present in &lt;slot&gt;/0 oir
SW Bundle: %x. power-cycle'
&lt;/CLI&gt; Option 3:
Perform manual upgrade
using &lt;CLI&gt;
'upgrade
hw-programmable all
filename bootflash: all'
&lt;/CLI&gt; Use
&lt;CLI&gt;'show
firmware version
all'&lt;/CLI&gt; to know
the mismatch
CMCC-6-LC FPGA UPGRADE NOT REQUIRED | 6dnfomation | FPGA version on | Upgrade | tsedessng | No action required.
linecard in switch | of FPGA
[dec] slot [dec]is | on the
0x%x linecard is
not
required.
CMCCG6LC FPGA UPGRADE PWR CYCLE DONE | 6dnfommation | Power cycled the Power msedesmng | No action required.
linecard in switch | cycled the
[dec] slot [dec], after | linecard
FPGA upgrade. after
FPGA
upgrade.
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CMCC-6-LC_FPGA UPGRADE START 6Information | Linecard fpga device | The fpga No action required.
in switch [dec] slot | device on
[dec] is being the
upgraded. It will linecard is
take about 5 mins to | upgrading
complete the
upgrade Linecard
will power-cycled
automatically during
this process. Please
do not reload or
power-cycle the
linecard when
upgrade is in
progress
CMCC-6-LC_FPGA _UPGRADE SUCCESS | 6dnfomation | Successfully Upgrade Line card needs to be
upgraded the field | field power cycled or removed
programmable poganmnebe and re-inserted for the
device on linecard in | device upgrade to take effect.
switch [dec] slot was
[dec]. The line card |successful
will be power cycled | on the
given
FRU.
Linecard
needs to
be
powercycled
or
removed
and
re-inserted
for
upgrade
to take
effect.
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CMCC-6-MGMT_SFP_INSERT

6Infommation

transceiver module
inserted in [chars]

The
online
insertion
and
removal
(OIR)
facility
detected a
newly
inserted
transceiver
module
for the
interface
specified
in the
error
message.

No action required.

CMCC-6-MGMT _SFP_REMOVED

6dnfomation

Transceiver module
removed from
[chars]

The
online
insertion
and
removal
(OIR)
facility
detected
the
removal
ofa
transceiver
module
from the
interface
specified
in the
error
message.

No action required.

CMCC_LED-6-BEACON_LED TURNED

6Information

Slot [dec] Beacon
LED turned [chars]

Beacon
LED
turned
ON/OFF.
This is a
notification
message
only.No
action is
required.

ivedusing

This is a notification
message only. No action
is required.
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CMDMA-2-FPGA_DOWNLOAD_FAILED

2-Critical

Critical Error is
detected while
downloading the
FPGA. After this
card will reboot.

Due to
timing
issue in
DMA
sometime
FPGA
download
failure is
seen

Contact your Cisco
technical support
representative and
provide the system report
and crash file.

CMDMA-6-FPGA DOWNLOAD_ INFO

6dnfomation

[chars] fpga DMA
download [chars]

This is
informative
message
about the
startcomplete
of the
fpga
DMA
download

No action required

CMEM-3-SENSOR_INIT FAILED

3-Error

Sensor ([chars])
initialization failed
due to [chars].

This error
indicates
that
environmenial
monitor
software
cannot
initialize
the
Sensor.
The
software
will not
register
and
monitor
this
Sensor.
This
could
occur
when the
IDPROM
has a bad
12C
address
for this
Sensor.

osebnosuls

LOG STD RECUR ACTION
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CMEM-4-OBFL _INIT FAILED 4-Warning | OBFL initialization | This error | isebinosuts | LOG STD RECUR ACTION
failed. indicates
the OBFL
dedicated
filesystem
is not
mounted.
OBFL
diagnostic
information
will not
be
retained
for
customer
toubleshooting
CMFC-0-CHASFS PROPERTY CREATE OEmagency | Failed to create A chassis | sedessrg | In most cases, the
chassis filesystem | filesystem problem can be corrected
object [chars] property by reloading the
property [chars] was not impacted hardware using
because [chars] properly the hw-module [slot |
created. subslot] slot-number
reload command. If the
reload fails to correct the
problem, collect the
output of the error
message, the logs, and
the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
CMFC-0-CHASFS_PROPERTY_ SET OEmegency | Failed to write A chassis | tsedessng | [n most cases, the
chassis filesystem | filesystem problem can be corrected
object [chars] property by reloading the
property [chars] failed to impacted hardware using
because [chars] write. the hw-module [slot |

subslot] slot-number
reload command. If the
reload fails to correct the
problem, collect the
output of the error
message, the logs, and
the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
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CMFC-3-IDPROM_ACCESS 3-Error | Failed to access or | Failed Note the time of the error
process IDPROM | access or message and examine the
'[chars]': [chars] process an logs for IDPROM and
IDPROM. hardware errors. If the
This logs provide information
could be about a correctable
due to a problem, correct the
hardware problem. If the problem
defect, is not correctable or the
software logs are not helpful,
defect or collect the output of the
incorrect error message, the logs,
IDPROM and the output of show
content. tech-support and provide
the gathered information
to a Cisco technical
support representative.
CMFP-0-CPLD_INITIALIZATION OEmagency | CPLD initialization | The Examine the hardware
has failed because | CPLD has and CPLD driver logs
[chars] failed to and see if the logs
initialize. provide information
This about a correctable
could be problem. If the problem
due to a is not correctable or the
hardware logs are not helpful,
or collect the output of the
software error message, the logs,
driver and the output of show
defect. tech-support and provide

the gathered information
to a Cisco technical
support representative.
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CMFP-0-CPLD_IOCTL A CPLD driver I/O |A Examine the logs for
control has failed | complex CPLD driver and
because [chars] poganmebe hardware errors. If the
logic problem persists, copy
device the message exactly as it
(CPLD) appears on the console or
1/O driver in the system log.
control Research and attempt to
has failed. resolve the issue using
This error the tools and utilities
could be provided at
caused by http://'www.cisco.com/tac.
a With some messages,
hardware these tools and utilities
or will supply clarifying
software information. Search for
driver resolved software issues
defect. using the Bug Toolkit at
IhwwamoidifippB gehnhbge
If you still require
assistance, open a case
with the Technical
Assistance Center via the
Internet at
etz triex pyl
or contact your Cisco
technical support
representative and
provide the
representative with the
gathered information
CMFP-0-EVENT LIBRARY An event facility An event In most cases, the
initialization or facility problem can be corrected
maintenance initialization by reloading the
function failed or impacted hardware using
because [chars] maintenance the hw-module [slot |
function subslot] slot-number
failed. reload command. If the
This reload fails to correct the
could be problem, collect the
due to a output of the error
software message, the logs, and
defect or the output of show
system tech-support and provide
resource the gathered information
exhaustion. to a Cisco technical

support representative.
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CMFP-0-SPI4 MUX HALT OFEmegency | SPI4 MUX driver | A SPI4 | msedwssmg | The only corrective
has detected a MUX action is to restart the FP
critical error [chars] | driver has

failed or
detected a
critical
hardware
fault. This
could be
duetoa
hardware
defect or
driver
defect.

CMFP-2-BAD ID HW 2-Critical | Failed Identification | Hardware | dyphomintia | Replace the hardware
Test in [chars]. The |in the with a genuine Cisco
module [chars] may | specified product. If this message
not be a genuine location recurs, contact your
Cisco product. Cisco | could not Cisco technical support
warranties and be representative and
support programs | identified provide the
only apply to asa representative with the
genuine Cisco genuine gathered information.
products. If Cisco | Cisco

determines that your
insertion of
non-Cisco memory,
WIC cards, AIM
cards, Network
Modules, SPA cards,
GBICs or other
modules into a Cisco
product is the cause
of a support issue,
Cisco may deny
support under your
warranty or under a
Cisco support
program.

product

CMFP-2-FPGA DOWNLOAD FAILED

2-Critical

Critical Error is
detected while
downloading the
FPGA. After this
card will reboot.

Due to
timing
issue in
DMA
sometime
FPGA
download
failure is
seen

ivedusing

Contact your Cisco
technical support
representative and
provide the system report
and crash file.
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CMFP-2-UADP_EVENT 2-Critical | UADP EVENT Unified |osedmsng | Copy the message
(ASIC #[dec] Access exactly as it appears on
[chars]) Datapath the console or in the
ASIC system log.
Event
CMFP-3-CPLD ECSR ERROR 3-Error | Anerror has been |An error | msedessrg | Some of these errors are
detected on the has been catastrophic and others
ECSR bus detected are not. If the FRU did
on the not restart assume
ECSR corrective action was
bus. This taken. Please check the
may cause chassis-manager logs for
problems errors.
when
accessing
the
fowarding
processor
CMFP-3-CPLD_ERP ERROR 3-Error | Anerror has been |An error |isedesrg | Some of these errors are
detected on the ERP | has been catastrophic and others
bus (cause [dec], detected are not. If the FRU did
phase [dec]) on the not restart assume
ERP bus. corrective action was
This may taken. Please check the
cause chassis-manager logs for
problems erTors.
when
accessing
the
fowarding
processor
CMFP-3-DDR_SINGLE BIT ERROR 3-Error |Single-bit DRAM |A sedesing | These errors are
ECC error: mme: single-bit self-correcting. If the
[dec], sbe: [dec], data problem persists, the FP
address: 0x%08X, | corruption hardware may need to be
pid: [dec], name: error has replaced.
[chars] occurred
in the
forwarding
processor
(FP).
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CMFP-3-DPP_MAC_LINK_ERROR

3-Error

DPP Mac Link
failed [chars]

One or
more Mac
links of
DPP
blocks
failed. It
could be
because
ofa
oconfiguration
error or
hardware
failure.

Note the time of the error
message and examine
show hardware platform
cman fp for detailed
Report.

CMFP-3-DPP_SERDES SYNC ERROR

3-Error

UADP fabric
interface
synchronisation
[chars]

One of
more
UADP
fabric
interface
Serdes
failed to
sync, This
could be
due to a
hardware
defect.

No action is required.

CMFP-3-FPGA_IMG_ABSENT

3-Error

FPGA image is
absent please contact
Cisco technical
support
representative.

Due to
corruption
is file
system
FPGA
images
are
deleted.

ivedusing

Contact your Cisco
technical support
representative and
provide the tracelogs.
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CMFP-3-HB_TIMEOUT

3-Error

Periodic Heartbeat
message from RP
timed out.

RP sends
periodic
heartbeat
message
to the
ESP. The
ESP did
not
receive
this
heartbeat
message
for last
timeout
period.

Examine the system logs
for errors.

CMFP-3-HT FATAL ERROR

3-Error

Failed to initialize
the HyperTransport
interface to the QFP

The
HypaTiagat
interface
to the
QFP
failed to
initialize
completely.
Software
will
restart the
ESP to
recover

No action is required.
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CMFP-3-IDPROM_ACCESS 3-Error | Failed access or Access to Examine the system logs
process an IDPROM | an for IDPROM and
because [chars] IDPROM hardware errors. Copy
failed due the error message and
toa related information
hardware exactly as it appears on
or the console or in the
software system log. Research and
defect, or attempt to resolve the
incorrect issue using the tools and
IDPROM utilities provided at
content. http://'www.cisco.com/tac.

With some messages,
these tools and utilities
will supply clarifying
information. Search for
resolved software issues
using the Bug Toolkit at
IgwwarniifipBgdnhbyf
If you still require
assistance, open a case
with the Technical
Assistance Center via the
Internet at
ezt triex pryl
or contact your Cisco
technical support
representative and
provide the
representative with the
gathered nformation.

152




Facility-Severity-M nemonic SahiMeriy | M essage VesgihEn Recommended-Action
CMFP-3-IDPROM_SENSOR 3-Error | One or more sensor | Output Examine the system logs
fields from the from the for IDPROM and
idprom failed to IDPROM hardware errors. If the
parse properly Sensors problem persists, copy
because [chars]. failed to the message exactly as it
parse, appears on the console or
commonly in the system log.
caused by Research and attempt to
a resolve the issue using
checksum the tools and utilities
failure in provided at
the http://'www.cisco.com/tac.
IDPROM. With some messages,

these tools and utilities
will supply clarifying
information. Search for
resolved software issues
using the Bug Toolkit at
IpwwammmighS B gahnh byl
If you still require
assistance, open a case
with the Technical
Assistance Center via the
Internet at
etz triex pyl
or contact your Cisco
technical support
representative and
provide the
representative with the
gathered information.
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CMFP-3-MASTERSHIP_UPDATE

3-Error

An error ([chars])
has occurred while
communicating the
mastership role of
this FP to the CPP.
The FP is currently
[chars]

An error
occurred
while
g
a change
in the
state
(Active,
Active
with a
Standby,
or
Standby)
of the
forwarding
processor
(FP). The
error can
cause an
nconsistency
of
expected
states
between
FPs and
could
affect the
replication
of state
between
the FPs.

Examine the system logs
for errors. This error is
usually temporary.

CMFP-3-MASTERSHIP WATCH

3-Error

Failed to initialize a
watch on the active
rp because [chars]

The fp
process
has failed
to setup a
watch on
the rp
chasfs
active-rp
property.
This error
is likely
caused by
a problem
with
chasfs as
a whole.

Examine the logs to
determine the exact
reason for the failure.
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CMFP-3-N2 DDR_MBE 3-Error | The encryption The msedessngy | Examine the logs for
processor has encryption encryption processor
detected an processor hardware errors.
uncorrectable has
multi-bit error in detected
memory at address |an
[dec] uncorrectable

multi-bit
in
memory.
This
could be
duetoa
hardware
defect.

CMFP-3-N2_FATAL ERROR 3-Error | An error has been | An error | msedessngy | Please check the
detected on has been chassis-manager logs for
encryption detected eITOrS.
processor: type on
[chars] encryption

processor.

CMFP-3-N2_INPUT _EXCEPT 3-Error | Crypto device An sedesmrg | Please lower crypto
overloaded. : type |exception traffic rate. If the error
[chars]: 0x%08X has been still happens, encryption

detected processor may stop
on processing. Need to
encryption reload ESP.
processor.

CMFP-3-OCT_DRV_ERROR 3-Error | Anerror has been |An error |sedessngy | Please check the
detected on has been chassis-manager logs for
encryption detected erTors.
processor: [chars]: |on
[chars] encryption

processor.

CMFP-3-SBUS_FATAL ERROR 3-Error | SBUS Controller not | Spico sedesirg | No action is required.
responding, bringing | SBUS
down [chars] controller

fails to
repsond,
This
could be
dueto a
hardware
defect.
Reset the
CHIP
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CMFP-3-SIF_SERDES_SYNC_ERROR

3-Error

Sif Serdes Sync
Failed for
Supervisor Failure
Bitmap 0x%x

One of
more
Supervisor
ASIC Sif
Serdes
failed to
sync, This
could be
dueto a
hardeware
defect.

Note the time of the error
message and examine the
show hardware platform
cman fp for detailed Sif
Serdes Report.

CMFP-3-SPI4 MUX STATUS

3-Error

SPI4 MUX driver
has detected a
informational error
[chars] (occurred
[dec] time(s))

A SP14
MUX
driver has
failed or
detected a
information
hardware
fault. This
could be
due to a
hardware
defect or
driver
defect.

Examine the logs for
SPI4 MUX and hardware
errors.

CMFP-3-STANDBY_EOBC_LINK_ERROR

3-Error

Standby EOBC link
error detected.

Standby
EOBC
link error:
either link
state is
down, or
duplexity
is not full,
or speed
is not
1Gbps.

ivedusing

Examine the system
hardware. Re-seat and
securely screw in all
FRU:s. If the problem
persists, please contact
TAC support.
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CMFP-6-CRYPTO MODULE 6Information | Crypto Hardware | The log is | msedessmg | No action is required.
Module is [chars] |toindicate
whether
Crypto
Hardware
Module
IPSECHW
is
physically
inserted in
the
chassis.

CMFP-6-DPP_SERDES SYNC 6nformation | UADP fabric The log is | tsedessrg | No action is required.
interface to indicate
synchronisation UADP
[chars] fabric
interface
Serdes
Sync
succeeded
during
intialization
of setup.

CMFP-6-N2_DRV_UPDATE 6Information | Hardware crypto A crypto | msedessng | The only corrective
device disabled. device action is to restart the
[chars]: [chars] driver has ESP

failed or
detected a
hardware
fault. This
could be
dueto a
hardware
defect or
driver
defect.

CMLIB-2-IDPROM_INVALID 2-Critical |Invalid IDPROM IDPROM | msedessrg | IDPROM update is
assembly number | assembly required

0x%04X. IDPROM | number is
update required not
supported.
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CMLIB-3-THROUGHPUT VALUE APPLY FAILED |3-Error | Throughput [chars] |Status iosxe-csl | Examine the ios,
[chars] - failed to | indicating chassis-manager and

persist throughput of
[chars] kbps. Error:
[chars]

that a
failure
was
observed
during the
writing of
the
throughput
to
persistent
store. The
error
reason
may shed
light on
the cause.
The
throughput
value may
have be
used to
configure
the CPP
hardware.

license-manager logs for
possible clues.

CMLIB-3-THROUGHPUT VALUE SETUP FAILED

3-Error

Throughput [chars]
[chars], throughput
set to [chars] kbps.
Error: [chars]

Status
indicating
that a
failure
was
observed
during the
setup of
the
throughput.
The error
reason
may shed
light on
the cause.
The set
value is
used to
configure
the CPP
hardware.

10sxe-csl

Examine the ios,
chassis-manager and
license-manager logs for
possible clues.
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CMLIB-4-FW_CHECK 4-Warning | slot [chars]: [chars] |Firmware | tsedessny | Upgrade firmware
current firmware version in version to latest.
version is [chars], |the
while the minimum | specified
required version is | location is
[chars]. Please lower
upgrade it to than
minimum required | minimum
version or higher. | required

version

CMLIB-6-THROUGHPUT VALUE 6Information | Throughput [chars] | Status iosxe-csl | No user action is
[chars], throughput |indicating necessary. This is an
set to [chars] kbps | whether informational message

appropriate indicating that the
throughput throughput is configured.
is found

or enabled

and

ensuring

the value

is used to

configure

the CPP

hardware.

CMRP-0-CHASFS LOCATION TRANSLATE | OEmegency | Failed to translate a | The msedesmTg | In most cases, the
location to a chasfs |chassis problem can be corrected
object name because | manager by reloading the
[chars] failed to impacted hardware using

translate a the hw-module [slot |
location subslot] slot-number
toa reload command. If the
chasfs reload fails to correct the
object problem, collect the
name. output of the error

message, the logs, and
the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
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CMRP-0-CHASFS OBJECT CREATE Failed to create The sedesirg | In most cases, the
chassis filesystem | hardware problem can be corrected
object [chars] failed to by reloading the
because [chars] create a impacted hardware using
chassis the hw-module [slot |
filesystem subslot] slot-number
object. reload command. If the
reload fails to correct the
problem, collect the
output of the error
message, the logs, and
the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
CMRP-0-CHASFS OBJECT NOT PRESENT Expected chassis A chassis | sedessrg | In most cases, the
filesystem object filesystem problem can be corrected
[chars] not present. |object by reloading the
expected impacted hardware using
to be the hw-module [slot |
present is subslot] slot-number
not. This reload command. If the
could be reload fails to correct the
due to a problem, collect the
software output of the error
defect or message, the logs, and
filesystem the output of show
failure. tech-support and provide
the gathered information
to a Cisco technical
support representative.
CMRP-0-CHASFS_OBJECT WATCH Failed to watch A chassis | tsedessng | [n most cases, the
chassis filesystem | filesystem problem can be corrected
object [chars] object by reloading the
because [chars] was not impacted hardware using
watched the hw-module [slot |
because subslot] slot-number
of the reload command. If the
reason reload fails to correct the
stated in problem, collect the
the error output of the error
message. message, the logs, and

the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
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CMRP-0-CHASFS PROPERTY_ CREATE Failed to create A chassis | tsedessng | In most cases, the
chassis filesystem | filesystem problem can be corrected
object [chars] property by reloading the
property [chars] was not impacted hardware using
because [chars] properly the hw-module [slot |
created. subslot] slot-number
reload command. If the
reload fails to correct the
problem, collect the
output of the error
message, the logs, and
the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
CMRP-0-CHASFS PROPERTY GET Failed to read A chassis | sedessrg | In most cases, the
chassis filesystem | filesystem problem can be corrected
object [chars] property by reloading the
property [chars] was not impacted hardware using
because [chars] properly the hw-module [slot |
read by subslot] slot-number
the reload command. If the
system. reload fails to correct the
problem, collect the
output of the error
message, the logs, and
the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
CMRP-0-CHASFS PROPERTY NOT PRESENT Expected chassis A chassis | tsedessng | [n most cases, the
filesystem object filesystem problem can be corrected
[chars] property object by reloading the
[chars] not present. |property impacted hardware using
expected the hw-module [slot |
to be subslot] slot-number
present is reload command. If the
not. This reload fails to correct the
could be problem, collect the
duetoa output of the error
software message, the logs, and
defect or the output of show
filesystem tech-support and provide
failure. the gathered information

to a Cisco technical
support representative.
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CMRP-0-CHASFS PROPERTY_SET Failed to write A chassis In most cases, the
chassis filesystem | filesystem problem can be corrected
object [chars] property by reloading the
property [chars] failed to impacted hardware using
because [chars] write. the hw-module [slot |

subslot] slot-number
reload command. If the
reload fails to correct the
problem, collect the
output of the error
message, the logs, and
the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.

CMRP-0-CHASSIS ID Error while updating | The Note the time of the error
chassis id, Error: chassis Id message and examine the
[chars] is invalid. logs for IDPROM and

This hardware errors. If the
could be logs provide information
ductoa about a correctable
hardware problem, correct the
defect, problem. If the problem
software is not correctable or the
defect or logs are not helpful,
incorrect collect the output of the
IDPROM error message, the logs,
content. and the output of show

tech-support and provide
the gathered information
to a Cisco technical
support representative.
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CMRP-0-CHASSIS _STATUS

Failed to get chassis
hardware status
because [chars]

The
system
failed to
get the
chassis
hardware
status.

Note the time of the error
message and examine the
logs for CPLD driver or
hardware errors. If the
logs provide information
about a correctable
problem, correct the
problem. If the problem
is not correctable or the
logs are not helpful,
collect the output of the
error message, the logs,
and the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.

CMRP-0-CHASSIS TYPE

The chassis type
[chars] is invalid.

The
chassis
type is
invalid.
This
could be
due to a
hardware
defect,
software
defect or
incorrect
IDPROM
content.

Note the time of the error
message and examine the
logs for IDPROM and
hardware errors. If the
logs provide information
about a correctable
problem, correct the
problem. If the problem
is not correctable or the
logs are not helpful,
collect the output of the
error message, the logs,
and the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
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CMRP-0-CLOCK_MASTERSHIP_SET Failed to set The router | tsedessng | In most cases, the
CLOCK mastership | failed to problem can be corrected
because [chars] establish by reloading the
CLOCK impacted hardware using
mastership. the hw-module [slot |
subslot] slot-number
reload command. If the
reload fails to correct the
problem, collect the
output of the error
message, the logs, and
the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
CMRP-0-CPLD_INITIALIZATION The RP CPLD has |The RP | msedessrg | Examine the hardware
failed initialization | CPLD has and CPLD driver logs
because [chars] failed to and see if the logs
initialize. provide information
This about a correctable
could be problem. If the problem
due to a is not correctable or the
hardware logs are not helpful,
or collect the output of the
software error message, the logs,
driver and the output of show
defect. tech-support and provide
the gathered information
to a Cisco technical
support representative.
CMRP-0-CPLD_IOCTL A CPLD driver /O |A CPLD | msedessng | Examine the hardware
control has failed | driver /O and CPLD driver logs
because [chars] control and see if the logs
has failed. provide information
This about a correctable
could be problem. If the problem
duetoa is not correctable or the
hardware logs are not helpful,
or collect the output of the
software error message, the logs,
driver and the output of show
defect. tech-support and provide

the gathered information
to a Cisco technical
support representative.

164




Facility-Severity-M nemonic M essage VesgihEn Recommended-Action
CMRP-0-DDR_INITIALIZATION The RP DDR has | The RP Note the time of the error
failed initialization | DDR has message and examine the
because [chars] failed to logs for DDR or
initialize. hardware errors. If the
This logs provide information
could be about a correctable
dueto a problem, correct the
hardware problem. If the problem
or is not correctable or the
software logs are not helpful,
driver collect the output of the
defect. error message, the logs,
and the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
CMRP-0-EHSA INITIALIZATION EHSA initialization | EHSA has | Note the time of the error
has failed because | failed message and examine the
[chars] initialization. logs for EHSA and
This hardware errors. If the
could be logs provide information
ductoa about a correctable
hardware problem, correct the
or problem. If the problem
software is not correctable or the
defect. logs are not helpful,

collect the output of the
error message, the logs,
and the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
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CMRP-0-EHSA STATE GET Failed to get EHSA | Failed to Note the time of the error
state because [chars] | get EHSA message and examine the
state. This logs for EHSA and
could be hardware errors. If the
duetoa logs provide information
hardware about a correctable
or problem, correct the
software problem. If the problem
defect. is not correctable or the
logs are not helpful,
collect the output of the
error message, the logs,
and the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
CMRP-0-EHSA STATE SET Failed to set EHSA | Failed to Note the time of the error
state because [chars] | set EHSA message and examine the
state. This logs for EHSA and
could be hardware errors. If the
due to a logs provide information
hardware about a correctable
or problem, correct the
software problem. If the problem
defect. is not correctable or the

logs are not helpful,
collect the output of the
error message, the logs,
and the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
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CMRP-0-EVENT LIBRARY An event facility An event In most cases, the
initialization or facility problem can be corrected
maintenance initialization by reloading the
function failed or impacted hardware using
because [chars] maintenance the hw-module [slot |

function subslot] slot-number
failed. reload command. If the
This reload fails to correct the
could be problem, collect the
dueto a output of the error
software message, the logs, and
defect or the output of show
system tech-support and provide
resource the gathered information
exhaustion. to a Cisco technical
support representative.

CMRP-0-FP_ MASTERSHIP SET Failed to set FP The router | 1 In most cases, the
mastership because | failed to problem can be corrected
[chars] establish by reloading the

ESP impacted hardware using
mastership. the hw-module [slot |

subslot] slot-number
reload command. If the
reload fails to correct the
problem, collect the
output of the error
message, the logs, and
the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
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CMRP-0-HT INITIALIZATION The RP The RP Note the time of the error
HyperTransport has | HypaTiaspat message and examine the
failed initialization |has failed logs for HT driver and
because [chars] initialization. hardware errors. If the
This logs provide information
could be about a correctable
due to a problem, correct the
hardware problem. If the problem
defect or is not correctable or the
HT driver logs are not helpful,
defect. collect the output of the
error message, the logs,
and the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
CMRP-0-HT IOCTL A RP A RP Note the time of the error
HyperTransport Hypehiagat message and examine the
driver I/O control | driver I/O logs for HT driver and
has failed because | has failed. hardware errors. If the
[chars] This logs provide information
could be about a correctable
due to a problem, correct the
hardware problem. If the problem
defect or is not correctable or the
HT driver logs are not helpful,
defect. collect the output of the

error message, the logs,
and the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
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CMRP-0-12C_INITIALIZATION The RP I12C has The RP | tsedessng | Note the time of the error
failed initialization |I2C has message and examine the
because [chars] failed to logs for I12C errors. If the
initialize. logs provide information
These about a correctable
components problem, correct the
provide problem. If the problem
low-level is not correctable or the
LGS logs are not helpful,
between collect the output of the
the RP error message, the logs,
and the and the output of show
other tech-support and provide
cards in the gathered information
the to a Cisco technical
system. support representative.
CMRP-0-INTERNALS INITIALIZATION Failed to initialize |The rredesiTg | [n most cases, the
internal state system problem can be corrected
because [chars] failed to by reloading the
initilize impacted hardware using
the the hw-module [slot |
internal subslot] slot-number
state for reload command. If the
the reason reload fails to correct the
mentioned problem, collect the
in the output of the error
error message, the logs, and
message. the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
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CMRP-0-INTERNAL HW_SHUTDOWN

Internal
unrecoverable error
condition was
detected. System is
being reset.

Internal
uniecoverable
error
condition
was
detected,
and so the
system
was reset.
If this
error
condition
reoccurs,
the
hardware
may need
to be
replaced.

LOG STD RECUR ACTION

CMRP-0-INVALID ARGUMENT

A system function
was given an invalid
argument.

A system
function
was given
an invalid
argument.
This is
due to a
software
defect.

In most cases, the
problem can be corrected
by reloading the
impacted hardware using
the hw-module [slot |
subslot] slot-number
reload command. If the
reload fails to correct the
problem, collect the
output of the error
message, the logs, and
the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
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CMRP-0-IPC_CONNECTION INVALID An IPC connection |AnIPC | sedessrg | In most cases, the
has invalid state. connection problem can be corrected
has an by reloading the
invalid impacted hardware using
state. This the hw-module [slot |
could be subslot] slot-number
due to a reload command. If the
software reload fails to correct the
defect or problem, collect the
system output of the error
resource message, the logs, and
exhaustion. the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
CMRP-0-IPC_CONNECT MASTER IPC connectionto |IPC rredesiTg | [n most cases, the
the active RP failed | connection problem can be corrected
because [chars] to the by reloading the
active RP impacted hardware using
failed. the hw-module [slot |
This subslot] slot-number
could be reload command. If the
due to a reload fails to correct the
software problem, collect the
defect or output of the error
system message, the logs, and
resource the output of show
exhaustion. tech-support and provide
the gathered information
to a Cisco technical
support representative.
CMRP-0-IPC_CONNECT _REMOTE IOS IPC connection to a | IPC msedesmTg | In most cases, the
remote 10Sd failed | connection problem can be corrected
because [chars] toa by reloading the
remote impacted hardware using
10Sd the hw-module [slot |
failed. subslot] slot-number
This reload command. If the
could be reload fails to correct the
duetoa problem, collect the
software output of the error
defect or message, the logs, and
system the output of show
resource tech-support and provide
exhaustion. the gathered information

to a Cisco technical
support representative.
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CMRP-0-IPC_INITIALIZATION IPC initialization | IPC sedesirg | In most cases, the
failed because initialization problem can be corrected
[chars] failed. by reloading the
This impacted hardware using
could be the hw-module [slot |
duetoa subslot] slot-number
software reload command. If the
defect or reload fails to correct the
system problem, collect the
resource output of the error
exhaustion. message, the logs, and
the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
CMRP-0-MESSAGE REGISTER Failed to register The active | tsedessng | In most cases, the
with active RP RP failed problem can be corrected
because [chars] to by reloading the
register. impacted hardware using
the hw-module [slot |
subslot] slot-number
reload command. If the
reload fails to correct the
problem, collect the
output of the error
message, the logs, and
the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
CMRP-0-MESSAGE RELAY Failed to relay a Failed to | tsedesany | In most cases, the
message because relay a problem can be corrected
[chars] message. by reloading the
This impacted hardware using
could be the hw-module [slot |
due to a subslot] slot-number
software reload command. If the
defect or reload fails to correct the
system problem, collect the
resource output of the error
exhaustion. message, the logs, and

the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
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CMRP-0-MESSAGE RESPONSE An invalid message | An osedessmg | In most cases, the
response was invalid problem can be corrected
received because message by reloading the
[chars] response impacted hardware using
was the hw-module [slot |
received. subslot] slot-number
This reload command. If the
could be reload fails to correct the
dueto a problem, collect the
software output of the error
defect or message, the logs, and
system the output of show
resource tech-support and provide
exhaustion. the gathered information
to a Cisco technical
support representative.
CMRP-0-MQIPC_ADVANCE Failed to advance | The eedesing | In most cases, the
MQIPC queue MQIPC problem can be corrected
because [chars] initialization by reloading the
failed. impacted hardware using
the hw-module [slot |
subslot] slot-number
reload command. If the
reload fails to correct the
problem, collect the
output of the error
message, the logs, and
the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
CMRP-0-MQIPC_INITTALIZATION MQIPC MQIPC | msedessny | In most cases, the
initialization failed | initialization problem can be corrected
because [chars] failed. by reloading the
This impacted hardware using
could be the hw-module [slot |
due to a subslot] slot-number
software reload command. If the
defect or reload fails to correct the
system problem, collect the
resource output of the error
exhaustion. message, the logs, and

the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
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CMRP-0-PEER_TABLE A peer table A peer In most cases, the
initialization or table problem can be corrected
maintenance initialization by reloading the
function failed or impacted hardware using
because [chars] maintenance the hw-module [slot |
function subslot] slot-number
failed. reload command. If the
This reload fails to correct the
could be problem, collect the
dueto a output of the error
software message, the logs, and
defect or the output of show
system tech-support and provide
resource the gathered information
exhaustion. to a Cisco technical
support representative.
CMRP-0-PLATFORM_FAMILY TYPE The platform family | The Note the time of the error
type [chars] is platform message and examine the
invalid. family logs for IDPROM and
type is hardware errors. If the
invalid. logs provide information
This about a correctable
could be problem, correct the
due to a problem. If the problem
hardware is not correctable or the
defect, logs are not helpful,
software collect the output of the
defect or error message, the logs,
incorrect and the output of show
IDPROM tech-support and provide
content. the gathered information

to a Cisco technical
support representative.
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CMRP-0-PWR_FAULT INITIALIZATION Power fault monitor | The sedesirg | Note the time of the error
initialization has power message and examine the
failed because fault Chassis Manager logs. If
[chars] monitor the logs provide
has failed information about a
to correctable problem,
initialize. correct the problem. If
the problem is not
correctable or the logs
are not helpful, collect
the output of the error
message, the logs, and
the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
CMRP-0-RESOLVE FRU Failed to determine | The router | rsedessng | In most cases, the
[chars] card because | failed to problem can be corrected
[chars] determine by reloading the
a FRU impacted hardware using
state. the hw-module [slot |
subslot] slot-number
reload command. If the
reload fails to correct the
problem, collect the
output of the error
message, the logs, and
the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
CMRP-0-RESOURSE Resource allocation | The sedesmTg | In most cases, this
failed in [chars] system is message is seen as a
because [chars] unable to result of a temporary
allocate resource issue. Retry the
the request for the resource
requested when the system is
resource. experiencing lower

traffic volumes. If the
message persists, reload
the router using the
reload command.
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CMRP-0-ROLE_ADDRESS UPDATE

Failed to update

The

In most cases, the

role-based EOBCIP | system problem can be corrected
addresses because | failed to by reloading the
[chars]. update a impacted hardware using
role-based the hw-module [slot |
EOBC IP subslot] slot-number
address reload command. If the
for the reload fails to correct the
reason problem, collect the
stated in output of the error
the message, the logs, and
message the output of show
line. tech-support and provide
the gathered information
to a Cisco technical
support representative.
CMRP-0-SERDES INITIALIZATION The RP Serial The RP Note the time of the error
Bridge ASIC has Serial message and examine the
failed initialization |Bridge logs for Serial Bridge
because [chars] ASIC has ASIC and hardware
failed to errors. If the logs provide
initialize. information about a
This correctable problem,
could be correct the problem. If
due to a the problem is not
hardware correctable or the logs
defect, are not helpful, collect
software the output of the error
driver message, the logs, and
defect or the output of show
improper tech-support and provide
internal the gathered information
configuration to a Cisco technical

support representative.
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CMRP-0-SERDES INTERRUPT_ DISPATCH Serial Bridge Failed to Note the time of the error
interrupt dispatch | dispatch message and examine the
error: [chars] an error logs for Serial Bridge
interrupt errors. If the logs provide
from the information about a
Serial correctable problem,
Bridge. correct the problem. If
This the problem is not
could be correctable or the logs
duetoa are not helpful, collect
software the output of the error
defect or message, the logs, and
inconsistent the output of show
internal tech-support and provide
state. the gathered information
to a Cisco technical
support representative.
CMRP-0-SERDES IOCTL A Serial Bridge A Serial Note the time of the error
driver I/O control | Bridge message and examine the
has failed because | driver /O logs for Serial Bridge
[chars] control driver or hardware
has failed. errors. If the logs provide
This information about a
could be correctable problem,
due to a correct the problem. If
hardware the problem is not
or correctable or the logs
software are not helpful, collect
driver the output of the error
defect. message, the logs, and

the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
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CMRP-0-SERVICES INITIALIZATION Failed to initialize |The In most cases, the
general application |system problem can be corrected
services because failed to by reloading the
[chars] initialize impacted hardware using

application the hw-module [slot |

services. subslot] slot-number
reload command. If the
reload fails to correct the
problem, collect the
output of the error
message, the logs, and
the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.

CMRP-0-SIGNAL INITIALIZATION Failed to initialize |The In most cases, the
signals because system problem can be corrected
[chars] failed to by reloading the

initialize impacted hardware using
signals. the hw-module [slot |

subslot] slot-number
reload command. If the
reload fails to correct the
problem, collect the
output of the error
message, the logs, and
the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
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CMRP-0-SLOTS_INITIALIZATION Failed to initialize |The Note the time of the error
chassis slot system message and examine the
information because | failed to logs for IDPROM or
[chars] initialize software errors. If the
the logs provide information
chassis about a correctable
slot problem, correct the
information. problem. If the problem
is not correctable or the
logs are not helpful,
collect the output of the
error message, the logs,
and the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
CMRP-0-SLOT_INVALID A card absolute slot | An Note the time of the error
number cannot be | absolute message and examine the
determined for this |slot logs for IDPROM or
chassis type number is software errors. If the
invalid. logs provide information
This about a correctable
could be problem, correct the
due to a problem. If the problem
software is not correctable or the
defect or logs are not helpful,
incorrect collect the output of the
IDPROM error message, the logs,
content. and the output of show

tech-support and provide
the gathered information
to a Cisco technical
support representative.
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CMRP-0-SYSPAGE WRITE ERROR The syspage The Note the time of the error
chassis-type write | syapge message and examine the
has failed because | chassis-type Chassis Manager logs. If
[chars] write the logs provide
failed. information about a
This correctable problem,
could be correct the problem. If
dueto a the problem is not
software correctable or the logs
defect. are not helpful, collect

the output of the error
message, the logs, and
the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.

CMRP-0-UIPEER CREATE

Failed to create user
interface peer.

The
system
failed to
create a
user
interface
peer.

In most cases, the
problem can be corrected
by reloading the
impacted hardware using
the hw-module [slot |
subslot] slot-number
reload command. If the
reload fails to correct the
problem, collect the
output of the error
message, the logs, and
the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
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CMRP-0-WANPLL_INITIALIZATION The RP WAN PLL | The RP Note the time of the error
has failed WAN message and examine the
initialization PLL has logs for WAN PLL or
because [chars] failed to hardware errors. If the
initialize. logs provide information
This about a correctable
could be problem, correct the
duetoa problem. If the problem
hardware is not correctable or the
or logs are not helpful,
software collect the output of the
driver error message, the logs,
defect. and the output of show

tech-support and provide
the gathered information
to a Cisco technical
support representative.
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CMRP-2-ACT2_UDI_DATA_INVALID

2-Critical

The act2 udi secure
area format
mismatch with
unsecure area

Replace the current
product with a Cisco
authorised product. If
this message recurs,
contact your Cisco
technical support
representative and
provide the
representative with the
gathered information.

182




Facility-Severity-M nemonic

M essage

MesgiSinin

Recommended-Action

This
Router
may not
have been
manufactured
by Cisco
or with
Cisco's
authorization.
This
product
may
contain
software
that was
copied in
violation
of Cisco's
license
terms. If
your use
of this
product is
the cause
ofa
support
issue,
Cisco
may deny
operation
of the
product,
support
under
your
warranty
or under a
Cisco
technical
support
program
such as
Smartnet.
Please
contact
Cisco's
Technical
Assistance
Center for
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more
information.

CMRP-2-BAD ID HW 2-Critical | Failed Identification | Hardware Replace the hardware
Test in [chars]. The |in the with a genuine Cisco
module [chars] may | specified product. If this message
not be a genuine location recurs, contact your
Cisco product. Cisco | could not Cisco technical support
warranties and be representative and
support programs | identified provide the
only apply to asa representative with the
genuine Cisco genuine gathered information.
products. If Cisco | Cisco

determines that your
insertion of
non-Cisco memory,
WIC cards, AIM
cards, Network
Modules, SPA cards,
GBIC:s or other
modules into a Cisco
product is the cause
of a support issue,
Cisco may deny
support under your
warranty or under a
Cisco support
program.

product

CMRP-2-CRYPTOGRAPHIC HW MISMATCH

2-Critical

ESP[dec] does not
support strong
cryptography.
Chassis will reload.

10S
software
featuring
strong
ayplogaphy
is invalid
for use
with any
roEyEgly
Embedded
Service
Processor.
The router
node will
reload if
this
combination
is

encountered.

Install a
non-strong-cryptography
image of the RP 10S
package or replace the
indicated Embedded
Service Processor with
one that supports
strong-cryptography
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CMRP-2-FRU CPLD INCOMPATIBLE 2-Critical | [chars] in slot This FRU | ssedessrg | Upgrade the CPLD
[chars] has been requires a firmware on this FRU
held in reset as its | newer using the &lt;b&gt;
CPLD firmware CPLD upgrade
version is firmware hw-programmable CPLD
incompatible with | to file &lt;pkg_file&gt; slot
[chars] function &lt;fru_slot&egt;
properly &lt;/b&gt; command.
in this Please see
chassis hpAswascocomnUS(ocstoukss
fasr1000cpldhw 1 upgradehiml
for more details.
CMRP-2-FRU_FPGA INCOMPATIBLE 2-Critical | [chars] in slot This FRU | ssedessrg | Upgrade the FPGA
[chars] has been requires a firmware on this FRU
held in reset as its | newer using the &lt;b&gt;
FPGA firmware FPGA upgrade
version is firmware hw-programmable FPGA
incompatible with | to file &lt;pkg_file&gt; slot
[chars] function &lt;fru_slot&gt;
properly &lt;/b&gt; command.
in this
chassis
CMRP-2-FRU HWPRG UPG FAILED 2-Critical | Failed to [chars] Upgrade | sedessng | Reload the card and retry
[chars] hardware hwpoganite to program the
programmable on | failed to hw-programmable. If the
[chars] in [chars]. |upgrade card fails to come up
the please contact TAC
CPLDFPGA
firmware
on the
given
FRU
CMRP-2-FRU HWPRG UPG PSOC PREPARE | 2-Critical | Hardware The reedesirg | No action is required.
programmable hvpoganite This is informational
PSOCs on [chars] in | PSOCs message
slot [chars] were set | were set
in the golden mode. |in the
Please power-cycle |golden
or OIR the card to | mode for
finish the upgrading | FPD
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CMRP-2-FRU HWPRG_UPG PSOC START |2-Critical | Hardware The sedesirg | No action is required.
programmable hwpoganete This is informational
PSOCs on [chars] in | PSOC is message
slot [chars] are upgrading
upgrading, please
don't reload or
power-cycle this
card. It will take
about 10 mins to
finish.
CMRP-2-FRU HWPRG UPG PSOC SUCCESS | 2-Critical | Hardware The eedesing | No action is required.
programmable hvpoganite This is informational
PSOCs on [chars] in | PSOC message
slot [chars] were was
successfully upgraded
programmed. Please | succesfully
power-cycle or OIR
the card to make
them work
CMRP-2-QUAD SUP DISABLE SUPERVISOR | 2-Critical | Exceeded the ICS is msedesmTg | Boot the supervisor in
maximum failure booted quad sup compatible
attempts to enable | with quad image
Quad-Sup SVL. sup
Forcing the incompatible
supervisor in Switch | image

[dec] slot [dec] into
reset state. Keeping
the supervisor in this
state may cause
system instability.
Please pull out the
supervisor and
follow the quad sup
migration procedure.

186




Facility-Severity-M nemonic SahiMeriy | M essage VesgihEn Recommended-Action

QVRP2QUAD SUP NCOMPATHLE SUPERVISOR PAWR OFF | 2-Critical | Exceeded the ICS is Boot the supervisor in
maximum failure | booted quad sup compatible
attempts to enable | with quad image
Quad-Sup SVL. sup
Forcing the incompatible
supervisor in Switch | image
[dec] slot [dec] into
power off state.

Keeping the
supervisor in this
state may cause
system instability.
Please pull out the
supervisor, use
'hw-module switch
&lt;switch-numé&gt;
subslot &lt;slot&gt;
oir power-cycle' to
power it on back and
follow the quad sup
migration procedure.

CMRP-2-QUAD_SUP_SW_MISMATCH 2-Critical | Supervisor in Switch | ICS is Boot the supervisor in
[dec] Slot [dec] is | booted quad sup compatible
booted with a with quad image
quad-sup sup
incompatible image. | incompatible
Continuing in this | image

state could lead to
undesirable
behaviour. To
recover from this
state, boot the
supervisor in
Quad-SUP
compatible image by
following the
migration
Procedure.(Attempt
: [dec] of 5)
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QVIRP2QUAD SUP UPLINK SVL SUPFRVISOR PWR OFF | 2-Critical | Supervisor in Switch | ICS is meedmsng | Boot the supervisor with
[dec] Slot [dec] is | booted stackwise-virtual
booted when with quad configured over linecard
stackwise-virtual sup with ports
configured over sackwsovitel
supervisor ports over
which is supervisor
unsupported. ports
Keeping the
supervisor in this
state may cause
system instability.

Forcing the
supervisor into
power off state.
Please pull out the
supervisor, use
'hw-module switch
&lt;switch-num&gt;
subslot &lt;slot&gt;
oir power-cycle' to
power it on back and
follow the quad sup
migration procedure.

CMRP-2-RP_CPLD INCOMPATIBLE 2-Critical | All other cards in the | Active RP | msedesang | Upgrade the CPLD
system have been | requires a firmware on this FRU
held in reset as the |newer using the &lt;b&gt;
Active RP [chars] in | CPLD upgrade
slot [chars] has firmware hw-programmable CPLD
CPLD firmware to file &lt;pkg file&gt; slot
version that is function &lt;fru_slot&gt;
incompatible with | properly &lt;/b&gt; command.
[chars] in this Please see

chassis HpAmwwescocomnUS(ocstoukess
/asr1000cpldhw 1p upgradehiml
for more details.

CMRP-2-RP_CPLD INCOMPATIBLE OTHER | 2-Critical | [chars] in slot Active RP | tsedessng | Upgrade the CPLD
[chars] has been requires a firmware on this FRU
held in reset because | newer using the &lt;b&gt;
[chars] CPLD upgrade

firmware hw-programmable CPLD

to file &lt;pkg_file&gt; slot

function &lt;fru_slot&gt;

properly &lt;/b&gt; command.

in this Please see

chassis. HpAswwascocomnUS(ostoukas
/asr1000cpldhw 1 upgradehiml

for more details.
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CMRP-3-BITS INITIALIZATION 3-Error | The RPBITS E1/T1|The RP Note the time of the error
interface has failed | BITS message and examine the
initialization El/T1 logs for BITS driver or
because [chars] interface hardware errors. If the
has failed logs provide information
to about a correctable
initialize. problem, correct the
This problem. If the problem
could be is not correctable or the
duetoa logs are not helpful,
hardware collect the output of the
defect, a error message, the logs,
software and the output of show
driver tech-support and provide
defect or the gathered information
improper to a Cisco technical
configuration. support representative
CMRP-3-CHASFS OBJECT DESTROY 3-Error | Failed to destroy A chassis In most cases, the
chassis filesystem | filesystem problem can be corrected
object [chars] object that by reloading the
because [chars] should impacted hardware using
have been the hw-module [slot |
destroyed subslot] slot-number
was not reload command. If the
destroyed. reload fails to correct the

problem, collect the
output of the error
message, the logs, and
the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.

189



Facility-Severity-M nemonic SahMeriy | M essage Mesgixgian | Campanatt | Recommended-Action
CMRP-3-CHASFS PROPERTY DESTROY |3-Error |Failed to destroy A chassis | tsedessng | In most cases, the
chassis filesystem | filesystem problem can be corrected
proprty property by reloading the
[chars]/[chars] that impacted hardware using
because [chars] should the hw-module [slot |
have been subslot] slot-number
destroyed reload command. If the
was not reload fails to correct the
destroyed. problem, collect the
output of the error
message, the logs, and
the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
CMRP-3-CHASSIS FRU FAULT IGNORED |3-Error | Q(VANINRERURLITS | Debug eedessng | No action is necessary.
is set. [chars]: variable
[chars] will
prevent a
FRU from
being
restarted
due to
some
faults.
CMRP-3-CHASSIS FRU FAULT IGNORED ISSET | 3-Error | Q(VANINRERURALTTS | Debug msedesmny | No action is necessary.
is set. Some FRU | variable
faults will be will
ignored and FRU | prevent a
may not restart due | FRU from
to a fault being
restarted
due to
some
faults.
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QVRP3CHASSS MONITOR FRU BOOT REIRES EXCHDHD

3-Error

[chars] has been
held in reset because
it has failed to
successfully boot in
[dec] tries

The FRU
has failed
to
successfully
boot in
the
maximum
allowable
attempts
and is
held in
reset.

Remove the FRU from
the chassis if the FRU
continously fails to boot.

CMRP-3-CHASSIS MONITOR FRU BOOT STATUS

3-Error

Reloading [chars]
because the FRU
boot status is
unknown

The time
at which
the FRU
started
booing is
not
available.
This time
is used to
check the
boot
status of
the FRU.

Remove the FRU from
the chassis if the FRU is
continously reloaded.

QVIRP3(HASSIS MONITOR ONLINE TIVE EXCEEDED

3-Error

Reloading [chars]
because it has failed
to come online

A FRU
has failed
to come
online
within the
maximum
boot time.

ivedusing

Remove the FRU from
the chassis if the FRU is
continously reloaded.
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QMVRP3CHASSIS MONITOR ONLINE TIVE IGNORED

3-Error

[chars] exceeded
online time but will
not be reset because
fault ignore is
configured

The FRU
failed to
come
online
within the
maximum
online
time. This
message
applies to
all FRUs.
A reload
will not
be
performed
because
fault
ignore is
configured.

No action is necessary.

QVIRP3CHASSSS MONITOR READY TIME EXCEEDED

3-Error

Reloading [chars]
because it has failed
to become ready for
packet processing

The FRU
failed to
become
ready
within the
maximum
ready
time. This
message
applies to
FP FRUs.
A
switchover
will be
performed
if another
FPis
available.

Remove the FRU from
the chassis if the FRU is
continously reloaded.
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CMRP3.CHASSIS MONITOR READY TIVE IGNORED

3-Error

[chars] exceeded
ready time but will
not be reset because
fault ignore is
configured

The FRU
failed to
become
ready
within the
maximum
ready
time. This
message
applies to
FP FRUs.
A
switchover
and/or
reload
will not
be
performed
because
fault
ignore is
configured.

No action is necessary.

CMRP-3-DDR_SINGLE BIT ERROR

3-Error

Single-bit DRAM
ECC error: mme:
[dec], sbe: [dec],
address: 0x%08X,
pid: [dec], name:
[chars]

The RP
DRAM
has
single-bit
ECC
errors.

In most cases, the system
self-corrects these
single-bit ECC errors
and no user action is
necessary. If the problem
persists, gather the
console output with the
error message along with
the show tech-support
command output and
provide the gathered
information to a Cisco
technical support
representative.
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CMRP-3-DUAL _I0OS STANDBY_ BAY 3-Error | Standby bay cannot | During Examine the logs for
be launched due to | standby standby bay's
failure in bringing |bay Forwarding-manager
down existing shutdown, (fman),
processes (Attempts: | some Interface-manager
[dec)) related (iman),
processes Pluggable-Service-Daemon
still (psd) and IOS. Ascertain
remain which of these processes
running is taking too long to
for an shutdown and note the
unexpectedly reason. Take corrective
prolonged action based on the error
period of noted in the log
time.
Cressireregy
has
timed-out
waiting
for all
related
processes
to
shutdown.
Asa
result, it is
unable to
notify
Poesiaegy
to restart
the bay
CMRP-3-EXT ALARM INTERRUPT 3-Error | Alarm There is If alarm is asserted, then
[chars]:external an clear at the source.
alarm contact [dec] |external
alarm on
the line.
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CMRP-3-FAN FAILURE SYS SHUTDOWN |3-Error | WARNING: More |More than |1 LOG STD RECUR ACTION
than one Fan Failure | one fan
detected and failures
shutdown SY'S state. | are
System shutdown | identified
now TRUE:%x. this

causing
overheating
the
system
and will
be shut
down in
order to
protect
the
components.

CMRP-3-FAN_INCOMPATIBLE 3-Error | The combination of | The This error indicates that
Power Supply and | combination the combination of one
Fan Tray is of Fan of the power supplies in
incompatible tray and PO or P1 is not supported

one of the with the Fan Tray. In
power order to fix this issue,
supply please review the

slots is installation guide,

not replace the fan tray or
supported. the power supply based
This on the requirement. If the
could problem is not

cause correctable or the logs
unpredictable are not helpful, collect
system the output of the error
behavior. message, the logs, and

the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
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CMRP-3-FAN_INITIALIZATION 3-Error | The RP has failed to | The RP Note the time of the error
initialize Fan [dec] |failed to message and examine the
module controller | initialize logs. If the logs provide
because [chars] the Fan. information about a
This correctable problem,
could be correct the problem. If
due to a the problem is not
software correctable or the logs
defect. are not helpful, collect
the output of the error
message, the logs, and
the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
CMRP-3-FAN REMOVE IM_SHUT 3-Error | The Interface Fan tray Reinsert a fan tray into
Modules (IM's) may | has been the fan tray slot as soon
shutdown in [dec] |removed as possible.
minutes [dec] and the
seconds. router will
shutdown
to protect
itself from
overheating
in the
amount of
time
stated in
the error
message.
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CMRP-3-FAN REMOVE RSP2 SHUT 3-Error | The system will shut | Fan tray Reinsert a fan tray into
down when CYLON | has been the fan tray slot as soon
temp reaches 105C |removed as possible.

and the
router will
shutdown
when
cylon
temperature
reaches
critical
temperature
i.e. 105C
to protect
itself from
overheating
in the
amount of
time
stated in
the error
message.

CMRP-3-FAN_REMOVE RSP3 SHUT 3-Error | System received fan | Fan tray Reinsert a fan tray into
tray removal has been the fan tray slot as soon
notification, Reinsert | removed as possible.
or service the faulty | and the
fan tray to avoid router will
system shutdown | shutdown
due to high when the
temperature. System | ARAD
will shutdown when | temp
the ARAD temp reaches
reaches Critical Critical
temperature i.e temperature
105C. Based on i.e 105C
current ARAD to protect
temperature [dec]C |itself from
approximate time of | overheating.

shutdown is [dec]
minutes [dec]
seconds.
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CMRP-3-FAN_REMOVE _SHUT

3-Error

The system will shut
down in [dec]
minutes [dec]
seconds

Fan tray
has been
removed
and the
router will
shutdown
to protect
itself from
overheating
in the
amount of
time
stated in
the error
message.

Reinsert a fan tray into
the fan tray slot as soon
as possible.

CMRP3FAN REMOVE SYS SHUTDOWN PENDING

3-Error

System shutdown
will occur in [dec]
minutes.

The FRU
is
overheating
and will
be shut
down in
order to
protect
the

components.

LOG STD RECUR ACTION

CMRP-3-FP DOWNREV

3-Error

[chars] has been
held in reset because
it is down-rev to the
previous FP (0x%x
-&gt; 0x%x) in the
chassis. Reboot the
router to bring it up.

The FP
inserted is
a lower
version
than the
previous
Active FP
in the
router.
Downrev
of FP is
not
supported.

ivedusing

Reboot the router.
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CMRP-3-FP_LESSTHAN 3-Error | [chars] has been The part | sedesrg | Remove the FP from the
held in reset because | number chassis.
it is down-rev to the | read from
active and cannot act | the FP
as a standby. IDPROM

is not
compatible
with part
number of
the active
FP;
therefore,
it may not
actasa
standby.

CMRP-3-FP_UNSUPP_UPREV 3-Error | [chars] has been The FP | msedessry | Reboot the router.
held in reset because | inserted is
of an upsupported |a higher
upgrade of FP version
(0x%x -&gt; 0x%x) | than the
in the chassis. previous
Reboot the router to | Active FP
bring it up. in the

router but
this
upgrade
of FP is
not
supported.

CMRP-3-FRU HWPRG BAD DEVICE 3-Error |Invalid HW The msedesmrg | No action is required.
programming device | device is This is an informational
for [chars] in slot not message
[chars]. supported

in
hardware
progamming

CMRP-3-FRU HWPRG LOAD KMODULE FAIL |3-Error | Cannot load a kernel | Cannot | tsedessng | Reload the card and retry
module on [chars] in | load a to program the
slot [chars]. Kernel hw-programmable. If

module you get the same error,
when please contact TAC
upgrade

CPLD or

FPGA.
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CMRP-3-FRU HWPRG NO FILE ENTRY |3-Error |Cannot find file or |Cannot |sedesmg | No action is required.
directory on [chars] | find a file This is an informational
in slot [chars]. ora message

directory
when
upgrade
CPLD or
FPGA.

CMRP-3-FRU HWPRG RESTART ERROR |3-Error Error [chars] when | Restart sedesing | Try hw-module
Chassis Manager procedure command to reload the
restarts [chars] in has an FRU.
slot [chars]. error after

upgrade.

CMRP-3-FRU HWPRG UPG PS FAILED |3-Error |Power-Supply The sedesmng | Please check
Module MCU hwpoganate Power-Supply model and
[chars] in slot powersupply PKG file.

[chars] program upgrade
failed failed

CMRP-3-FRU_HWPRG UPG_SUCCESS 3-Error |Hardware The sedessng | No action is required.
programmable hvpoganite This is informational
[chars] on [chars] in | CPLDFPGA message
slot [chars] was was
successfully upgraded
programmed. The | succesfully
card will now be
power-cycled or
reset.

CMRP-3-FRU_HWPRG UPG_UNSUPP 3-Error Upgrade of upgrade | sedessng | No action is required.
hardware of This is informational
programmable bvpoganite message
[chars] on [chars] in | CPLDFPGA
slot [chars] is not not
supported. Card will | supported.
now be powered
down.

CMRP-3-FRU_INCOMPATIBLE 3-Error [chars] has been The part | tsedessrg | Remove the FRU from
held in reset: [chars] | number the chassis.
is incompatible with | read from
[chars] the FRU

IDPROM
is invalid
for this
chassis
type.
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CMRP-3-FRU _INVPARTNUM 3-Error | [chars] has been The FRU | sedessng | The FRU IDPROM
held in reset because | IDPROM should be repaired or the
the part number contains board replaced.

%08X is invalid. an invalid
part
number.

CMRP-3-FRU NOPARTNUM 3-Error | Cannot get part The FRU | msedessrg | The FRU IDPROM
number from IDPROM should be repaired.
IDPROM for cannot be
[chars]: [chars]. read or

does not
contain a
valid part
number
field.

CMRP-3-HWLIB_INITTALIZATION 3-Error | The hardware library | This msedesmng | Note the time of the error
has failed to could be message and examine the
initialize because |duetoa logs for CPLD hardware
[chars] hardware errors. If the logs provide

defect, information about a
software correctable problem,
driver correct the problem. If
defect or the problem is not
improper correctable or the logs
internal are not helpful, collect
configuration. the output of the error

message, the logs, and
the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
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CMRP-3-HWMOD_FAIL 3-Error | hw-module [chars] |The last Retry the command. If
command for slot | hw-module the retry of the command
[chars] failed command fails, reload the router. If
([chars]) that was reloading the router fails
entered to resolve the problem,
failed to note the time of the error
complete message and examine the
Chassis Manager logs. If
the logs provide
information about a
correctable problem,
correct the problem. If
the problem is not
correctable or the logs
are not helpful, collect
the output of the error
message, the logs, and
the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
CMRP-3-HWPRG _UPG_UNSUPP_SLOT 3-Error | upgrade of hardware | upgrade Move the card to a
programmables on | of different slot and
[chars] is not hvpoganite perform the upgrade
supported while in | CPLDFPGA
slot [chars]. Card  |not
will now be powered | supported
down. in the
given slot.
Move the
cardto a
different
slot and
perform
the
upgrade
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CMRP-3-12C READ 3-Error | An I2C read has AnI2C Note the time of the error
failed because read has message and examine the
[chars] failed. logs for I12C errors. If the
This logs provide information
could be about a correctable
dueto a problem, correct the
hardware problem. If the problem
or is not correctable or the
software logs are not helpful,
defect. collect the output of the
error message, the logs,
and the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
CMRP-3-12C_WRITE 3-Error | An I2C write has An 12C Note the time of the error
failed because write has message and examine the
[chars] failed. logs for I12C errors. If the
This logs provide information
could be about a correctable
due to a problem, correct the
hardware problem. If the problem
or is not correctable or the
software logs are not helpful,
defect. collect the output of the

error message, the logs,
and the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
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CMRP-3-IDPROM_ACCESS 3-Error | Failed to access or | Failed sedesirgy | Note the time of the error
process IDPROM | access or message and examine the
'[chars]': [chars] process an logs for IDPROM and

IDPROM. hardware errors. If the
This logs provide information
could be about a correctable
due to a problem, correct the
hardware problem. If the problem
defect, is not correctable or the
software logs are not helpful,
defect or collect the output of the
incorrect error message, the logs,
IDPROM and the output of show
content. tech-support and provide
the gathered information
to a Cisco technical
support representative.

CMRP-3-IDPROM_SENSOR 3-Error | One or more sensor | One or reedesirg | Note the time of the error
fields from the more message and examine the
idprom failed to sensor logs for IDPROM and
parse properly fields hardware errors. If the
because [chars]. from the logs provide information

IDPROM about a correctable
failed to problem, correct the
parse problem. If the problem
properly. is not correctable or the
This logs are not helpful,
problem collect the output of the
is often error message, the logs,
the result and the output of show
ofa tech-support and provide
checksum the gathered information
failure in to a Cisco technical

the support representative.
IDPROM.

CMRP-3-INCOMPATIBLE FRU 3-Error | [chars] in slot The msedesmny | Remove the FRU from
[chars] is not Product the chassis. Review the
compatible with ID read Hardware and Software
[chars] and so itis |from the Compatibility Matrix in
disabled FRU IOS XE release notes to

IDPROM determine currently

is invalid supported configurations.
for this

hardware

configuration.
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CMRP-3-INCOMPATIBLE FRU_SDWAN

3-Error

[chars] in slot
[chars] is not
supported in
controller mode

Product
ID read
from FRU
IDPROM
is not
supported
in sdwan
controller
mode.

Remove the FRU from
the chassis

CMRP-3-INCOMPATIBLE STANDBY SUPERVISOR

3-Error

Standby supervisor
is not compatible
with the Active
supervisor. Standby
Supervisor will be
disabled

Supervisor
found in
Standby
slot may
not be
fully
compatible
with the
active
supervisor
and may
cause
issues.

Use supervisors with the
same specifications to
enable High Availablitly
features.

CMRP-3-INTERNAL HW_ERROR

3-Error

An nternal error
condition was
detected and
resolved.

An
internal
error
condition
was
detected,
and
affected
part of
hardware
was reset.
If this
error
condition
reoccurs,
the
hardware
may need
to be
replaced.

ivedusing

LOG STD RECUR ACTION
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CMRP-3-INVENTORY_INITIALIZATION

3-Error

[chars] inventory file
could not be read.
FRU may need a
reload to initialize
properly, [chars]

The FRU
inventory
file could
not be
read. The
file can
possibly
be
corrupt.
The FRU
will
possibly
not
initialize
properly.
The FRU
should
reset
automatically.
If it does
not, it
should be
reloaded
manually.
If the
error
persists,
the FRU
will need
to be
replaced.

Wait a few minutes. If
FRU does not reset
automatically, it should
be manually reloaded. If
error persists, the FRU
needs to be replaced.

CMRP-3-LICENSE TIMEOUT

3-Error

Throughput license
request timed out.
Throughput level set
to default

Throughput | i

license
was never
received
from Iman

Examine logs for error
messages
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CMRP-3-O0D_OPR 3-Error | An OOD operation | An OOD | sedessng | Note the time of the error
has failed because | opearion message and examine the
[chars] has failed. logs for OOD errors. If
This the logs provide
could be information about a
duetoa correctable problem,
hardware correct the problem. If
or the problem is not
software correctable or the logs
defect. are not helpful, collect
the output of the error
message, the logs, and
the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
CMRP-3-OPR_PENDING 3-Error | The slot [dec] is has | The eedesing | Try with the same
pending operation, |previous command later
please try later. operation
on this
board has
not
completed
CMRP-3-PEER_INVALID 3-Error | A peer table entry | A peer msedesmTg | In most cases, the
has invalid state. table problem can be corrected
entry has by reloading the
an invalid impacted hardware using
state. This the hw-module [slot |
could be subslot] slot-number
duetoa reload command. If the
software reload fails to correct the
defect or problem, collect the
system output of the error
resource message, the logs, and
exhaustion. the output of show

tech-support and provide
the gathered information
to a Cisco technical
support representative.
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CMRP-3-PEM_REMOVE SHUT 3-Error | The system will shut | A power | osedessng | Reinsert a power supply
down in [dec] supply into the power supply
minutes has been slot as soon as possible.
removed The second power
and the supply is required
router will because the fans in the
shutdown power supply are
to protect essential in monitoring
itself from router temperature.
overheating
in the
amount of
time
stated in
the error
message.
CMRP-3-PFU_FAILURE 3-Error | Failed to handle A power | sedessrg | Force an RP switchover
power supply failure | supply if the system is
for [chars] in slot | has failed configured with two RPs.
[dec], [chars] and the If a switchover does not
system is correct the problem or
unable to cannot be performed,
properly reloading the router
handle the should resolve the issue.
failure.
CMRP-3-PFU_FAN 3-Error | Failed to handle fan | One or sedesmrgy | Force an RP switchover
failure for [chars] in | more fans if the system is
slot [dec], [chars] |have configured with two RPs.
failed and If a switchover does not
the correct the problem or
system is cannot be performed,
unable to reloading the router
properly should resolve the issue.
handle the
fan
failure.
CMRP-3-PFU_INCOMPATIBLE 3-Error | PFU Incompatible: |Error sedessng | Remove incompatible
[chars] message PSUs.
for any
PFU
compatibility
erTors.
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CMRP-3-PFU_INITIALIZATION 3-Error | The RP has failed to | The RP | tsedesimg | Note the time of the error
initialize a Power | failed to message and examine the
Supply/Fan module | initialize a logs for C2W and
controller because | Power hardware errors. If the
[chars] Supply or logs provide information
Fan about a correctable
module problem, correct the
controller. problem. If the problem
This is not correctable or the
could be logs are not helpful,
duetoa collect the output of the
hardware error message, the logs,
defect or and the output of show
C2wW tech-support and provide
access the gathered information
failure. to a Cisco technical
support representative.
CMRP-3-PFU_MISSING 3-Error | The platform does |Thereis |sedesngy |Insert a power supply
not detect a power |no power into the empty slot. The
supply in slot [dec] |supply in router requires two
one of the power supplies because
power the fans in the power
supply supply are needed to cool
slots. the router.
CMRP-3-PFU_OIR 3-Error |Failed to handlea |A power |isedesng |Force an RP switchover
[chars] oir event for | supply if the system is
PEM in slot [dec], |was configured with two RPs.
[chars] inserted If a switchover does not
or correct the problem or
removed cannot be performed,
into or reloading the router
from a should resolve the issue.
router and
the
software
did not
properly
handle the
event.
CMRP-3-POWERBUDGET 3-Error | not enough power |The dypkminta | the message will be
budget left for : system do displayed when not
[chars]:[dec] not have enough power budget
enough left for the new card
power inserted.
budget for
the new
card.
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CMRP-3-PSU_INCOMPATIBLE 3-Error | The combination of | An meedessng | This error indicates that
Power Supply in PO: | incompatible the combination of the
[chars] and P1: power two power supplies in PO
[chars] is not supplies and P1 is an unsupported
supported in power | combination combination. In order to
[chars] mode has been fix this issue, please
identified review the installation
in PO and guide, plug out one of
P1 power the power supplies based
supply on the requirement. If the
slots. This problem is not
could correctable or the logs
cause are not helpful, collect
unpredictable the output of the error
behavior message, the logs, and
in power the output of show
management tech-support and provide
in the the gathered information
router. to a Cisco technical
support representative.
CMRP-3-PWR_FAULT 3-Error | Shutting down The FRU | meedemssrg | Check to ensure the
[chars] because has been router is receiving
power fault on shutdown power. Otherwise, note
primary is [chars] |as aresult the time of the error
and secondary is ofa message and examine the
[chars] power logs for power-related
issue. errors. If the logs provide
information about a
correctable problem,
correct the problem. If
the problem is not
correctable or the logs
are not helpful, collect
the output of the error
message, the logs, and
the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
CMRP-3-RP_MASTERSHIP_ SET 3-Error | Failed to set RP The router | tsedesang | Reload the router.
mastership [chars] | failed to
because [chars] establish
RP
mastership.
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CMRP-3-RP_MISMATCH

3-Error

[chars] has been
held in reset because
the part number
differs from that of
the active RP

The part
number
read from
the FRU
IDPROM
is not
compatible
with part
number of
the active
RP;
therefore,
it may not
actasa
standby.

Remove the FRU from
the chassis.

CMRP-3-RP_RESET

3-Error

RP is resetting :
[chars]

This RP is
resetting
due to the
reason
specified.

No action is necessary.

CMRP-3-RP_SB_RELOAD

3-Error

Reload of Standby
RP failed: [chars]

A request
to reload
the
standby
RP failed.

ivedusing

Manually reload the
standby RP. If that fails,
configure SSO or RPR
and then attempt the
reload. If the problem
persists, note the time of
the error message and
examine the Chassis
Manager logs. If the logs
provide information
about a correctable
problem, correct the
problem. If the problem
is not correctable or the
logs are not helpful,
collect the output of the
error message, the logs,
show redundancy state,
and the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative
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CMRP-3-RP_SWITCH_SB NOT READY 3-Error | RP switchover: An RP msedesrg | No user action is
[chars] switchover necessary. Allow the
occurred standby RP to reset.
when the
standby
RP was
not ready.
The
standby
RP reset.
CMRP-3-SENSOR_INITIALIZATION 3-Error | Failed to initialize | Sensor reedesirg | Note the time of the error
sensor monitoring | monitoring message and examine the
because [chars]. failed to logs for IDPROM and
initialize. hardware errors. If the
logs provide information
about a correctable
problem, correct the
problem. If the problem
is not correctable or the
logs are not helpful,
collect the output of the
error message, the logs,
and the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
CMRP-3-SENSOR_TYPE 3-Error | The sensor typeis | A sensor | osedessng | Note the time of the error
[dec] is invalid. type is message and examine the
invalid. logs for IDPROM and
This hardware errors. If the
could be logs provide information
duetoa about a correctable
hardware problem, correct the
defect, problem. If the problem
software is not correctable or the
defect or logs are not helpful,
incorrect collect the output of the
IDPROM error message, the logs,
content. and the output of show

tech-support and provide
the gathered information
to a Cisco technical
support representative.
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CMRP-3-SERDES_ESI INIT FAIL 3-Error | Serial Bridge ESI | A Serial Note the time of the error
link [chars] between | Bridge message and examine the
[chars] and [chars] |ESI link logs for Serial Bridge
failed to config did not and hardware errors. If
configure. the logs provide
This information about a
could be correctable problem,
dueto a correct the problem. If
software the problem is not
error. correctable or the logs
are not helpful, collect
the output of the error
message, the logs, and
the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
CMRP-3-SERDES_ESI LOCK _FAIL 3-Error | Serial Bridge ESI | A Serial Note the time of the error
link [chars] between | Bridge message and examine the
[chars] and [chars] | ESI link logs for Serial Bridge
failed to lock did not and hardware errors. If
lock. This the logs provide
could be information about a
due to a correctable problem,
hardware correct the problem. If
defect or the problem is not
a software correctable or the logs
configuration are not helpful, collect
erTor. the output of the error

message, the logs, and
the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
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CMRP-3-SERDES NSTEP_SYNC ERROR |3-Error |Link down in One or Note the time of the error
Slot=[dec], more message and examine the
Link-Type=[dec], |Backplane logs for repeated SYNC
Link-Status=0x%x, | Link errors after repeated
Link=[dec] didn't retries. If the logs,
come up. provide information
This about a correctable
could be problem, correct the
dueto a problem. If the problem
hardware is not correctable or the
defect. logs are not helpful,
collect the output of the
error message, the logs,
and the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
CMRP-3-SIP. MDR_FAIL 3-Error | The SIP[dec] failed | The SIP Examine the system logs
Minimal Disruptive | failed for errors.
Restart because Minimal
[chars] Disruptive
Restart.
Minimal
Disruptive
Restart
process is
aborted
and an
attempt
will be
made to
recover
the SIP by
resetting
the SIP
hardware.
CMRP-3-SOFT_ERROR RELOAD 3-Error | Uncorrected Soft Uncorrected If this reoccures
error on [chars], Soft error frequently, contact
reloading RP to on critical asr903-system
recover module,
reloading
the RP to
recover
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CMRP3-SOFT FRROR RELOAD RECOMMENDED

3-Error

Uncorrected Soft
error on [chars],
reload is
recommended to
recover.

Uncorrected
Soft error
on critical
module,
reload is
tecommended

to recover

If this reoccures
frequently, contact
asr903-system

CMRP-3-SOFT_ERROR UPDATE

3-Error

Critical soft error on
[chars]

Update
for each
soft error
on
different

components

If this reoccures
frequently, contact
asr903-system

CMRP-3-SOFT_ERROR_WAIT

3-Error

Uncorrected Soft
error on [chars],
waiting for standby
to switchover

Uncorrected
Soft error
on critical
module,
waiting
for
standby to
reach
SSO to
switchover

If this reoccures
frequently, contact
asr903-system

CMRP-3-SYS REBOOT

3-Error

System going down,
reason: [chars]

System
reboot is
called
from
software.
Please
check the
reason
and
earlier
syslog,
traces

Check the reason string
and take appropriate
action
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CMRP3-THROUGHPUT LICENSE APPLY FAILED

3-Error

Throughput license
look-up failed due to
'[chars]'

This
message
is to
notify the
user that a
license
look-up
did not
succeed
because
license
manager
process
could not
be
contacted.
This is a
rare case
but is due
to either a
crashed
license
o)
or it
encountered
an
internal
error.

No user action is
necessary. However, it is
possible that a re-boot of
the box may correct this
behavior.
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CMRP-3-UDI_AUTH

3-Error

Quack Unique
Device Identifier
authentication failed

This
chassis
seems to
be
compromised
or
tampered
with. UDI
burned on
to the
Quack
chip and
the one
read from
chassis
EEPROM
do not
match. It
can also
be a case
of either
EEPROM
or Quack
device
failure.
More
details
about
which
specific
field
failed to
match are
logged in
license
daemon
log file

(loarsed ROkg)

User immediately needs
to contact Cisco support.
This device appears to be
tampered with or is a
counterfeit device or had
a system failure.
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CMRP-3-UNSUPPORTED_FRU

3-Error

[chars] in slot
[chars] is not
supported with
[chars] and so it is
disabled

The
Product
ID read
from the
FRU
IDPROM
is not
supported
in this
router.
This is
due to
either
Hardware
or
Software
compatibility
limitation
indicated
in the
console
log

Remove the FRU from
the chassis. Review the
Hardware and Software
Compatibility Matrix in
I0S XE release notes to
determine currently
supported configurations.

CMRP-3-UNSUPPORTED PEM

3-Error

[chars] in slot
[chars] is not
supported with
[chars] and it needs
to be replaced
immediately

The
Product
ID read
from the
PEM
IDPROM
is not
supported
in this
hardware
configuration.
It will be
allowed to
continue
but
immediate
replacement
is
required

Remove the PEM from
the chassis and replace it
with a supported PEM.
Review the Hardware
and Software
Compatibility Matrix in
10S XE release notes to
determine currently
supported configurations.
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CMRP-3-WANPLL SETUP 3-Error | Failed to setup the |Failed to Note the time of the error
[chars] of the RP setup the message and examine the
WAN PLL because |RP WAN logs for WAN PLL
[chars] PLL related hardware errors.
appropriately. Check if the issue is
This transient or repeatable. If
could be the problem is not
due to a recoverable collect the
hardware output of the error
defect of message and the chassis-
the manager and IOS logs.
device. Provide the gathered
information to a Cisco
technical support
representative.
CMRP-4-ACTIVE_SLOTBAY_BIAS 4-Warning | The configured The In most cases, the
active slot/bay bias | configured problem can be corrected
[dec] is invalid. active by reloading the
slot/bay impacted hardware using
bias is not the hw-module [slot |
Oorl. subslot] slot-number
The reload command. If the
default reload fails to correct the
value of 0 problem, collect the
is used. output of the error
message, the logs, and
the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
CMRP-4-CPP_WARN 4-Warning | Active cable Plug out No action is required.
linecard in slot [dec] | one LC
has been physically | with
removed. heavy
traffic, it
may cause
cpp queue
pending
drain and
modem
offline.
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CMRP-4-FAN_TRAY OVER_CURRENT

4-Warning

A Fan Tray
over-current has
been detected.
System will be reset.

Internal
error (Fan
Tray
over-current)
condition
was
detected,
and so the
system
was reset.
If this
error
condition
reoccurs,
the
hardware
may need
to be
replaced.

LOG STD RECUR ACTION

CMRP-4-INTRUSION_ALERT

4-Warning

The system cover
has been [chars] !!

These
tamper
alert
message
indicate
the event
of
intrusion.

LOG_STD NO_ACTION

CMRP-4-MOTHERBOARD OVER CURRENT

4-Warning

Motherboard
over-current has
been detected.
System will be reset.

Internal
error
(Motherboard
over-curent)
condition
was
detected,
and so the
system
was reset.
If this
error
condition
reoccurs,
the
hardware
may need
to be
replaced.

ivedusing

LOG STD RECUR ACTION
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CMRP-4-NGWICS OVER CURRENT 4-Warning | A NIM over-current | Internal | tsedessng | LOG STD RECUR ACTION
condition has been |error
detected. System (NIM
will be reset. over-current)
condition
was
detected,
and so the
system
was reset.
If this
error
condition
reoccurs,
the
hardware
may need
to be
replaced.

CMRP-4-SERDES ESI CARD RESEAT 4-Warning | Serial Bridge ESI | A Serial | rsedessng | Note the time of the error

link [chars] between | Bridge message and examine the
[chars] and [chars] | ESI link logs for Serial Bridge
isn't locked; Card | did not and hardware errors. If
should be reseated | lock the logs provide
during information about a
first 10 correctable problem,
reties due correct the problem. If
to the problem is not
improper correctable or the logs
seating. are not helpful, collect

the output of the error
message, the logs, and
the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
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CMRP-4-SYSTEM_OVER CURRENT 4-Warning | Overall system Internal | sedessng | LOG STD RECUR ACTION
over-current has error
been detected. (system
System will be reset. | over-current)
condition
was
detected,
and so the
system
was reset.
If this
error
condition
reoccurs,
the
hardware
may need
to be
replaced.
CMRP4-TAMPER DETECTION EVENT MSG | 4-Warning | System cover was | These sedmsng | LOG_STD NO_ACTION
opened [dec] times | tamper
and closed [dec] warning
times during power |indicate
[chars] since last the event
known event index |of
[dec] at intrusion.
20%02x/%602x/%02x
%02x:%02x:%02x
QVRP4TAMPER DETECTION NO TAST KNOWN EVENT | 4-Warning | System cover was | These sedemsng | LOG_STD NO_ACTION
opened [dec] times |tamper
and closed [dec] warning
times during power |indicate
[chars]. There is no |the event
last known/marked |of
event. intrusion.
CMRP-5-CHASSIS MONITOR BOOT TIME PRINT | 5-Notice |Card [chars] took | This is an | tsedessng | Action is not necessary.
[dec] secs to boot | nformational
message
about
boot time
of all
cards.
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CMRP-5-FRU CPLD MISMATCH 5-Notice |CPLD ver [chars] in | This FRU | osedessny | Upgrade the CPLD
slot [chars] does not | requires a firmware to have
match Active CPLD | matching matching versions.
ver [chars] CPLD
firmware
to
function
properly
in this
chassis
CMRP-5-HA NOTICE 5-Notice |HA message: [chars] | HA Error | reedessrg | Note the time of the error
Occured. message and examine the
This logs for HA and
could be hardware errors. Try
due to a re-inserting Standby SUP
software properly and see if
defect, problem gets corrected,
please If the problem is not
follow correctable or the logs
action are not helpful, collect
the the output of the
error message,the logs,
and the output of show
tech-support and provide
the gathered information
to a Cisco technical
support representative.
CMRP-5-NEBS_ACCESS PID FAIL 5-Notice |Failed to acess Unable to | tsedessng | LOG STD RECUR ACTION
NGIO PID list for |acess
[chars] on slot/bay | NGIO
[dec]/[dec] in NEBS | PID list
mode. for slot
%d bay
%d in
NEBS
mode
CMRP-5-PEM_OUTPUT DETECT 5-Notice |Output of PEM Value of | dypomania | If PEM Output is 0,
[dec] is [dec] V Output of check Power Cable.
PEM.
CMRP-5-PRERELEASE HARDWARE 5-Notice |[chars] is pre-release | The board | rsedesing | Immediately contact
hardware does have Cisco for a replacement
an official board.
production
part
number.
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CMRP-5-SUDI_KEY READ_INIT FAILED |5-Notice |SUDI(SHA2)key |SHA key |wsedesmg | Check SUDI Trustpoint
read failed during | read creation. Please collect
Initializtion. failed output of show
during tech-support and provide
Initializtion. the gathered information
to a Cisco technical
support representative.
CMRP-5-UNSUPPORTED MODULE 5-Notice | Unsupported Hardware | tsedessrg | LOG STD RECUR ACTION
Module inserted. in the
The module [chars] | specified
on the slot [dec] may | location
not be a genuine could not
Cisco product. Cisco | be
warranties and identified
support programs asa
only apply to genuine
genuine Cisco Cisco
products. If Cisco | product
determines that your
insertion of
non-Cisco memory,
WIC cards, AIM
cards, Network
Modules, SPA cards,
GBICs or other
modules into a Cisco
product is the cause
of a support issue,
Cisco may deny
support under your
warranty or under a
Cisco support
program.
CMRP-5-UNSUPPORTED MODULE IN NEBS | 5-Notice |The module [chars] | Hardware | tsedesang | LOG STD RECUR ACTION
on slot/subslot in the
[dec]/[dec] is not specified
supported in NEBS | location
power mode. should be
removed
in NEBS
mode
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M essage
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Recommended-Action

CMRP-6-DUAL _IOS REBOOT REQUIRED

6Infommation

Configuration must
be saved and the
chassis must be
rebooted for IOS
redundancy changes
to take effect

Chassis
manager
received
notification
that IOS
software
redundancy
has been
configured.
For these
changes
to take
effect, the
system
must be
restarted.

Reload the chassis.

CMRP-6-DUAL I0S STARTING

6dnfomation

Software redundant
IOS configured;
starting standby in
[dec] seconds.

Chassis
manager
received
notification
that I0S
software
redundancy
has been
configured.
The
standby
10S will
be started
in the
time
specified.

No action is necessary.
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M essage
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Recommended-Action

CMRP-6-DUAL_IOS_STOPPING

6Infommation

Bringing down
standby 10S

Chassis
manager
received
notification
to stop the
standby
10S
instance.
This may
be for a
redundancy
mode
change.
Depending
on the
reason,
the
standby
may be
subsoquently

restarted.

No action is necessary.

CMRP-6-FORCE_RESET _OTHER_RP

6dnfomation

The other SUP RP
[dec] is still holding
the midplane lock to
block the
suppervisor failover,
force reset it to
release the midplane
lock.

The Other
Supvervisor
is force
reset due
to hold
the
midplane
lock for a
long time
during
supervisor
failover

No action is required.
This is informational
message

CMRP-6-FP_HA_SB_NOTREADY

6Infomation

FP switchover:
F[dec] [chars]

The
standby
ESP is not
ready for
a
switchover.

ivedusing

No user action is
necessary.

CMRP-6-FP_HA_STATUS

64nfomation

F[dec] redundancy
state is [chars]

The ESP
has
transitioned
into anew
High
Availability
state.

No user action is
necessary. This is an
informational message.
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CMRP-6-FP_SB RELOAD REQ 6Information | Reloading Standby | A reload | osedesimg | No action is necessary.
FP: [chars] of
Standby
FP has
been
requested.
CMRP-6-FRU FPGA_UPG_REQUIRED 6Information | [chars] in slot This FRU | ssedessrg | Upgrade the FPGA
[chars] has requires a firmware on this FRU
INCOMPATIBLE | newer using the &lt;b&gt;
FPGA firmware FPGA upgrade
version with [chars]. | firmware hw-programmable FPGA
Upgrade the FPGA |to file &lt;pkg file&gt; slot
firmware function &lt;fru_slot&gt;
properly &lt;/b&gt; command.
in this
chassis
CMRP-6FRU HWPRG CPLD POSTUPG SUCCESS | 6dnfomation | Hardware CPLD The msedesmrg | No action is required.
postupgrade on hwpoganite This is informational
CLCJ[dec] was CPLD message
successfully postupgrade
programmed.The LC | was
is reloading to make | upgraded
it take effect. succesfully
CMRP-6FRU HWPRG UPG ADMI1266 FM START | 6dnfomation | Hardware The reedesirg | No action is required.
programmable hvpoganite This is informational
ADM1266s on ADM1266 message
[chars] in slot Firmware
[chars] are is
upgrading, please | upgrading
don't reload or
power-cycle this
card. It will take
about 10 mins to
finish.
CMRP-6FRU HWPRG UPG ADM1266 FM SUCCESS | 6dnfonmation | Hardware The sedesirg | No action is required.
programmable bvpoganite This is informational
ADM1266s on ADM1266 message
[chars] in slot fimware
[chars] were was
successfully upgraded
programmed. The | succesfully

card is reloading to
make them work
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CMRP-6-FRU HWPRG UPG PSOC DONE | 6dnfomation | Hardware The meedmsrg | No action is required.
programmable hwpoganete This is informational
PSOCs on [chars] in | PSOC message
slot [chars] were was
upgraded upgraded
successfully succesfully

CMRP-6-FRU_HWPRG UPG _PS SUCCESS | 6dnfommation | Power-Supply The eedesing | No action is required.
Module MCUs in | hyrgamite This is informational
slot [chars] were powersupply message
successfully was
programmed. upgraded

succesfully

CMRP-6-FRU HWPRG UPG_START 6Information | Hardware The msedesmrg | No action is required.
programmable hwpoganate This is informational
[chars] on [chars] in | was message
slot [chars] is upgrading
upgrading. please
don't reload or
power-cycle this
card. It will take
about 5 mins to
finish.

CMRP-6-HT CLOSURE_MODE 6Infomation | The HTPI driver This is sedessng | Note the error message
failed to set it's not a and contact a Cisco
closure mode critical technical support
properly error, but representative.

it will
result in
possible
traffic
interruption
during
certain
software
failure
cases or
ISSU
operations.

CMRP-6-HT _STATUS 6Information | R[dec] The RP | msedessrg | No user action is
hypertransport HypeTiangat necessary. This is as
configured for driver was informational message
F[dec] active properly indicating normal system

configured operation.
for a

newly

active FP.
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M essage

MesgiSinin

Recommended-Action

CMRP-6-IGNORE_PFU_OIR

6Infommation

Simulating FAN
OIR due to FAN
Speed profile change

FAN tray
OIR is
simulated
throught
software
to select
new FAN
SPEED
profile.
this
message
is to let
know the
user that
this is a
simulated
FAN oir
and not
physical
FAN oir.
User
needs to
ignore
next
occurrence
e s
associated
with FAN
tray
Tarovaisation
actions.
such as
FAN tray
missing,
PEM/FAN
farovadisatd
and
system
shutdown
will
happen
messages

ignore FAN tray or
PEM/FM
removal/insertion
messages and system
shutdown message
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M essage

MesgiSinin

Recommended-Action

CMRP-6-MGMT _SFP_INSERT

6Infommation

transceiver module
inserted in [chars]

The
online
insertion
and
removal
(OIR)
facility
detected a
newly
inserted
transceiver
module
for the
interface
specified
in the
error
message.

No action required.

CMRP-6-MGMT SFP REMOVED

6dnfomation

Transceiver module
removed from
[chars]

The
online
insertion
and
removal
(OIR)
facility
detected
the
removal
ofa
transceiver
module
from the
interface
specified
in the
error
message.

No action required.
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M essage

MesgiSinin

Recommended-Action

CMRP-6MODULE INSERTED CFG_MISMATCH

6Infommation

The module inserted

The Line

Change the config and

in Switch:[dec] Card and reload the system or
Slot:[dec] doesn't | SVL/DAD remove the Line card.
support the CONFIG
configured in the slot
Stackwise Virtual | mismatch.
link/Dual Active
Detection Link
Speed. Line card is
Power denied.
Please replace the
Line card with the
configured
SVL/DAD link
speed or remove the
config and reload
the system
QVIRPGREDT FP UNSUPRORTED IN INTER (HASSS MODE | 6dnfonmation | [chars] redundant FP | Because No user action is
in slot [chars] is not | the necessary.
supported in system is
inter-chassis configured
redundancy mode |in
box-to-box
or
inter-chassis
redundancy
mode, the
intra
chassis
redundancy
mode is
not
supported
and
redundant
FP, if any,
will be
disabled.
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Recommended-Action

QVRPGREDT RP UNSUFORTED N NTER (HASSS MODE

6Infommation

[chars] redundant
RP in slot [chars] is
not supported in
inter-chassis
redundancy mode.
Please remove it for
inter-chassis
redundancy to work
properly on system
reload.

Because
the
system is
configured
in
box-to-box
or
inter-chassis
redundancy
mode, the
intra
chassis
redundancy
mode is
not
supported
and
redundant
RP, if
any, will
be
disabled.

No user action is
necessary.

CMRP-6-RFROLE

6dnfomation

RP switchover,
[chars]

On RP
switchover
chasfs
rfrole
property
has been
changed.

No user action is
necessary.

CMRP-6-RP_SB_RELOAD_REQ

6Infomation

Reloading Standby
RP: [chars]

A reload
of
Standby
RP has
been
requested.

ivedusing

No action is necessary.

CMRP-6-RP_SWITCH_SB_SYNC

64nfomation

RP switchover:
[chars]

The RP
switch
. iz
timer

expired.

No user action is
necessary.
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M essage
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Recommended-Action

CMRP-6SINGLE I0S REBOOT RECOMMENDED

6Infommation

Configuration must
be saved and the
chassis should be
rebooted for optimal
single-10S
execution

Chassis
manager
received
notification
that IOS
software
redundancy
has been
unconfigured.
For
optimal
runtime
resource
allocation,
the
system
must be
restarted.

Reload the chassis.

CMRP-6-STBY HARDDISK UNAVAIL

6dnfomation

stby-harddisk is
offline

The
stoy-harddisk
is not
available.

No user action is
necessary. This is an
informational message.

CMRP6-TEST SPA OIR ONLINE INSERT DENIED

6Information

SPA [dec]/[dec] oir
insert is denied

test
command
executed
disallowing
the spa to
be
inserted.

ivedusing

Execute the test
command allowing the
insertion of the spa for
normal operation

CMRP-6-TEST_SPA_OIR_ONLINE_OPS

64nfomation

SPA [dec]/[dec] oir
online status is set to
[chars]

test
command
executed
to either
allow/deny
the spa
coming
online.

If the card does not come
online, execute the test
command to allow the
spa to come online.
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CMRP-6-THROUGHPUT LICENSE 6Information | Throughput license | Status msedessng | No user action is
[chars], throughput |indicating necessary. This is an
set to [chars] whether informational message
throughput indicating throughput
license is configured.
found and
the
conesponding
througput
the CPP
hardware
is
configured
to
provide.
QVIRP ENVMONBPWR FRU HW AUTO SHUTDOWN | 3-Error | WARNING: The The FRU | sedmsng | LOG STD RECUR ACTION
card on slot [dec] hit | hit
abnormal voltage or | abnormal
current. it has been | voltage or
auto-shutdown by | current
hardware for and has
protection been
atposhudown
in order to
protect
the
components.
QVIRP ENVMONSTEMP FRU HW AUTO SHUTDOWN | 3-Error | WARNING: The The FRU | msedessng | LOG STD RECUR ACTION
card on slot [dec] is |is
overheating. it has | overheating
been auto-shutdown | and has
by hardware for been
protection atosuown
in order to
protect
the
components.
CMRP_ENVMON-3-TEMP FRU SHUTDOWN NOW | 3-Error | WARNING: [chars] | The FRU | msedwssmg | LOG STD RECUR ACTION
temperature sensor | is
on [chars] is in a overheating
shutdown FRU state. | and will
FRU shutdown now. | be shut
down in
order to
protect
the
components.

234




Facility-Severity-M nemonic SahiMeriy | M essage Mesgixgian | Campanatt | Recommended-Action
CMRP ENVMONS-TEMP FRU SHUTDOWN PENDING | 3-Error | WARNING: [chars] | The FRU | msedessmg | LOG STD RECUR ACTION
temperature sensor | is
on [chars] is in a overheating
shutdown FRU state. | and will
FRU shutdown will | be shut
occur in [dec] down in
minutes. order to
protect
the
components.
CMRP_ENVMON-3-TEMP PSU SHUTDOWN NOW | 3-Error | WARNING: [chars] | The PSU | sedesimg | LOG STD RECUR ACTION
temperature sensor | is
on [chars] is in a overheating
shutdown PSU state. | and will
PSU shutdown now. | be shut
down in
order to
protect
the
components.
CMRP_ ENVMONS3-TEMP SYS SHUTDOWN NOW | 3-Error | WARNING: [chars] | The FRU | msedesang | LOG STD RECUR ACTION
temperature sensor | is
on [chars] is in a overheating
shutdown SY'S state. | and will
System shutdown | be shut
Nnow. down in
order to
protect
the
components.
CQVRP ENVMONSBTEMP SYS SHUTDOWN PENDING | 3-Error | WARNING: [chars] | The FRU | msedwssmg | LOG STD RECUR ACTION
temperature sensor |is
on [chars] is in a overheating
shutdown SYS state. | and will
System shutdown | be shut
will occur in [dec] |down in
minutes. order to
protect
the
componens.
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CMRP_ENVMON-3-TEMP_WARN CRITICAL |3-Error | WARNING: [chars] | The FRU | msedessimg | LOG STD RECUR ACTION
temperature sensor | is
on [chars] is in a overheating
critical state reading | and will
[dec] be shut
down in
order to
protect
the
components.
QVRP BNWINSTRANSCHVIR TRVP SYSSHUIDOWNNOW | 3-Error | WARNING: The edestimy | LOG STD RECUR ACTION
transceiver Transceiver
temperature sensor | is
is in a shutdown overheating
SYS state. System | and will
shutdown now %x. |be shut
down in
order to
protect
the
components.
QVIRP ENVMONGTEMP SYS SHUTDOWN DISABLED | 6dnfomation | WARNING: System | Thermal | msedestimg | LOG STD RECUR ACTION
is in a thermal shutdown
shutdown disabled |disable is
state. System won't | configured
shut down now. to bypass
system
shutdown.
CMRP_PFU-1-FAN POLICY_ ALERT 1-Alert SYSTEM FAN System | tsedessny | Monitor or Replace
POLICY Alert : FAN faulty fan modules may
[chars] policy be needed.
check
detect
issues
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M essage

MesgiSinin

Recommended-Action

CMRP_PFU-1-PFU_FAN_FAILED

1-Alert

System detected fan
tray removal or fan
failure, reinsert or
service the faulty fan
tray to avoid system
shutdown due to
high temperature.

Fan tray
has been
removed
or one of
the fan
failed and
the router
will
shutdown
when the
temp
reaches
Critical
temperature
to protect
itself from

overheating,

Reinsert a fan tray into
the fan tray slot as soon
as possible.

CMRP_PFU-1-PFU NO_FAN

1-Alert

System detected no
fan or fan tray
available, either not
present or in failure
state. Reinsert or
service the faulty fan
or fan tray to avoid
system shutdown.

No
working
fan or fan
tray
detected
in the
system,
could be
removed
or in
failure
state,
switch
will be
shutdown
when the
temp
reaches
critical
temperature
to protect
itself from

overheating,

Reinsert working fan or
fan tray as soon as
possible.
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CMRP_PFU-2-PSU VOLATGE MIX 2-Critical |Mix of 110V and | Some sedesingy | Connect all the power
220V is not PSUs are supplies to same voltage
supported connected input source as soon as
configuration, PSU |to 110V possible.

in slot [chars] is in | and some
110V and PSU in |are

slot [chars] is in connected
220V. This can to 220V.
cause system reload, | This is
Connect the same | not
voltage input to supported
avoid system reload | from
immediately. hardware
as it may
cause
system
failure
and
system
may go
for reload.
Input
voltage
can be
checked
using CLI
show
platform
hardware
chassis

powersupply

detail

CMRP_PFU-3-DCPOWERREDUNDANCY |3-Error |dc input [chars] The DC | msedessry | the message will be

failed for pem: [dec] | input displayed when DC input
failed for failed.
pem
module.
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SatMery

M essage

MesgiSinin

Recommended-Action

CMRP_PFU-3-FANASSY REMOVED

3-Error

Fan Assembly is
removed. Please
insert to avoid
system from heating.

Fan
Assembly
has been
removed
from the
system. It
needs to
be
inserted
back to
prevent
system
from
heating. If
the
system
over
heats,
parts of
the
system
will not
function
normally
and
system
may shut
itself
down.

Insert the fan assembly
in the system to prevent
system from over
heating.

CMRP_PFU-3-PEM_STATUS

3-Error

WARNING: The
power supply
module on slot [dec]
hits [chars],

The
power
supply
module
are not
functioning
properly.

LOG STD RECUR ACTION

CMRP_PFU-3-PEM_VOLTAGENOTSUPPORTED

3-Error

WARNING: Input
voltage of power
supply module on
PS[dec] is not
supported. Please
use the supported
range of either
[dec]-[dec] volts for
[dec]W or
[dec]-[dec] volts for
[dec]W

The input
voltage of
the power
supply
module is
out of
range

ivedusing

LOG STD RECUR ACTION
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CMRP_PFU-3-PFU_FANS DEAD 3-Error | The fans in the The meedmsng | LOG STD RECUR ACTION
[chars] in slot [dec] | system is
have all failed. in danger
of
overheating
because
none of
the fans in
one of the
PEMs are
working
properly.
CMRP_PFU-3-PFU FANS DEAD SHUTDOWN |3-Error | Shutting down When the | sedmsng | LOG SID RECUR ACTION
system now because | fans fail
the fans in slot [dec] | then
have all failed. system
does not
have
sufficient
cooling
capacity.
To
prevent
damage,
the
system
will
automatically
shut
down.
CMRP_PFU-3-PFU_FAN DEAD 3-Error | WARNING: Fan A fanis | wedesimg | LOG STD RECUR ACTION
[dec] in the [chars] |not
in slot [dec] has functioning
failed. properly.
CMRP_PFU-3-PFU_FAN ERR 3-Error WARNING: Fan A fanis | osedesng | LOG SID RECUR ACTION
[dec] in slot [dec] |not
has the error: functioning
[chars], Please properly.
replace it with a new
fan.
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M essage

MesgiSinin

Recommended-Action

CMRP_PFU-3-PFU_IDPROM_CORRUPT

3-Error

The PEM/FM
idprom could be
read, but is corrupt
in slot P[dec] The
system will run
without
environmental
monitoring for this
component

The
idprom
contains
information
required
in order to
properly
operate
the
environmenial
monitoring
subsystems.
The
idprom
could not
be read,
therefore
no
monitoring
will take
place.

LOG STD RECUR ACTION

CMRP_PFU-3-PFU IDPROM READ ERR

3-Error

Could not read the
PEM/FM idprom in
slot P[dec]. The
system will run
without
environmental
monitoring for this
component

The
idprom
contains
information
required
in order to
properly
operate
the
environmenial
monitoring
subsystems.
The
idprom
could not
be read,
therefore
no
monitoring
will take
place.

LOG STD RECUR ACTION
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M essage
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Recommended-Action

CMRP_PFU-3-PFU_SHUTDOWN

3-Error

Shutting down
system now because
the PEM in slot
[dec] was removed
or not seated
correctly.

When
either a
PEM or a
FM are
removed,
the
system
lacks
sufficient
cooling
capacity.
To
prevent
damage,
the
system
will
automatically
shut down
unless it
is
replaced.

LOG STD RECUR ACTION

CMRP_PFU-3-PFU SLOT VACANT

3-Error

The platform does
not detect a power
supply in slot [dec]

There is
no power
supply in
one of the
power
supply
slots.

Insert a power supply
into the empty slot.
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CMRP_PFU-3-PWR_MGMT ALARM 3-Error | WARNING: System | System | msedmsmg | LOG SID RECUR ACTION
does not have power
sufficient input does not
power for minimum | meet
reliable operation | minimum
requiring [dec] Tequirements.
watts. The system | Insert
needs [dec] watts of | additional
additional power. | power
supplies
or provide
current
power
supplies
with a
greater
input
voltage
source if
applicable.
CMRP_PFU-3-PWR MGMT LC SHUTDOWN |3-Error | WARNING: A LC was | teedessng | LOG STD RECUR ACTION
Linecard in slot shutdown
[dec] with priority |due to a
[dec] and a power | power
requirement of [dec] | loss.
watts has shutdown.
CMRP _PFU-3-PWR MGMT SINGLE SUP ERROR |3-Error | ERROR: Remote | User sedesmng | LOG STD RECUR ACTION
supervisor has been |inserted a
detected in slot second
[dec]. System is supervisor
configured to ina
SINGLE-SUP single-sup
power mode. power
Remove remote mode.
supervisor
IMMEDIATELY.
CMRP_PFU-3-PWR PROTECTION_ACTION | 3-Error | Shutdown the card | The total | sedessng | LOG STD RECUR ACTION
[chars] due to power is
insufficient power |not
budget. enough,
shutdown
FRUs for
power
protection.
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CMRP_PFU-3-PWR _PROTECTION _MODE |3-Error | WARNING: Input redesing | LOG STD RECUR ACTION
Detected low input | voltage of
voltage ([dec]V) on | power
the power supply in | supply is
slot P[dec], the too low.
power budget may
not be enough, some
cards may be
shutdown due to the
power budget
reduction. Please
check the power
input.
CMRP_PFU-3-PWR_REDUN ALARM STATE |3-Error | WARNING: An An active | tredwstimg | LOG STD RECUR ACTION
active power supply | power
has failed and the | supplied
system has entered | failed
alarm state. The while in
system is operating | redundant
without power power
redundancy and has | mode.
[dec] watts of power
remaining
CMRP_PFU-3-SHUTDOWN_FAILURE 3-Error | The system The msedesmng | LOG STD RECUR ACTION
attempted to shut system
itself down, but reached a
failed because condition
[chars] where it
should be
shut
down, but
the
shutdown
call failed.
The
system
should be
manually
rebooted.
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CMRP_PFU-3-TEMP_FRU SHUTDOWN 3-Error | [chars] temperature | The FRU | msedessimg | LOG STD RECUR ACTION
sensor on [chars] is |is
in a shutdown FRU | overheating
state. FRU shutdown | and will
will occur in [dec] |be shut
minutes. down in
order to
protect
the
components.
CMRP_PFU-3-TEMP_SYSTEM_SHUTDOWN | 3-Error [chars] temperature | The eedessng | LOG STD RECUR ACTION
sensor is in a system is
shutdown system overheating
state. System and will
shutdown will occur | be shut
in [dec] minutes. down in
order to
protect
the
components.
CMRP_PFU-4-PFU_FANTRAY WARN 4-Warning | WARNING: Fantray | A fantray | msedessng | LOG STD RECUR ACTION
in slot [chars] has |is not
the error: [chars]. functioning
properly.
CMRP_PFU-4-PFU _FAN ID WARN 4-Warning | WARNING: [chars] | A fanis | msedewsng | LOG STD RECUR ACTION
of [chars] has an not
error: [chars] functioning
properly.
CMRP_PFU-4-PFU_FAN INSUFFICIENT 4-Warning | WARNING: Insufficient | tsedesing | LOG STD RECUR ACTION
Insufficient number | number of
of fan modules fan
installed. There are | modules
only [dec] fan installed,
modules, expecting | should
[dec] insert new
fans as
soon as
possible
to avoid
system
from over
heating.
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CMRP_PFU-4-PFU FAN TRAY WARN 4-Warning | WARNING: Fan A fan tray | ssedessng | LOG STD RECUR ACTION
tray in slot [dec] has | is not
the error: [chars]. functioning
properly.
CMRP PFU-4-PFU FAN WARN 4-Warning | WARNING: Fan A fanis |sedesrg | LOG SID RECUR ACTION
[dec] in slot [dec] |not
has the error: functioning
[chars]. properly.
CMRP_PFU4-PWR MGMT CAPACITY MIXED | 4-Warning | System contains HW does | msedesang | LOG STD RECUR ACTION
power supplies of | not
mixed power support
capacity. Full
Redundancy protected
operating mode Full | mode
protected is not with
supported with this | mixed
configuration. capacity
System will run in | power
Normal protected | supplies.
state. This is
due to
current
sharing;
specifically
dealing
with the
case in
which all
active
power
supplies
fail
simulaneosly.
Full
protected
state is
demoted
to Normal
protected
state.
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CMRP_PFU-4-PWR_MGMT_WARN

4-Warning

WARNING:
Insufficient number
of power supplies
([dec]) are installed
for power
redundancy mode
[chars]. The system
needs [dec] watts
additional power.

Insufficient
number of
power
supplies
are
installed.
Should
insert new
power
supplies
as soon as
possible

LOG STD RECUR ACTION

CMRP_PFU-5-DCPOWERINPUT

5-Notice

dc input [chars]
recovered for pem:
[dec]

The DC
input
recovered
for pem
module.

the message will be
displayed when DC input
recovered.

CMRP_PFU-6-FANASSY INSERTED

6Information

Fan Assembly is
inserted.

Fan
Assembly
that was
previously
removed
has been
inserted in
the
system.
Preventing
the
system
from over
heating is
important.
So fan
assembly
should not
be
removed
for
extended
period of
time
during
normal
operation.

ivedusing

No further action is
necessary.

247



Facility-Severity-M nemonic

M essage

MesgiSinin

Recommended-Action

CMRP_PFU-6-PEM_INSERTED

6Infommation

Power Supply in slot
[dec] not
operational.

A PEM
seems to
be
inserted
without
the power
cable
connected.
This
message
is a notice
that the
power
supply is
not
operational,
will not
provide
power to
the
system,
and may
not be
completely
detected
by the
software
until the
power
cable is
connected
and the
PEM is
supplied
with the
power.

Insert the power supply
cable in the PEM and
provide power.
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CMRP_PFU-6-PFU_ BEACON_LED ON_OFF

6Infommation

[chars] beacon LED
for PFU[dec] is
TURNED [chars].

Power
Supply or
Fan-tray,
Beacon
LED
turned
ON/OFF.
This is a
notification
message
only.No
action is
required.

This is a notification
message only. No action
is required.

CMRP_PFU-6-PFU_FAN DETECTED

6dnfomation

The required number
of fan trays or fan
modules are
detected.

After
previous
no fan or
insufficient
fan
modules
alarm, the
required
minimum
number of
fan trays
or fan
modules
have been
detected.

No further action is
required.

CMRP_PFU-6-PFU_FAN_RECOVERED

6Information

Fan in slot [dec] has
been recovered from
error conditions,
Now it's working
normally.

Fans are
just
recovered
from an
error
condition,

ivedusing

LOG STD RECUR ACTION

CMRP_PFU-6-PFU FAN RECOVERED I2C

64nfomation

Successfully
restored 12C
communication to
PSoC [dec] on fan
module in slot [dec].

Fans are
just
recovered
from an
12C
o

LOG STD RECUR ACTION
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CMRP_PFU-6-PFU_INSERTED

6Infommation

[chars] inserted.
System shutdown
aborted.

When
either a
PEM or a
FM are
removed,
the
system
lacks
sufficient
cooling
capacity.
To
prevent
damage,
the
system
will
automatically
shut down
unless it
is

replaced This
message
serves as
notice that
the
module
has been
replaced
within the
required
time

LOG STD RECUR ACTION
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CMRP PFU-6-PSU VOLATGE MIX RECOVERED | 6dnfomation | All PSUs are now | Some sedesirg | All the power supplies
connected to the PSUs should be connected to
same input voltage. | were same input voltage
System has connected source
recovered from mix |to 110V
of input voltages. | and some
PSU in slot [chars] |were
is connected to connected
[chars] to 220V.
This was
not
supported
from
hardware
as it may
have
caused
system
failure.
The
system is
now in a
stable
state with
all PSUs
connected
to the
same
input
voltage
CMRP_PFU-6-PWR_MGMT LC RECOVERED | 6dnfommation | Linecard in slot A LC was | teedessng | LOG STD RECUR ACTION
[dec] with priority |recovered
[dec] has been from a
recovered from shutdown
shutdown
CMRP PFU-6PWR MGMT NON REDUNDANT | 6dnfomation | Changing the power | Changing | tsedesang | LOG STD RECUR ACTION
redundancy mode to | the power
non-redundant redundancy
mode to
nonedundant
CMRP_PFU-6-PWR_MGMT_ OK 6Information | Sufficient number of | Sufficient | msedessmg | LOG STD RECUR ACTION
power supplies number of
([dec]) are installed | power
for power supplies
redundancy mode |are
[chars] (excess installed.

power [dec] watts).
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CMRP_PFU-6-PWR_MGMT_REDUNDANT | 6dnformation | Changing the power | Changing | tsedessmg | LOG STD RECUR ACTION
redundancy mode to | the power
redundant. redundancy
mode to
redundant
CMRP_PFU-6PWR MGMT SINGLE SUP NOTICE | 6dnformation | NOTICE([dec] of | User eedessng | LOG STD RECUR ACTION
[dec]): System is needs to
now running in be
SINGLE-SUP notified
power budget mode. | that
Insertion of the single-sup
remote supervisor is | mode is
not supported in this | enabled
power mode. System
may shutdown if
second supervisor is
inserted.
CMRP_PFU-6-PWR PROTECTION RECOVERED | 6dnfomation | The power supply in | Power sedesmng | LOG STD RECUR ACTION
slot P[dec] has been | supply
recovered from the |input are
power protection just
mode. recovered
from an
error
condition,
CMRP_PFU-6-PWR_REDUN RECOVERED | 6dnfomation | System has User has | tsedwssny | LOG STD RECUR ACTION
recovered from the |recovered
alarm state and has |the
[dec] watts of power | system
remaining from the
alarm
state
triggered
by a
power
failure
CMRP_PFU-6-PWR_UP_FRU 6Information | Power up the card | The total | msedessmg | LOG SID RECUR ACTION
[chars] due to power | power
budget change. become
enough,
power
FRUs.
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CONFIG VALIDATOR MESSAGE-SEWLC GEN ERR

5-Notice

Error in [chars]

EWLC
wireless
config db
Error
Message.

LOG_STD_ACTION

CSVERIFY-3-CSVERIFY FAIL

3-Error

Signature
verification:
[[chars]]

During
digital
signature
verification,
an error
has
occured

iosebnosutls

Check the diagnostic
csverify trace file for
more information on the
underlying failure.

CSVERIFY-6-CSVERIFY_SUCCESS

6Information

Signature
verification success
for [chars]

Signature
verification
was
successful
for the
file
mentioned.

osebnosuls

This is an informational
message. No action is
required.

CXPD-3-MAX_LOCAL_EXIT EXCEEDED

3-Error

Maximum local exit:
[dec] exceeded,
failed to initialize
application: [chars]
(interface: [chars])

This
syslog is
generated
when the
number of
DIA exits
exceed
maximum
supported
value.
SaaS app
initialization
will fail
because
of this
reason

cedge-cxp

CXP has reached the
maximum number of
probes it can handle.
Need to disable either
some applications or the
links in which CoR SaaS
is enabled
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CXPD-5-APP_CHANGE 5-Notice | Application: [chars] | This log |cedge-cxp | No action is required
exit changed from |is
([chars] via [chars]) | generated
local-color [chars] | whenever
remote-color [chars] | exit for a
to ([chars] via SaaS
[chars]) local-color |application
[chars] remote-color | changes
[chars] from from one
[dec]/[dec] to TLOC to
[dec]/[dec] another
(latency/loss) TLOC
CXPD-5-SCORE_CHANGE 5-Notice | Application: [chars] | This cedge-cxp | No action is required
([chars] exit via syslog is
[chars]), local-color: | generated
[chars], whenever
remote-color: the score
[chars], score (loss/latency
changed from combination)
[dec]/[dec] to changes
[dec]/[dec] for SaaS
(latency/loss) application
over
given
TLOC
DBAL-3-BIPC_MSG_ALLOC_FAIL 3-Error | BIPC msg size too | BIPC msg | polaris-infia | Report this occurance to
big to allocate size Cisco TAC
beyond
limit.
DBAL-3-MQIPC_ADVANCEERR 3-Error | MQIPC advance MQIPC | polaris-infra | Report this occurance to
error [[chars]] reader | fails to Cisco TAC
[[chars]] advance
to the
next msg
in DBAL
DBAL-3-MQIPC_EVENTLOSS 3-Error | MQIPC event lost |MQIPC | polaris-infia | Report this occurance to
reader [[chars]] event Cisco TAC
notifying
of
non-empty
queue not
delivered
to DBAL
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DBAL-3-MQIPC_PEEKERR 3-Error | MQIPC peek error | MQIPC | polaris-infia | Report this occurance to
[[chars]] reader fails to Cisco TAC
[[chars]] err msg | peek and
[[chars]] fetch a

msg in
DBAL

DBAL-3-MQIPC_READER INIT BY TIMER |3-Error | MQIPC reader MQIPC | polaris-infia | Report this occurance to
[chars] initialized by | reader Cisco TAC
timer not chasfs initialized
watcher. by timer

not chasfs
watcher.

DBAL-4-LONG_EXEC BATCH 4-Warning | Long exec DBAL polaris-infra | Collect log archive and
[[dec]:[dec]] batch show tech-support and
create:exec:now execution report this occurance to
[[dec]:[dec]:[dec]] |took an Cisco TAC
e:p [[dec]:[dec]] extended
resumes [[dec]] peer | period of
[[chars]] time. This

may or
may not
be a
problem
depending
on the
cirounsiances

DBAL-6-DELAYED BATCH 6Information | Delayed batch DBAL polaris-infra | If this is causing impact
[[dec]:[dec]] batch with to any service, collect
create:exec:notif:now | an log archive and show
[[dec]:[dec]:[dec]:[dec]] | extended tech-support and report
eproc [[dec]] e:p lifetime. this occurance to Cisco
[[dec]:[dec]] peer | This can TAC. Otherwise, safe to
[[chars]] occur ignore.

when
large
amounts
of data
and/or
operations
are being
performed.
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DBGD-3-SYNTHETIC TEST PROBE DNS ERR |3-Error | DNS server is This error | cxkpavebity | No action is required
[chars], [chars] syslog is
interface not valid in | generated
VREF: [chars] during
synthetic
test
probes
when
FQDN
cannot be
resolved
due to
errors in
DNS
config

DBGD-5-INTERFACE _AUTO_BW 5-Notice |Interface [chars] This axkpaveebity | No action is required
(vpn: [dec]) notice
bandwidth syslog is
determined by auto |generated
speedtest, upstream | whenever

b/w: [dec] bps, upstream
downstream b/w: or
[dec] bps downstream
bandwidth
of an
interface
is auto
adjusted
DBGD-5-SYNTHETIC TEST PROBE RESULT |5-Notice |Synthetic test probe | This axkpavehity | No action is required
result for app: notice
[chars], url: [chars], | syslog is
src_intf: [chars], generated
latency: [dec], loss: | once
[dec]%%, score: synthetic
[dec], count [dec] |test probe
finishes
measuing
loss and
latency to
given
SaaS
application
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BEDANAVEXVLIGECDINAVEXMVLONNOTEXMLHESE | 3-Error | Unable to get file | Unable to | ewle-client | LOG_STD ACTION
size of dynamic get file
XML file size of
dc_user profiles.xml | dynamic
XML file
cuerposad
BCDMNAVEXVLICERCDINAVEXVLCANNOTTOADXML | 3-Error | Unable to load Unable to |ewlcclient | LOG_STD_ACTION
dynamic XML file |load
dc_user profiles.xml | dynamic
XML file
curpsad
BCDMNAMEXVLIGEICDINAVEXVLCNNOTABENXVLHE | 3-Error | Unable to open Unable to |ewlc-client | LOG_STD_ACTION
dynamic XML file |open
dc_user profiles.xml | dynamic
XML file
cwrposad
DBCDINAVEXMLIGERCDINAVEXMLCANNOTAREXML. | 3-Error | Unable to parse Unable to | ewlc-client | LOG_STD ACTION
dynamic XML file |parse
dc_user profiles.xml | dynamic
XML file
curposad
DMI-2-CDB_MAN_SUB_FAIL 2-Critical | Failed to register as | A Confd |ddmi-infra | Stop and restart
mandatory error has netconf-yang.
subscriber [chars] | occurred
([dec]): [chars] attempting
to mark
DMl as a
mandatory
subscriber
DMI-2-CHG_VRF_FAIL 2-Critical | The DMI application | The DMI | ddmi-infra | Stop and restart
failed to set the application netconf-yang.
correct virtual failed to
routing and set the
forwarding network. | correct
virtual
routing
and
forwarding
network;
thus, it
cannot
communicaie
with
Confd.
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DMI-2-CLI_CHANNEL CLOSED 2-Critical |CLI engine event | The CLI |ddmi-infra | DMI will reset. No
channel closed engine action necessary.
unexpectedly event
([dec)): [chars]. channel to

the
network
element
closed
unexpectedly.

DMI-2-CONFD CB REG DONE FAIL 2-Critical | Failed to complete |A DMI |ddmi-infra | Stop and restart
callback registration | application netconf-yang.
[chars] ([dec]): cannot
[chars]. complete

callback
registration
with
Confd.

DMI-2-CONFD_CB_REG _FAIL 2-Critical | Failed to register A DMI |ddmi-infra | Stop and restart
callback with Confd | application netconf-yang.
[chars] ([dec]): cannot
[chars]. register a

particular
callback
with
Confd.

DMI-2-CONFD_CONNECT FAIL 2-Critical | Failed to connectto | A DMI | ddmi-infra | Stop and restart
Confd via [chars] | application netconf-yang.
socket [chars] cannot
([dec]): [chars]. connect to

Confd via
a
particular
socket
type.

DMI-2-CONFD _INIT FAIL 2-Critical | Failed to initialize |Confd did | ddmi-infra | Back out any recent yang
Confd [chars] not model updates. Stop and
([dec]): [chars]. initialize restart netconf-yang.

properly.
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DMI-2-CONFD_SUB _DONE_ FAIL 2-Critical | Failed to complete |A DMI |ddmi-infra | Back out any recent
subscription [chars] | application model updates. Stop and
([dec)): [chars]. cannot restart netconf-yang.

complete
subscriptions
for
changes
to yang
models.

DMI-2-CONFD _SUB_FAIL 2-Critical | Failed to subscribe |A DMI |ddmi-infra | Back out any recent
[chars] model application model updates. Stop and
[chars] ([dec]): cannot restart netconf-yang.
[chars]. subscribe

for
changes
toa
particular
yang
model.

DMI-2-CONTROL _SOCKET ERROR 2-Critical | Confd control socket | The ddmi-infra | DMI will reset. No
ready check returned | control action necessary.
an error [chars] socket
([dec]): [chars]. connection

to Confd
has

returned
an error.

DMI-2-MAAPI CONNECT FAIL 2-Critical | Could not connectto | A Confd |ddmi-infra | Stop and restart
Confd via DMI error has netconf-yang.

MAAPI socket occurred
[chars] ([dec]): attempting
[chars]. to connect
via
MAAPI
socket.

DMI-2-MAAPI WAIT FAIL 2-Critical | Wait for Confd to | Confd did | ddmi-infra | Back out any recent yang
initialize to phase | not model updates. Stop and
two failed [chars] |initialize restart netconf-yang.
([dec]): [chars]. properly.
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DMI-2-NESD_CREATE FAIL 2-Critical | Failed to create nes |Either an |ddmi-infra | Stop and restart
daemon. atofmanay netconf-yang.

condition
has been
encountered,
or the
DMI CLI
engine
cannot
connect to
the
network
element.

DMI-2-NESD INIT FAIL 2-Critical | Failed to initialize |The nesd |ddmi-infra | Stop and restart
the network element | daemon netconf-yang.
synchronizer failed to
daemon initialize.

DMI-2-NESD PREHOOK INIT FAIL 2-Critical | Failed to initialize |The nesd |ddmi-infra | Stop and restart
component-specific | daemon netconf-yang.
add-ons to the failed to
network element initialize
synchronizer its
daemon anprEED

add-ons.

DMI-2-NES RESET FAIL 2-Critical | Failed to reinitialize | The ddmi-infra | Stop and restart
the DMI network | network netconf-yang.
element element
synchronizer synchronizer
daemon. daemon

cannot
reset in
order to
recover
from a
critical
error.

DMI-2-NETCONF_SSH_CRITICAL 2-Critical | NETCONF/SSH: | A critical | ddmi-infra | Not applicable
[chars] message

from the
NETCONF
SSH
daemon.
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DMI-2-NOTIFICATION_READ_FAIL

2-Critical

Failed to read

notification [chars]
([dec)): [chars].

An
attempt to
read an
event
from the
Confd
notification
socket
failed.

ddmi-infra

DMI will reset. No
action necessary.

DMI-2-RUNNING DATASTORE INVALID

2-Critical

Running datastore is
invalid due to
configuration failure
during commit
phase.

10S
configuration
failed
during
commit
phase of
the
transaction.
Asa
result,
running
datastore
is not in
sync with
10S
configuration.
Configuration
to IOS is
not
allowed
until
datastore
becomes
valid after
full sync.

INVALID

Device will perform
full-sync. CDB lock
must be released by the
controler to unblock
full-sync.

DMI-2-SD_INIT_FAIL

2-Critical

Failed to initialize
the syncfd daemon

The
syncfd
daemon
failed to
initialize.

ddmi-infra

Stop and restart
netconf-yang.
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DMI-2-SD_RESET FAIL

2-Critical

Failed to reinitialize
the DMI syncfd
daemon.

The
syncfd
daemon
cannot
reset in
order to
recover
from a
critical
error.

ddmi-infra

Stop and restart
netconf-yang.

DMI-2-VTY SERVER RESET FAIL

2-Critical

Failed to reinitializie
VTY server utility
instance.

Failed to
reset VTY
server
utility in
order to
recover
from
critical
erTor.

ddmi-infra

Stop and restart
netconf-yang.

DMI-2-WORKER_SOCKET CLOSED

2-Critical

Confd worker closed

The

ddmi-infra

DMI will reset. No

unexpectedly [chars] | worker action necessary.
([dec]): [chars]. socket
connection
to Confd
has closed
unexpectedly.
DMI-2-WORKER SOCKET ERROR 2-Critical | Confd worker socket | The ddmi-infra | DMI will reset. No
ready check returned | worker action necessary.
an error [chars] socket
([dec]): [chars]. connection
to Confd
has
returned
an error.
DMI-3-AUTH_TIMED_OUT 3-Error | [chars] request from | A AAA | ddmi-infra | Check connectivity to
[chars]:[chars] for |request the configured AAA
[chars] over [chars] |timed out. server.
timed out.
DMI-3-CDB_ABORT FAIL 3-Error | Failed to abort A Confd |ddmi-infra | Perform a manual sync
transaction [chars] |error has operation to ensure the
([dec]): [chars]. occurred DMI data store is in sync
attempting with the network
to abort a element's running
transaction. configuration.
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DMI-3-CDB_READ_ FAIL 3-Error | Could not read the |A Confd |ddmi-infra | Download the model in
yang path '[chars]' |error has question from the
from the DMI data |occurred network element and
store [chars] ([dec]): | attempting verify the path exists.
[chars]. toread a Update the model if

specific needed.
model

path from

the DMI

data store.

DMI-3-CDB_SET NAMESPACE FAIL 3-Error | Could not set the A Confd |ddmi-infra | Stop and restart
model namespace | error has netconf-yang.
'[chars]' for occurred
accessing the DMI | attempting
data store [chars] to seta
([dec)): [chars]. specific

model
namespace
for
accessing
the DMI
data store.

DMI-3-CDB_START FAIL 3-Error | Could not start A Confd |ddmi-infra | Stop and restart
session to read error has netconf-yang.
configuration from |occurred
the DMI data store | attempting
[chars] ([dec]): to open
[chars]. the DMI

data store.

DMI-3-CDB_SYNC_FAIL 3-Error | Confd subscription |A Confd |ddmi-infra | Perform a manual sync
socket sync failed | error has operation to ensure the
[chars] ([dec]): occurred DMI data store is in sync
[chars]. attempting with the network

to sync element's running
the configuration.
subscription

socket.
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DMI-3-CLI_ENGINE_CONNECT FAIL

3-Error

Failed to connect to
network element.

DMI
cannot
connect to
the
network
element in
order to
interact
with its
CLI
parser.

ddmi-infra

Check the CLI engine
protocol settings.

DMI-3-CLI ENGINE CONNECT LOSS

3-Error

Detected connection
to the network
element has been
lost. Attempting to
reconnect

DMI has
lost
connection
to the
network
element.

ddmi-infra

No action necessary.

DMI-3-CLI_ENGINE EVENT FAIL

3-Error

Failed to retrieve
CLI engine event
([dec]): [chars].

DMI
cannot
retrieve
its CLI
engine
event in
order to
interact
with the
network
element
CLI
parser.

ddmi-infra

Perform a manual sync
operation to ensure the
DMI data store is in sync
with the network
element's running
configuration.

DMI-3-CLI_ENGINE_LOG_LVL_FAIL

3-Error

Failed to set CLI
engine logging level
([dec]): [chars].

DMI
cannot set
its CLI
engine
logging
level.

ddmi-infra

Stop and restart DMI.
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DMI-3-CLI_ENGINE POLL FAIL 3-Error | Failed to read CLI |DMI ddmi-infra | Perform a manual sync
engine results - max | cannot operation to ensure the
polling attempts read its DMI data store is in sync
exceeded ([dec]). CLI with the network
engine element's running
results in configuration. If problem
order to continues, stop and
interact restart netconf-yang
with the
network
element
CLI
parser.
DMI-3-CLI_ENGINE READ EVENT FAIL |3-Error |Failedtoread CLI |DMI ddmi-infra | Perform a manual sync
engine event ([dec]): | cannot operation to ensure the
[chars]. read its DMI data store is in sync
CLI with the network
engine element's running
event in configuration. If problem
order to continues, stop and
interact restart netconf-yang
with the
network
element
CLI
parser.
DMI-3-CLI_ENGINE READ FAIL 3-Error | Failed to read CLI |DMI ddmi-infra | Perform a manual sync
engine results cannot operation to ensure the
([dec)): [chars]. read its DMI data store is in sync
CLI with the network
engine element's running
results in configuration.
order to
interact
with the
network
element
CLI
parser.
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DMI-3-CLI_ENGINE RECONNECT FAIL |3-Error |Error reconnecting |The CLI |ddmi-infra | Stop and restart
to the network engine netconf-yang.
element ([dec]): has lost
[chars] its
connection
to the
network
element
and
attempted
to
reconnect
with an
error
occurred.
DMI-3-CLI_ENGINE VTY_ CREATE FAIL |3-Error |The CLI engine The DMI | ddmi-infra | Reduce other system
failed to create a CLI activity to ease memory
VTY instance engine demands. If conditions
([dec]): [chars] cannot warrant, upgrade to a
create a larger memory
VTY configuration.
instance.
DMI-3-CLI ENGINE VTY_ OPEN _ FAIL 3-Error The CLI engine The DMI | ddmi-infra | Free up available VTY
failed to open a CLI resources by closing
VTY ([dec)): [chars] | engine unused VTYs. Perform
cannot a manual sync operation
open a to ensure the DMI data
VTY. store is in sync with the

network element's
running configuration. If
problem continues, stop
and restart netconf-yang
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DMI-3-CLI_ENGINE_VTY_ TIMEOUT FAIL

3-Error

The DMI CLI
engine failed to
disable the VTY
timeout ([dec]):
[chars]

DMI
disables
the VTY
timeout
for the
network
element
synchronizer's
VTY
connection
to ensure
its
number
cannot be
silently
claimed
by other
VTY
sessions.

ddmi-infra

None required

DMI-3-CLI ENGINE WRITE FAIL

3-Error

Error writing the
CLI: [chars] -
[chars]

A CLI
engine
error
occurred
while
send a
command
line to the
network
element's
CLI
parser

ddmi-infra

Enter the command line
in question manually via
the network element's
console or vty. If
successful, stop and
restart netconf-yang and

retry.

DMI-3-CLI_GEN_FAIL

3-Error

Failed to generate
CLI change set
[chars] ([dec]):
[chars].

A Confd
error has
occurred
when
requesting
the CLI
change set
for a
transaction.

ddmi-infra

Perform a manual sync
operation to ensure the
DMI data store is in sync
with the network
element's running
configuration.
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DMI-3-DIFF_FAIL 3-Error | Error saving diff An ddmi-infra | Check free space on
file: [chars]/[chars] |operating device. Clean up if
- [chars] system necessary. Also,
error reducing the value of
occurred max-diag-messages-saved
while in the cisco-ia model
performing may help.
a diff of
two files
and
redirecting
to a third
file.
DMI-3-DIR_EXISTS 3-Error | Message diagnostics | A existing | ddmi-infra | Remove or rename the
directory '[chars]' | file is offending file.
exists, but isnota | conflicting
directory. with a
directory
name.
DMI-3-EDIT_REJECTED 3-Error | The NETCONF A ddmi-infra | Retry the NETCONF
running datastore | NETCONF edit again later.
edit request from running
application [chars], |datastore
user [chars], via edit
[chars] was recieved | request
while a occurred
synchronization simultneodly
from the device with a
running-configuration | database
to the NETCONF | syndonwzation
running datastore | operation.

was in progress. The
edit request was
rejected. Resend the
edit request when
the
running-configuration
synchronization has
completed.

Thus, the
request
has been
rejected.
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DMI-3-INIT_SYNC_FAIL 3-Error | Initial DMI sync DMI ddmi-infra | Perform a manual sync
failed. failed to operation to ensure the

synchronize DMI data store is in sync
the with the network
network element's running
element's configuration.
running

oconfiguration

with the

DMI data

store upon

DMI

startup.

DMI-3-INTERNAL ERROR 3-Error | Internal error - An ddmi-infra | Consult man page for

[chars] [dec]: [chars] | unexpected impacted area to interpret
internal the error code and string.
error has
occurred.

DMI-3-INVALID PRESERVE PATH 3-Error | The NED preserve |A ddmi-infra | Remove the offending
path specified non-existent path from the
|[chars]| does not XPath has /native/cisco-apreservened-path
exist. Please remove | been list.
from the specified
fetivetsoafresaveradyeh | to be
list. preserved

during
complete
syncs.

DMI-3-INVALID REG EXP 3-Error | The regular An ddmi-infra | Remove the offending
expression |[chars]| |invalid regular expression from
is invalid. Please regular the specified model or
remove from the expression via "no CLI".

'[chars]' model or via | has been

the CLI '[chars] specified

[chars]' which
will not
compile.

DMI-3-LOAD_SCHEMAS FAIL 3-Error | Cannot load Confd |DMI ddmi-infra | Back out any recent yang
schemas [chars] failed to model updates. Stop and
([dec]): [chars]. load restart netconf-yang.

Confd
schemas
for yang
model
NAMESPACES.
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DMI-3-MAAPI_APPLY TRANS FAIL 3-Error | Failed to apply a A Confd |ddmi-infra | Stop and restart
transaction via DMI | error has netconf-yang.
MAAPI [chars] occurred
([dec)): [chars]. attempting
to apply a
transaction
via
MAAPI.
DMI-3-MAAPI DELETE FAIL 3-Error | Failed to delete A Confd |ddmi-infra | Stop and restart
model path '[chars]' | error has netconf-yang.
via DMI MAAPI occurred
[chars] ([dec]): attempting
[chars]. to delete a
model
path via
MAAPI.
DMI-3-MAAPI FINISH TRANS FAIL 3-Error | Failed to finish a A Confd |ddmi-infra | Stop and restart
transaction via DMI | error has netconf-yang.
MAAPI [chars] occurred
([dec]): [chars]. attempting
to finish a
transaction
via
MAAPIL
DMI-3-MAAPI_KILL SESSION_FAIL 3-Error | Could not kill DMI | A parser |ddmi-infra | Kill the NETCONF user
MAAPI user session | lock session holding the
[dec] - [chars] timeout global lock manually.
([dec]): [chars]. has
occurred,
and DMI
attempted
to kill the
session
holding
the global
lock, but
failed.
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DMI-3-MAAPI LOAD_FAIL 3-Error | Failed to load A Confd |ddmi-infra | Stop and restart
'[chars]' commands | error has netconf-yang.
to model path occurred
'[chars]' via DMI attempting
MAAPI [chars] to load
([dec)): [chars]. commands

toa
model
path via
MAAPI.

DMI-3-MAAPI LOAD FILE FAIL 3-Error |Failed to load file |A Confd |ddmi-infra|Stop and restart
"[chars]' via DMI error has netconf-yang.
MAAPI [chars] occurred
([dec)): [chars]. attempting

to load
commands
from a
file via
MAAPI.

DMI-3-MAAPI LOCK_FAIL 3-Error | Failed to lock the A Confd |ddmi-infra | Stop and restart
DMI data store via | error has netconf-yang.
DMI MAAPI [chars] | occurred
([dec]): [chars]. attempting

to lock
the DMI
data store
via
MAAPI.

DMI-3-MAAPI_SAVE FAIL 3-Error | Could not save A Confd |ddmi-infra | Stop and restart
model path '[chars]' | error has netconf-yang.
to file via DMI occurred
MAAPI [chars] attempting
([dec]): [chars]. to save a

model
path via
MAAPIL

DMI-3-MAAPI START TRANS FAIL 3-Error Could not start DMI | A Confd |ddmi-infra | Stop and restart
MAAPI transaction | error has netconf-yang.
[chars] ([dec]): occurred
[chars]. attempting

to start a
transaction
via
MAAPI.
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DMI-3-MAAPI_START USER FAIL 3-Error | Could not start DMI | A Confd |ddmi-infra | Stop and restart
MAAPI user session | error has netconf-yang.
[chars] ([dec]): occurred
[chars]. attempting
to start a
user
session
via
MAAPI.
DMI-3-MAAPI UNLOCK FAIL 3-Error | Failed to unlock the | A Confd |ddmi-infra | Stop and restart
NETCONF running | error has netconf-yang.
data store via occurred
MAAPI [chars] attempting
([dec)): [chars]. to unlock
the DMI
data store
via
MAAPIL
DMI-3-MEM_UNAVAIL 3-Error | Memory was not Insufficient | ddmi-infra | Reduce other system
available to perform | system activity to ease memory
the DMI action. memory demands. If conditions
is warrant, upgrade to a
available larger memory
to configuration.
perform
the DMI
action.
DMI-3-MODEL RESTORE FAIL 3-Error | DMI failed to DMI ddmi-infra | Check the netconf-yang
restore the model | failed to section of the network
'[chars]' from the restore the element's running
network element's | model configuration. If
running '%s' from populated with
configuration to the |the non-default values, stop
DMI data store network and restart netconf-yang.
([dec]): [chars]. element's If problem continues,
running restore the model's
configuration configuration in question
to the via Netconf
DMI data
store.
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DMI-3-NETCONF_KILL SESSION 3-Error | NETCONF session | A parser |ddmi-infra | Establish a new
[dec] has held a lock NETCONEF session.
parser configuration | timeout Adjust your application
lock/NETCONF has to hold global locks for
datastore global lock | occurred, a shorter interval --
for the maximum and DMI seconds, not minutes
time allowed and | has killed
has been killed. the

conesponding
NETCONF
session.

DMI-3-NETCONF_SSH ERROR 3-Error |NETCONF/SSH: |Anerror |ddmi-infra|Not applicable
[chars] message

from the
NETCONF
SSH
daemon.

DMI-3-SAVE FAIL 3-Error | Error saving file: An ddmi-infra | Check free space on
[chars] - [chars] operating device. Clean up if

system necessary. Also,

error reducing the value of
occurred max-diag-messages-saved
while in the cisco-ia model
opening may help.

or writing

to a

diagnostic

file.

DMI-3-SYNC CLI FILTER ADD FAIL 3-Error |Failed to add CLI |DMI ddmi-infra | Perform a manual sync
configuration cannot operation to ensure the
monitor filter add a CLI DMI data store is in sync
([dec]): [chars]. filter to with the network

monitor element's running
for configuration.
external

CLI

changes.

DMI-3-SYNC _CLI FILTER CREAT FAIL |3-Error |Failed to create CLI | DMI ddmi-infra | Perform a manual sync
configuration cannot operation to ensure the
monitor filter for create a DMI data store is in sync
pattern '[chars]' CLI filter with the network
([dec]): [chars]. to monitor element's running

for configuration.
external

CLI

changes.

273



Facility-Severity-M nemonic SahMeriy | M essage Mesgixgian | Campanatt | Recommended-Action

DMI-3-SYNC CLI FILTER MODE_FAIL 3-Error | Failed to set mode |DMI ddmi-infra | Perform a manual sync
for CLI cannot set operation to ensure the
configuration the mode DMI data store is in sync
monitor filter for its with the network
([dec)): [chars]. CLI filter element's running

to monitor configuration.
for

external

CLI

changes.

DMI-3-SYNC_ERR 3-Error | An attempt to An ddmi-infra | Identify the offending
synchronize the attempt to CLI that makes the sync
running send the fail and delete it from the
configuration to the | umingamfig configuration.
NETCONF running |to ConfD
data store has failed: | to
[chars] repopulate

its data
store has
failed.

DMI-3-SYNC_ FAIL 3-Error | An attempt to An ddmi-infra | Force a full sync via the
synchronize the external 'sync-from' RPC.
running change
configuration to the | (outside
NETCONF running | of
data store has failed. | NETCONF

or
RESTCONF)
has been
detected.
An
attempt to
send the
umingconfig
to Confd
to
repopulate
its data
store has
failed.
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DMI-3-SYNC LOCK FAIL 3-Error |Failed to lock the |A Confd |ddmi-infra|Stop and restart
NETCONF running | error has netconf-yang.
data store via occurred
MAAPI [chars] attempting
([dec)): [chars]. to lock
the DMI
data store
via
MAAPI.
DMI-3-SYNC _MODULE _CHECK ADD FAIL | 3-Error Failed to add DMI ddmi-infra | Perform a manual sync
module up check cannot operation to ensure the
([dec)): [chars]. add a DMI data store is in sync
module with the network
up check element's running
to monitor configuration.
for
module
up status.
DMI-3-SYNC OIR_FILTER ADD FAIL 3-Error | Failed to add OIR |DMI ddmi-infra | Perform a manual sync
monitor filter cannot operation to ensure the
([dec]): [chars]. add an DMI data store is in sync
OIR filter with the network
to monitor element's running
for OIR configuration.
induced
oconfiguration
changes.
DMI-3-SYNC OIR FILTER CREAT FAIL |3-Error |Failed to create OIR | DMI ddmi-infra | Perform a manual sync
monitor filter cannot operation to ensure the
([dec]): [chars]. create an DMI data store is in sync
OIR filter with the network
to monitor element's running
for OIR configuration.
induced
configuration
changes.
DMI-3-SYNC_SYSLOG_FILTER ADD_ FAIL | 3-Error Failed to add syslog | DMI ddmi-infra | Perform a manual sync
monitor filter cannot operation to ensure the
([dec]): [chars]. adda DMI data store is in sync
syslog with the network
filter to element's running
monitor configuration.
for
external
CLI
changes.
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DMI-3-SYNC_SYSLOG FILTER CREAT FAIL

3-Error

Failed to create
syslog monitor filter
for pattern '[chars]'
([dec)): [chars].

DMI
cannot
create a
syslog
filter to
monitor
for
external
CLI
changes.

ddmi-infra

Perform a manual sync
operation to ensure the
DMI data store is in sync
with the network
element's running
configuration.

DMI-3-SYNC UNLOCK FAIL

3-Error

Failed to unlock the
NETCONF running
data store via
MAAPI [chars]
([dec)): [chars].

A Confd
error has
occurred
attempting
to unlock
the DMI
data store
via
MAAPI.

ddmi-infra

Stop and restart
netconf-yang.

DMI-3-VTY_NUM_FAIL

3-Error

DMI failed to
retrieve its tty
number from the
network element

DMI must
keep track
of its tty
number it
uses to
send
command
lines to
the
network
element's
parser in
order to
avoid
triggering
its own
sync
events

ddmi-infra

Check that the 'show
users line' command line
is working

DMI-3-VTY_SERVER_CREAT FAIL

3-Error

Failed to create
VTY server utility
instance.

Failed to
create
VTY
server
utility
instance
for DMI
operational
data use.

ddmi-infra

Stop and restart
netconf-yang.
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DMI-3-VTY_SERVER_START FAIL 3-Error | Failed to start VTY |Failed to |ddmi-infra | Stop and restart
server utility start VTY netconf-yang.
instance. server

utility
instance
for DMI
operational
data use.

DMI-4-CANDIDATE DATASTORE DIRTY |4-Warning | Synchronization of | Configation | INVALID | Commit or discard the
the running is configuration in the
configuration to the | performed candidate datastore in
running datastore is | from the order for the sync to
deferred because the | IOS proceed.
candidate datastore |terminal
is dirty. Commit or | while the
discard the candidate
uncommitted datastore
configuration. has

uncommitied
configuration.
The
system
cannot
perform
sync until
the
configuration
in the
datastore
is either
committed
or
discarded.

DMI-4-CDB_MAINTENANCE MODE 4-Warning | WARNING!!! - A ddmi-infra | Disable this mode in
CDB Cisoosuppart order to return the device
MAINTENANCE |only to normal NETCONF
MODE IS ACTIVE | NETCONF operation.

- [chars]. This mode | mode has
is intended only for | been
Cisco support - it | enabled as
must be disabled for | a recovery
normal NETCONF | mechanism
operation. for an
out-of-sync
condition.
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DMI-4-CLI ENGINE ENABLE FAIL 4-Warning | The DMI CLI DMI ddmi-infra | Perform a manual sync
engine failed to cannot operation to ensure the
enable the network |enter DMI data store is in sync

element's CLI parser | privileged with the network
(enter privileged mode element's running
mode) ([dec]): when configuration. Check
[chars] g AAA settings for the

with the Netconf/Restconf user

network account.

element's

CLI

parser.

DMI-4-CLI ENGINE RC FAIL 4-Wamning | The DMI CLI DMI ddmi-infra | Perform a manual sync
engine failed to get | cannot operation to ensure the
the overall return read CLI DMI data store is in sync
code from the engine with the network
command '[chars]' |return element's running
([dec]): [chars] code for configuration. If problem

the continues, stop and
particular restart netconf-yang
command.

DMI-4-CLI_ENGINE STATE FAIL 4-Warning | Failed to query the |DMI ddmi-infra | Perform a manual sync
CLI engine state cannot operation to ensure the
([dec]): [chars] read its DMI data store is in sync

CLI with the network

engine element's running

state. configuration. If problem
continues, stop and
restart netconf-yang

DMI-4-CLI LOCK_FAIL 4-Warning | Failed to obtain AnIOS |ddmi-infra | Retry NETCONF
exclusive access to | parser operation.
the IOS parser: error has
[chars]. occurred

attempting
to obtain
a
configuration
parser
lock.
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DMI-4-CLI_LOCK_OVERRIDE

4-Warning

Configuration lock
cleared and obtained
by NETCONF
session.

An I0S
parser
lock has
been
cleared to
avoid
conflict
with
NETCONF
session.

ddmi-infra

Retry CLI operation after
NETCONEF session
completes.

DMI-4-CLI ROLLBACK WARN

4-Warning

CLI rollback
warning: tid ([dec]):
[chars].

A Confd
induced
CLI
transaction
was
aborted
and
during the
rollback
CLIs, an
error was
returned

ddmi-infra

Confirm that the network
element's running
configuration is in the
original state before the
failed transaction

DMI-4-CLI_UNLOCK_FAIL

4-Warning

Failed to unlock the

IOS parser store:
[chars].

An IOS
parser
error has
occurred
attempting
to unlock
the parser
lock.

ddmi-infra

Retry NETCONF
operation.

DMI-4-CONFD ROLLBACK WARN

4-Warning

Error copying Confd
rollback file ([dec]):
[chars]

An error
occurred
saving the
Confd
rollback
information.

ddmi-infra

Please enable rollback in
Confd. Check for free
file system space.

DMI-4-CONTROL SOCKET CLOSED

4-Warning

Confd control socket
closed [chars]
([dec]): [chars].

The
control
socket
connection
to Confd
has closed

unexpectedly.

ddmi-infra

DMI will reset. No
action necessary.
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DMI-4-DIAG_WARN 4-Warning | Unable to prepare | An error |ddmi-infra | Check for free file
file system for occurred system space.
message diagnostics. | saving
DMI
message
diagnostics.
DMI-4-NETCONF TRACE WARN 4-Warmning | Error copying An error |ddmi-infra | Please enable
netconf.trace. occurred netconfTraceLog in
saving the Confd. Check for free
Netconf file system space.
trace
information.

DMI-4-RUNNING DATASTORE VALID 4-Warning | Running datastore is | Running | INVALID | Rollback configurations
valid. datastore using rollback-files RPC
is valid to bring device into well
after known state.
successful
full-sync
operation.
DMI-4-SUB READ FAIL 4-Warning | Confd subscription |A Confd |ddmi-infra | DMI will reset. No
socket read failed | error has action necessary.
[chars] ([dec]): occurred
[chars]. attempting
to read
the
subscription
socket.
DMI-5-ACTIVE 5-Notice |process is in steady |process is | ddmi-infra | Informational only. No
state. in steady action required.
state.
DMI-5-AUTHENTICATION_ FAILED 5-Notice | Authentication A user ddmi-infra | No action is required.
failure from failed to
[chars]:[chars] for | authenticate.
[chars] over [chars].
DMI-5-AUTHORIZATION_FAILED 5-Notice |User '[chars] from |A user ddmi-infra | No action is required.
[chars]:[chars] was |was not
not authorized for | authorized
[chars] over [chars]. | for the
requested
service.
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DMI-5-AUTH_PASSED 5-Notice |User '[chars]' A user ddmi-infra | No action is required.
authenticated authenticated
successfully from | successfully
[chars]:[chars] for |fora
[chars] over [chars]. | service.

External groups:
[chars]

DMI-5-CONFIG 1 5-Notice |Configured from A change |ddmi-infra | Informational only. No
[chars] by [chars], |to the action required.
transaction-id [dec] |running

configuration
was
performed
using
NETCONF
or
RESTCONE

DMI-5-INITIALIZED 5-Notice |process has process | ddmi-infra | Informational only. No
initialized. has action required.

initialized.

DMI-5-NACM_INIT 5-Notice |NACM The ddmi-infra | No action is required.
configuration has | nnningconfig
been set to its initial | under the
configuration. /nacm tree

has been
set to its
initial
configuration.

DMI-5-NACM_READRULES 5-Notice | NACM readrules for NACM | ddmi-infra | No action is required.
privilege level [dec] | rules to
loaded successfully. | permit

readonly
access
loaded
successfully.

DMI-5-RESET 5-Notice |process internal state | process | ddmi-infra | Informational only. No
reset. internal action required.

state reset.
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DMI-5-SYNC_COMPLETE

5-Notice

The running
configuration has
been synchronized
to the NETCONF
running data store.

An
external
change
(outside
of
NETCONF
or
RESTCOND)
has been
detected;
thus, the
tumingeonfig
has been
sent to
Confd to
repopulate
its data
store.

ddmi-infra

Informational only. No
action required.

DMI-5-SYNC NEEDED

5-Notice

Configuration
change requiring
running
configuration sync
detected - '[chars]'.
The running
configuration will be
synchronized to the
NETCONF running
data store.

A
configuration
change
that may
trigger
additional
changes
has been
detected;
thus, the
tumingoonfig
will be
sent to
Confd to
repopulate
its data
store.

ddmi-infra

Informational only. No
action required.

282




Facility-Severity-M nemonic

SatMery

M essage

MesgiSinin

Campoent

Recommended-Action

DMI-5-SYNC_START

5-Notice

Synchronization of
the running
configuration to the
NETCONF running
data store has
started.

An
external
change
(outside
of
NETCONF
or
RESTCOND)
has been
detected;
thus, the
tumingoonfig
will be
sent to
Confd to
repopulate
its data
store.

ddmi-infra

Informational only. No
action required.

DMI-6-NETCONF_SSH INFO

6dnfomation

NETCONEF/SSH:
[chars]

An
infomational
message
from the
NETCONF
SSH
daemon.

ddmi-infra

Not applicable

DMI-7-GEN_DEBUG

7-Debug

DMI DEBUG
[chars] [chars]

A debug
message
for syslog
consumption.
For
troubkeshooting
wihtout
btrace

ddmi-infra

Not applicable

DOTI1X-3-PROC_START ERR

3-Error

Dotlx unable to
start.

The
system
failed to
create the
Dotlx
process.

polaris-smd

Restart Dot1x process by
entering
&lt;emd&gt;dotlx
systemraufhroontrol&ltemdsegty
command. If this
message recurs, Reload
the device.
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DOT1X-3-UNKN_ERR 3-Error | An unknown The polaris-smd | Reload the
operational error Dotlx device/process
occurred. process

cannot
operate
due to an
internal
system
error.

DOT1X-4-INFO_EAPOL PING RESPONSE |4-Warning | The interface [chars] | An polaris-smd | No action required.
has an 802.1x EAPOL
capable client with | ping was
MAC [chars] sent out

on this
port to
determine
802.1x
readiness
of the
client
attached.
An
EAPOL
response
has been
received
by the
device
such as a
PC.

DOT1X-4-MEM_UNAVAIL 4-Warning | Memory was not Insufficient | polaris-smd | Reduce other system
available to perform | system activity to ease memory
the 802.1X action. | memory demands. If conditions
AuditSessionID is warrant, upgrade to a
[chars] available larger memory

to configuration.
perform

the Dotlx

Autherfication

DOT1X-5-FAIL 5-Notice | Authentication Dotlx polaris-smd | No action is required.
failed for client authentication
([chars]) with reason | was
([chars]) on unsuocessful.

Interface [chars]
AuditSessionID
[chars] [chars]
[chars]
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DOT1X-5-RESULT OVERRIDE 5-Notice | Authentication result | Authentication | polaris-smd | No action is required.
overridden for client | result was
([chars]) on overridden
Interface [chars]
AuditSessionID
[chars]
DOT1X-5-SUCCESS 5-Notice | Authentication Dotlx polaris-smd | No action is required.
successful for client | aufhentication
([chars]) on was
Interface [chars] successful.
AuditSessionID
[chars] Username
[chars]
DISA THIVEFEHSATNICSDISEX2DISREAYAINK | 6dnformation | User ID: [chars] - | DTLS ewlc-ap |LOG_STD ACTION
DTLS Replay Replay
Attack for Attack for
connection closed | connection
closed

User ID: [chars] - |DTLS ewlc-ap |LOG _STD ACTION
DTLS Replay Replay
Attack detected for | Attack
Source IP [chars] detected
and Dest IP [chars] | for Source
IP and
Dest IP

DISA DTVESSAGRHS A LTPTIT | DISSSYONACHD | 6infomtion | User ID: [chars] - |DTLS ~ |ewlc-ap  |LOG_STD_ACTION

DTLS peer has connection
closed the established
connection, cipher | with peer
[chars]

DISA TITVESFSA TTHTIT1DISSSNEPH BHD | 6dnfomation | User ID: [chars] - | DTLS ewlc-ap |LOG_STD ACTION
DTLS connection | connection
established with established
peer, cipher [chars] | with peer

User ID: [chars] - |Failedto [ewlc-ap |LOG STD ACTION
Failed to complete |complete
DTLS handshake |DTLS
with peer, reason: | handshake
[chars] with peer

DTLS TRACE MSG-3-WLC DTLS ERR 3-Error | DTLS Error, [chars] | General |ewlc-ap |LOG _STD ACTION
ewlc
Error
Message.
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DTLS TRACE MSG-3-X509 CERT VERIFY ERR |3-Error |Cert verify Error, |General |ewlc-ap |LOG_STD ACTION
[chars] ewlc

Error
Message.

EAP-2-PROCESS ERR 2-Critical | EAP critical error | This is polaris-smd | Review SM logs taking

[chars] critical note of the timestamp
condition information to select
where the specific information to
router review. Copy the
could not message and other
perform related information
EAP exactly as it appears on
process the console or in the
related system log. Reload the
operation. device/process.

EAP-3-BADPKT 3-Error | IP=[chars] This polaris-smd | Check specified host for
HOST=[chars] messages EAP operation.

informs
that the
router
received
an invalid
or
malformed
EAP
packet
from the
specified
host.

EAP-6-FIPS_ UNSUPPORTED METHOD 6Information | Method [chars] in | This polaris-smd | Use FIPS supported
eap profile [chars] is | message methods - PEAP, TLS
not allowed in FIPS | informs and FAST
mode that a

method is
not
supported
in FIPS
mode.
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EAP-6-MPPE _KEY 6Information | IP=[chars] This polaris-smd | No action is required.
MIERCVKEYIBNGIHE] | messages
informs
that the
router
received
MPPE
KEY for
the
specified
host.

EMD-0-EVENT LIBRARY OEmagency | An event facility An event | sedessrg | Restart the card.
initialization or facility
maintenance initialization
function failed or
because [chars] maintenance
function
failed.
This error
could be
due to a
software
defect or
system
resource
limitation.

EMD-0-RESOLVE_FRU OFmegency | Failed to determine | The sedesmngy | Restart the card.
[chars] card because | system
[chars] was
unable to
to
determine
a card
state. This
error
could be
due to a
software
defect or
system
resource
limitation.
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M essage
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Recommended-Action

EMD-0-SERVICES_INITIALIZATION

Failed to initialize
general application
services because
[chars]

The
system
failed to
initialize
the
application
services.
This error
could be
dueto a
software
defect or
system
resource
limitation.

Restart the card.

EMD-3-IDPROM_ACCESS

3-Error

Failed access or
process an IDPROM
because [chars]

The
system
failed to
access an
IDPROM
or an
IDPROM
process
failed.
This error
can occur
from a
hardware
defect,
software
defect, or
incorrect
IDPROM
content.

Examine the logs for
IDPROM and hardware
errors.
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EMD-3-IDPROM_SENSOR

3-Error

One or more sensor
fields from the
idprom failed to
parse properly
because [chars].

One or
more
IDPROM
sensor
fields
failed to
parse
properly.
The most
likely
reason is
a
checksum
failure in
the
IDPROM
from
incorrect
IDPROM
content.

Examine the logs for
IDPROM and hardware
errors.

EMD-3-PFU_INITIALIZATION

3-Error

The RP has failed to
initialize a Power
Supply/Fan module
controller because
[chars]

The route
processor
(RP)
failed to
initialize a
power
supply or
a fan
module
controller.
This error
could be
caused by
a
hardware
defect or
a C2Ww
access
failure.

Examine the logs for
C2W and hardware
errors.
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EMD-3-SENSOR_INITIALIZATION 3-Error | Failed to initialize |The msedessmg | Examine the logs for
sensor monitoring | system IDPROM and hardware
because [chars]. failed to erTors.
initialize
an
IDPROM
sensor
monitoring
process.
This error
can occur
from a
hardware
defect,
software
defect, or
incorrect
IDPROM
content.
EPM-4-ACL_CONFIG_ERROR 4-Warning | ACL NAME This polaris-smd | Change ACE
'[chars]' | ACE message configuration for the
SEQUENCE [dec] | | indicates specifed ACL
RESULT FAILURE | that
| REASON [chars] |adding an
ACE to
the
specified
ACL was
ignored
because
of wrong
configuration
EPM-4-POLICY_APP FAILURE 4-Warning | Policy Application | This polaris-smd | Policy application failure
Failed for Client message could happen due to
[[chars]] MAC indicates multiple reasons.The
[[chars]] that the reason for the failure is
AuditSessionID displayed notified to the client and
[[chars]] for policy for the client has to take
POLICY _TYPE the client appropriate action based
[chars] could not on it
POLICY NAME |beapplied
[chars] REASON | by the
[chars] EPM
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M essage

MesgiSinin

Campoent

Recommended-Action

EPM-6-AAA

6Infommation

POLICY [chars]|
EVENT [chars]

This
message
indicates
a
download
request
has been
sritbwrbadsd
successfully
for the
specified
dACL

polaris-smd

No action required

EPM-6-AUTH_ACL

6dnfomation

POLICY [chars]|
EVENT [chars]

his
message
indicates
a
ATHIEAT.
or
AHIAUN
has been
applied or
removed

polaris-smd

No action required

EPM-6-IPEVENT

6Information

IP [chars]| MAC
[chars]|
AuditSessionID
[chars]| EVENT
[chars]

This
message
indicates
the IP
event
ViR gmet
that has
occured
with
respect to
the
specified
host

polaris-smd

No action required

EPM-6-POLICY_APP SUCCESS

64nfomation

Policy Application
succeded for Client
[[chars]] MAC
[[chars]]
AuditSession ID
[[chars]] for
POLICY _TYPE
[[chars]]

POLICY NAME
[[chars]]

This
message
indicates
that the
displayed
policy for
the client
has been
applied
successfully
by the
EPM

polaris-smd

No action required
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M essage

MesgiSinin

Campomant

Recommended-Action

EPM-6-POLICY_REQ

6Infommation

IP [chars]| MAC
[chars]|
AuditSessionID
[chars]| EVENT
[chars]

This
message
indicates
thata
policy
gridnknoe
request
has been
received
by the
EPM

polaris-smd

No action required

EPM PLUGINSERR HS2) URLFIITER NOT CONHGURED

5-Notice

Attempt to enable
url filtering for
Hotspot 2.0 client
[chars] without
having an Hotspot
2.0 urlfilter
configured

An
attempt
was made
to activate
post-auth
Hotspot
2.0 url
filtering
on the
client, as
requested
by the
Radius
server but
no
urlfilter
list name
configured
under the
wireless
hotspot
anqp-server
linked
with the
wireless
policy
profile.

ewlc-spwifi

Make sure a valid
urlfilter list name is
configured under the
wireless hotspot
angp-server profile
linked with the wireless
policy profile
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EPM_PLUGIN-5-ERR VLAN NOT FOUND |5-Notice |Attempt to assign |An polaris-smd | Make sure the VLAN
non-existent or attempt exists and is not
shutdown VLAN | was made shutdown or use another
[chars] to 802.1x to assign VLAN.
port [chars] a VLAN
AuditSessionID to an
[chars] 802.1x

port, but
the
VLAN
was not
found in
the VTP
database.

EPM PLUGIN-5-IGNORED VLAN VALIDATION | 5-Notice | Vlan [chars] not Either the | polaris-smd | Check if fallback-vlan is
defined on the client is configured or if the client
controller, choosing | expatforeign is export foreign. In such
Vlan [dec] or a case, no action needs

fallback-vlan to be taken.
CLIis
configured
EPM_PLUGIN-5-PRINT SEQUENCE 5-Notice |Creating ACE [dec] | Every polaris-smd | Please check that the
for ACL [chars] 10000th ACE count matches the
ACE and configured ACE count.
its ACL
name
printed to
indicate
the ACEs
being
created.

EPM_PLUGIN-5-VLAN_ASSIGN 5-Notice | Vlan assignment The polaris-smd | No action is required.
successful for client | syslog
: [chars] with Vlan |indicates
id : [dec] on that the
Interface : [chars], |Vlan was
AuditSessionID is | assigned
[chars] to the

client

EPM_PLUGIN-6-STICKY TIMER START | 6dnformeation | Sticky timer of [dec] | Log is polaris-smd | Sticky timer has begun.
seconds started for |used to No action needs to be
mac [chars] interface | notify the taken.

[chars] for template | start of
[chars] the sticky
timer
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EPOCH-6-EPOCH_REJECTED 6Information | Peer [chars] has This error | iosxeshdlimgr | Check the epoch and
rejected epoch: occurs if peer state.
[chars] epoch
from
shelbmanager
has been
rejected
by the
peer.
EVUTIL-3-PERMISSION 3-Error | Operation not Eventlib | osebnosutls | Review the process logs
permitted for pid has taking note of the
[dec] tid [dec] detected timestamp information
that a to select specific
process information to review.
has Copy the message and
attempted other related information
to invoke exactly as it appears on
an API the console or in the
that is system log. Research and
listed as attempt to resolve the
having a issue using the tools and
level of utilities provided at
permission. http://www.cisco.com/tac.

With some messages,
these tools and utilities
will supply clarifying
information. Search for
resolved software issues
using the Bug Toolkit at
IwwanenigdifippB gehnhbigte
If you still require
assistance, open a case
with the Technical
Assistance Center via the
Internet at
Hwwasmmighi e tiéxOry
or contact your Cisco
technical support
representative and
provide the
representative with the
gathered information.
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EVUTIL-3-PREREQUISITE_INIT 3-Error | A preferred library |Eventlib | issebinosutis | Review the process logs
has failed to has taking note of the
initialize: [chars] detected timestamp information
that a to select specific
preferred information to review.
library Copy the message and
which other related information
provides exactly as it appears on
infrastructure the console or in the
services system log. Research and
has failed attempt to resolve the
to fully issue using the tools and
initialize. utilities provided at
http://'www.cisco.com/tac.
With some messages,
these tools and utilities
will supply clarifying
information. Search for
resolved software issues
using the Bug Toolkit at
IhwwamoidifippB gehnhbge
If you still require
assistance, open a case
with the Technical
Assistance Center via the
Internet at
etz triex pyl
or contact your Cisco
technical support
representative and
provide the
representative with the
gathered information.
EVUTIL-6-PREREQUISITE 6Information | Preferred library is | Eventlib | isebiosutls | This is an informational
absent has message.
detected
thata
preferred
library is
missing
from the
process.
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Recommended-Action

EWLC HA LIB MESSAGE3BULK. SYNC STATE FRR

3-Error

Error: Bulk sync
status : [chars]

Bulk sync
status
Error

message.
THRVINAID

Bulk-sync
terminated

ewlc-ha

LOG_STD NO_ACTION

BWLC HA IB MESSAGE3WRH ESS CONHG SYNC FAL

3-Error

Error: Wireless
config sync not
complete. Reloading
the WLC!

Switchover
happens
before
wireless
config
sync is
complete!

ewlc-ha

LOG_STD ACTION

EWLC HA 1B MESSAGE6BULK. SYNC STATE INFO

6Information

INFO: Bulk sync
status : [chars]

Bulk sync
status
INFO
message.
COLD -
Bulk-sync
ongoing.
(ONGDONE
- critical
DB sync
complete.
WARM -
Most of
the DB's
synced.
HOT -
Bulk-sync
completed

ewlc-ha

LOG_STD NO_ACTION

EWLC _INFRA MESSAGE-3-EWLC_EVENTHOG

3-Error

Event name: [chars]

System
has
detected
an
excessive
number of
sub-events.
Normal
WLC
functionality
may be
impacted.

ewbapittia

LOG_STD_ACTION
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M essage
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Recommended-Action

EWLC_INFRA_MESSAGE-3-EWLC_GEN_ERR

3-Error

Error in [chars]

General
ewlc
Error
Message.

LOG_STD_ACTION

BEWLC INFRA MESSAGE4EWLC CAC WARNING VSG

4-Warning

CPU Utilization
[chars]

CPU
utilisation
for the
process
has
breached
the
monitored
level,
some
functionality
may be
impacted.
If the
condition
persists,
action
may be
needed.

ewlc-ap

If the condition is
transient and does not
occur frequently, these
messages can be ignored
otherwise an
investigation is needed.
LOG STD ACTION

EWLC_INFRA MESSAGE-6-EWLC_CAC_INFO

6Information

CPU Utilization
[chars]

CPU
Utilisation
for the
process
has
recovered
below the
monitored
level

ewlc-ap

LOG_STD NO_ACTION

BNOUTTY A TEMESEISA TS RVITWPZNUTTOLARE

3-Error

User ID: [chars] -
Failed to compute
PRF mode ([dec]),
size ([dec]) - input is
too large

Failed to
compute
PRF
mode
because
of input is
too large

LOG STD RECUR ACTION

BMCUITY ATTVESCEHSATTICSEMIWANADMIE

3-Error

User ID: [chars] -
Failed to compute
PRF mode ([dec)),
size ([dec]) - invalid
mode

Failed to
compute
PRF
mode
because
of invalid
mode

osebnosuls

LOG STD RECUR ACTION
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BNATIYAIMTMSGHESA TS KMV TRIBHRWVAL | 3-Error | User ID: [chars] - | Failed to | iosebinosuis | LOG STD RECUR ACTION
Failed to compute | compute
PRF mode ([dec]), |PRF
size ([dec]) - output | mode
buffer is too small | because
of output
buffer is
too small
EZMAN_CLIENT-2-ECC DOUBLE BIT ERROR | 2-Critical | Double bit ECC ECC error | astlk<etherdc | This error is usually
errors observed. NP | observed self-correcting. If the
(CC card) is going to | on the NP problem persists, the CC
be reloaded to deviceReset card/hardware may need
recover the NP to be replaced.
Device.

EZMAN CLIENT-3-ECC _SINGLE BIT ERROR |3-Error | Single bit ECC error | ECC error | asrlketherlc | This error is usually
observed self-correcting. If the
on the NP problem persists, the
deviceReset MIP100 hardware may
the NP need to be replaced.
Device.

EZMAN_CLIENT-3-OBJECT_FAIL 3-Error | Failed to bringup Bringup | asrlketherlc | Restart the Linecard.

[chars]. Failure of
reason is [chars] def\Bilife)
has failed
in
EZMAN.
This can
be due to
any
hadraciofirae
failures
and can
be a
serious
error
EZMAN _ CLIENT-3-VLAN _STATS ERR 3-Error | NP Counter Read |NP asrlk-etherde | Continous MSG of these
Failed for Vlan [dec] | VLAN Events, Trigger the
[dec] statistics reboot of the system
error.
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SatMery
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Recommended-Action

EZMAN_CLIENT-5-EZ_CLIENT VLAN_FULL

5-Notice

TCAM Full VLAN
is not Able to add

Rx Sync
Failed for
Interlaken,
Status
Timer
Expired.
So,
Resetting
the Rx
Interlaken
Core

asrlk-etherlc

No user action is
required.

EZMAN INFRA-3-PLATFORM ID ERR

3-Error

Invalid HW Part
number([dec]) and
HW Revision([dec])

HW Part
number
and
revision
read from
the
IDPROM
are not
showing
up
expected
values
which
means the
IDPROM
is either
corrupted
or
incorrectly

progammed

asrlk-etherlc

Possible Hardware issue.
Change the hardware.

EZMAN_RM-2-FPGA_VERSION CHECK_ERR

2-Critical

CASTOR
FPGA[[dec]]
version does not
meet minimum
required version.
Read version :
0x%x, Min Req
Version : 0x%x

Castor
FPGA
version
requirement
not met.

astlk-etherlc

Copy the message
exactly as it appears on
the console or in the
system log, collect the
output of show
tech-support and any
other relevant logs, and
contact your Cisco
technical support
representative.
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EZMAN RM-2-SEM_ERR 2-Critical | CASTOR A Single | aslketherle | If the error is seen only
FPGA[[dec]] - SEU | Event once, there is no need for
event has occurred. | Upset anything to be done. If
Event code: [dec], |(SEU) these errors are
SLR: 0x%x, Frame: | event has appearing
0x%3x, Word, 0x%x, | occurred. continuously/persistently,
Bit: 0x%x These please copy over the logs
events as they appear in the
may occur console, collect the
at any output of show
point of tech-support and any
time, but other relevant logs, and
are contact your Cisco
considered technical support
to be rare. representative.
EZMAN RM-3-L2 BLOCK EVENT 3-Error | L2 Block Event NP of L2 | asrlketherlc | Continous MSG of these
Node:[chars] is Events, Trigger the
(0x%08X - Tree generating reboot of the system
[dec] Instance [dec]) | Events.
EZMAN RM-3-SERDES AUTOTUNE FAIL |3-Error | Serdes Autotune NP5 aslketherlc | OIR the Host-card if
[chars] on lane [dec] | Serdes possible.
RX is
unable to
autotune
to the
peer
device's
TX. This
isa
physical
layer
issue
between
NP5 and
peer
device.
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FED-0-HWSTALL OFEmegency | ASIC [dec] CORE | The piitmng | No action is required
[dec] Packet Buffer |specified
Complex Stalled. | asic/core
Switch will be packet
reloaded\n buffer

complex
stalled.
This is a
critical
error. This
switch will
reload. If
there is a
redundant
switch,
switch over
will
happen

FED-2-INIT_FAILED 2-Critical | Module [chars] The phgitmng | No action is required
failed specified
initialization\n[chars] | module

failed

initialization.
The switch
will reload.

FED3 EPC_ERRMSG-4-UNSUPPORTED 4-Warning | EPC on interface | Unsupported | INVALID | Stop the capture on %s
[chars] is not configuration. interface.\n
supported.To
recover, Stop the
capture.\n

FED3 L3M SYS MSG-3-RSRC IPv4 ERR |3-Error |Failed to allocate the | Hardware |INVALID |Find out more about the
hardware resource |resource error by using the show
for ipv4 multicast | allocation tech-support privileged
entry. Use \'show | has failed EXEC command and by
platform software |and the copying the error
fed [switch] entry will message exactly as it
&lt;module&gt; ip | not be appears on the console
multicast retry programmed. or system log and

mroute\' for details.

entering it in the Output
Interpreter tool. Use the
Bug Toolkit to look for
similar reported
problems.
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FED3 L3M_SYS MSG-3-RSRC IPv6_ERR |3-Error |Failed to allocate the | Hardware |INVALID | Find out more about the
hardware resource |resource error by using the show
for ipv6 multicast | allocation tech-support privileged
entry. Use \'show | has failed EXEC command and by
platform software |and the copying the error
fed [switch] entry will message exactly as it
&lt;module&gt; not be appears on the console
ipv6 multicast retry | programmed. or system log and
mroute\' for details. entering it in the Output
Interpreter tool. Use the
Bug Toolkit to look for
similar reported
problems.

FED3 L3M_SYS MSG-6-RSRC Recovered | 6dnformation | Failed Multicast Hardware |INVALID |Find out more about the
hardware resources |resource error by using the show
recovered. Multicast | allocation tech-support privileged
replication will be | has failed EXEC command and by
operational again. |and the copying the error

entry will message exactly as it

not be appears on the console

programmed. or system log and
entering it in the Output
Interpreter tool. Use the
Bug Toolkit to look for
similar reported
problems.

FED3 13 FRRMSG-3-L3 FIB OUT OF RESOURCE | 3-Error | Failed to program |Running |INVALID | Verify supported scale
[chars] fib out of for the platform from
[chars]/[dec] in Hardware sdm and reduce the scale
NPU due to out of | resource to accordingly. Capture
resource\n support the show platform software

scale of fed active ip/ipv6 route
this L3 FIB summary
feature.

FED3 1.3 ERRMSG313 PORT OUT OF RESOURCE | 3-Error | Failed to program |Running | INVALID | Verify supported scale
port [chars] in NPU | out of for the platform from
due to out of Hardware sdm and reduce the L3
resource\n resource to Port scale accordingly.

support the Capture show platform
scale of the hardware fed active

L3 Port fwd-asic resource
feature. utilization
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FED3 L3 ERRMSG-3-UNSUPPORTED ACTION |3-Error | ERROR:[chars] The INVALID | Find out more about this
Additionally, please | specified unsupported
remove this action is functionality from the
command from the |not release documents and
interface config supported remove the command
mode.\n on this from the interface config

platform. mode

FED3 L3 ERRMSG-6-ADVISORY NOTICE | 6dnformation | Advisory Notice: | This INVALID | No action is needed.
[chars] \n message is Please be mindful of the

to bring limitations.
attention to

the user

about

certain

capabilities

and

limitations

ofa

feature.

FED3 MPLS ERRMSG-3-mpls unsupported feature | 3-Error | Unsupported The feature | INVALID | Find out more about this
feature. Failed to is not yet unsupported feature
program. [chars] in |supported. from the release
software or documents and remove
hardware\n the command from the

interface config mode

FED3 MPLS FRRMSGAVIPLS 12VPN ATOM DISP PAUSE | 4-Warning | Critical limit MPLS INVALID | Find out from error
reached for [chars] |L2VPN messages about the
resource. MPLS ATOM resources that are not
L2VPN DISP available. Verify
ATOM_DISP creations supported scale for the
Create PAUSED.\n | are paused platform from sdm and

as needed reduce the scale

Jab et il accordingly. Capture

in error show platform command
message) for mpls routes

are not summary, tcam utiliztion
available and resource utilization
SO new

entries can

not be

programmed

in HW.
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FED3 MPLS FRRMSGAMIPLS [2VPN ATOM IMP PAUSE | 4-Warning | Critical limit MPLS INVALID | Find out from error
reached for [chars] |L2VPN messages about the
resource. MPLS ATOM resources that are not
L2VPN IMP available. Verify
ATOM_IMP Create | creations supported scale for the
PAUSED.\n are paused platform from sdm and

as needed reduce the scale
oucsraioned accordingly. Capture

in error show platform command
message) for mpls routes

are not summary, tcam utiliztion
available and resource utilization
SO new

entries can

not be

programmed

in HW.

FED3 MPLS FRRMSGAMPLS 12VPN XOON AC PAUSE | 4-Warning | Critical limit MPLS INVALID | Find out from error
reached for [chars] |L2VPN messages about the
resource. MPLS XCON_AC resources that are not
L2VPN XCON_AC | creations available. Verify
Create PAUSED.\n | are paused supported scale for the

as needed platform from sdm and
oocxraned reduce the scale

in error accordingly. Capture
message) show platform command
are not for mpls routes
available summary, tcam utiliztion
SO new and resource utilization
entries can

not be

programmed

in HW.

FED3 MPLS ERRMSG4-MPLS L ABEL PAUSE | 4-Warning | Critical limit MPLS INVALID | Find out from error
reached for [chars] |Label OCE messages about the
resource. MPLS creations resources that are not
Label Create are paused available. Verify
PAUSED.\n as needed supported scale for the

90 G Quss et platform from sdm and
in error reduce the scale
message) accordingly. Capture
are not show platform command
available for mpls routes

SO new summary, tcam utiliztion
entries can and resource utilization
not be

programmed

in HW.
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FED3 MPLS ERRMSG4-MPLS LENTRY PAUSE | 4-Warning | Critical limit MPLS INVALID | Find out from error
reached for [chars] |Lentry messages about the
resource. Lentry creations resources that are not
Create PAUSED.\n | are paused available. Verify
as needed supported scale for the
eoucraioned platform from sdm and
in error reduce the scale
message) accordingly. Capture
are not show platform command
available for mpls summary, tcam
SO new utiliztion and resource
label utilization
entries can
not be
programmed
in HW.
FED3 MPLS ERRMSG-4-mpls out of resource | 4-Warning | Out of resource for | Running |INVALID | Verify supported scale
MPLS [chars]. out of for the platform from
Failed to program | Hardware sdm and reduce the scale
[chars] in resource to accordingly. Capture
hardware\n support the show platform command
scale of for mpls summary, tcam
this MPLS utiliztion and resource
feature. utilization
HDB MALS FRRMSGO6MILS 12VAN ATOM DIP RESUMVE | 6dnfonmation | [chars] resources are | MPLS INVALID | No action needs to be
now available. L2VPN taken.
MPLS L2VPN ATOM
ATOM_DISP DISP
Create creations
RESUMED.\n are
resumed.
Now new

entries can
be

programmed
in HW.
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FED3 MPLS FRRVSG6MILS [2VAN ATOM IMP RESUME | 6nfomation | [chars] resources are | MPLS INVALID | No action needs to be
now available. L2VPN taken.

MPLS L2VPN ATOM
ATOM_IMP Create | IMP
RESUMED.\n creations
are
resumed.
Now new
entries can
be

programmed
in HW.

FED3 MPLS FRRVISGOGMILS [ 2VPN XCON AC RESUME | 6dnfommation | [chars] resources are | MPLS INVALID | No action needs to be
now available. L2VPN taken.

MPLS L2VPN XCON_AC
XCON_AC Create |creations
RESUMED.\n are
resumed.
Now new
entries can
be

programmed
in HW.

FED3 MPLS ERRMSG-6-MPLS L ABEL. RESUME | 6dnfonmation | [chars] resources are | MPLS INVALID | No action needs to be
now available. Label taken.

MPLS Label Create | creations
RESUMED.\n are
resumed.
Now new
entries can
be

programmed
in HW.

FED3 MPLS ERRMSG-6-MPLS L ENTRY RESUME | 6dnfommation | [chars] resources are | MPLS INVALID | No action needs to be
now available. Label taken.

Lentry Create entries
RESUMED.\n creations
are
resumed.
Now new
label
entries can
be

programmed
in HW.
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FED3 PUNJECT-6-PKT CAPTURE FULL | 6dnformation | Punject pkt capture | All the INVALID | No action is needed.
buffer is full. Use |available
show command to | punt
display the punted |capture
packets.\n buffers
have been
written
with
punted
packets.
B FUNECT (6HTDA NFU TRARS DHBUGANG WARNING | 6dnformeation | Warning: Please When INVALID | No action is needed.
note traps enabled in | EPDA is
Enhanced Packet |enabled the
Drop Analyzer counters
(EPDA) will share |will be
the counters in shared by
Enhanced Drop EDD while
Detection(EDD) displaying
CLI. This will result | EDD
in showing the same | counters
counter values for
the trap(s) in EDD\n
B PONECT (J6HDA TM TRARS DHBUGANG WARNING | 6dnfommation | Warning: Enabling | Enabling | INVALID | No action is needed.
TM traps will affect | TM traps
Per VOQ counters. |will affect
Please clear TM per voq
traps once counters
drop-capture is
completed\n
FED3 QOS FRRMSG3FHED3 SFRVICE POLICY FAILED | 3-Error | Failed to apply An error | pangea-qos | Need to find the info
service-policy.\n occurred from logs. Use "sh
during platform software trace
service-policy message fed active" to
installation find the logs
in FED.
H3QSRRVEGHBFMERICY AIDIRAVONY | 3-Error | The policy [chars] | There was | pangea-qos | Remove the policy from
on interface [chars] |an error the interface and
on [chars] direction | occured reattach.
is already in early. No
ERROR state. No | further
action will be action is
taken.\n taken until
the policy
removed
and
reattached.
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FED8 VLAN MAPPING FRRMSG3MAPPING HW FRROR | 3-Error | Failed to update Anerror |polaris-12 | The resource limit would
VLAN MAPPING |occurs have been reached,
in hardware for when remove the recent added
interface [chars].\n | mapping vlan mapping
VLAN. configuration
FED3 VLAN MAPPING ERRMSG3-VP HW ERROR | 3-Error | Failed to add VP in | An error | polaris-12 | VP limit would have
hardware for occurs been reached, please
interface [chars].\n | when remove the recent
adding VP configuration
FED CCK ERRMSG4INCONSISTENCY FOUND | 4-Warning | Consistency CCK has |INVALID | Find out the entry using
Checker(CCK) detected the show consistency
detected the &lt;&gt; command
inconsistency for | inconsistency
[chars]. Check 'show | between
consistency run-id | the IOSD
[dec] detail'. and
fmanFP
tables.
HD AOND DEBUGECAOND DEBUG BOIH VM VWb AITR T | 6dnfonmation | Failed to start, both | Packet pigitmng | No action is required
v4 & v6 addr is set | trace failed
to start
FED GOND DEBUGGCOND DEBUG INVALID IN HILE | 6dnformation | Failed to start, Packet pis#mng | No action is required
invalid file, not trace failed
found to start
FED COND DEBUG6:COND DEBUG INVALID PORT | 6dnfonmation | Failed to start, Packet phdmnyg | No action is required
invalid Port, not trace failed
found to start
FED GOND DEBUG6COND DEBUG INVALID SWITCH | 6nformation | Failed to start, Packet phgitmng | No action is required
invalid Switch, not |trace failed
found to start
FED COND DEBUGGCOND DEBUG MAC NOT SET | 6dnfomnation | Failed to start, for | Packet pidtmng | No action is required
simulation packet |trace failed
generation src/dst | to start
mac is must
D (OND DEBUG6UOND DEBUG MBMORY AITOCFAL | 6dnformation | Failed to start, Packet pigitmng | No action is required
memory allocation | trace failed
failed to start
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FED COND DEBUG6COND DEBUG MUTIPLE ACES | 6dnformation | Multiple entries Warning | phigifmnyg | No action is required
found in provided | for acl
ACL, common having
fields will get multiple
overlapped by later |aces
entries

HDMONDIA GEONDIE GNEWRKEREXNOIS ORI | 6dnformetion | Failed to start, Packet pidmng | No action is required
simulation needs trace failed
full address, to start
netwrok prefix not
supported

HD@ODIB GEONDIHGRCANDDSTATRNOLET | 6dnfomnation | Failed to start, both | Packet phgmng | No action is required
src and dst addr is | trace failed
required to start

FED COND DEBUG-6-COND DEBUG START FAIL | 6dnfommation | Failed to start trace | Packet phsdmnyg | No action is required

trace failed
to start

FED FNF ERRMSG-3-ADVBASEATTACHERROR | 3-Error | Unable to attach The pidtmnyg | Please try to modify
flow monitor or IP | requested your configuration.
NBAR/Et-analytics | configuration
to interface [chars]. |is not
Flow monitor and IP | allowed.

NBAR/Et-analytics
are not allowed on
the same interface.

FED FNF ERRMSG-3-ATTACHERROR 3-Error |Failed to attach flow | An error | pdigdfmny | Find out more about the
monitor to interface | occurs error by using show
[chars].\n when mgmt-infra trace

attaching messages

the flow fed-fnf-config-error
monitor to switch number command
the

interface.

FED_FNF ERRMSG-3-DETACHERROR 3-Error | Failed to detach Error pigdtmnyg | Find out more about the
flow monitor from |occurs error by using show
interface [chars]\n | when mgmt-infra trace

detaching messages

the flow fed-fnf-config-error
monitor switch number command
from the

interface.
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FED FINF ERRMSG3H OWMONITOR ENABLEFRROR | 3-Error | '[chars]' enablement | The pigitmnyg | Please try to modify
failed due to requested your configuration.
'[chars]' configuration
configuration is not
present on interface | allowed.

[chars]. These
features cannot
co-exist.

FED FNF ERRMSG3REFMONITOR ENABLEERROR | 3-Error | Failed to enable The phgitmnyg | Please try to modify
[chars] [chars] requested your configuration.
Reflexive ACL on | configuration
[chars] and traffic  |is not
will be dropped; allowed.

'[chars]'
configuration
present on interface.

FED FNF _ERRMSG-3-REFMONITOR FAILED | 3-Error | Failed to enable The pig#mnyg | Find out more about the
[chars] [chars] requested error with the help of
Reflexive ACL on | configuration FED logs
[chars] and traffic | failed;
will be dropped; traffic will
Netflow be dropped
programming failed. | on this

interface.

FED FNF ERRMSG-3-REFMONITOR RSCFULL | 3-Error | Failed to enable The phgdmny | Remove the existing
[chars] [chars] requested FNF/FNF based feature
Reflexive ACL on | configuration attachment and retry
[chars] and traffic | failed,
will be dropped; traffic will
Netflow profiles be dropped
exhausted. on this

interface.

FED FNF _ERRMSG-3-SGTCATTACHERROR | 3-Error | Detach the existing | The pidtmnyg | Please try to modify
[chars] before requested your configuration.
attaching [chars] to | configuration
interface [chars]. is not
These features allowed.
cannot co-exist.

FED FNF ERRMSG-6-NOTALLOWED 6Information | [chars] is not The phdtmny | Please try to modify
allowed.\n requested your configuration.

configuration
is not
allowed.
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FED_FNF_ERRMSG-6-UNSUPPORTED 6Information | [chars] is The piitmng | Please do not use the
unsupported\n requested current configuration.

configuration
is not
supported.

FED IPC MSG-5-FAST RELOAD COMPLETE | 5-Notice |Fast reload This is accsw-p-fsu | No action needed. This
operation complete |used to is not an error.

indicate
that the
fast reload
is
complete.

FED 12M FRRMSG-3-COLLISION LIST RSRC ERR | 3-Error | Failed to allocate | Hardware |INVALID |Find out more about the
hardware resource |resource error by using the show
for group [chars] - |allocation tech-support privileged
reason: [chars] - has failed EXEC command and by
entry collided with |and the copying the error
groups: [chars] in | entry will message exactly as it
hash not be appears on the console

programmed. or system log and
entering it in the Output
Interpreter tool. Use the
Bug Toolkit to look for
similar reported
problems.

FED L2M_ERRMSG-3-RSRC_ERR 3-Error  |Failed to allocate | Hardware |INVALID |Find out more about the
hardware resource |resource error by using the show
for group [chars] - |allocation tech-support privileged
resource type: has failed EXEC command and by
[chars] - reason: and the copying the error
[chars] entry will message exactly as it

not be appears on the console
programmed. or system log and

entering it in the Output
Interpreter tool. Use the
Bug Toolkit to look for
similar reported
problems.
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FED_L2M ERRMSG-3-VLAN RSRC ERR |3-Error |Failed to allocate |Hardware |INVALID |Find out more about the
hardware resource |resource error by using the show
for vlan [dec] - allocation tech-support privileged
resource type: has failed EXEC command and by
[chars] - reason: and the copying the error
[chars] entry will message exactly as it
not be appears on the console
programmed. or system log and
entering it in the Output
Interpreter tool. Use the
Bug Toolkit to look for
similar reported
problems.

FED _L3M ERRMSG-3-RSRC _ERR 3-Error |Failed to allocate | Hardware |INVALID |Find out more about the
hardware resource |resource error by using the show
for [chars] - allocation tech-support privileged
rc:[chars] has failed EXEC command and by

and the copying the error

entry will message exactly as it

not be appears on the console

programmed. or system log and
entering it in the Output
Interpreter tool. Use the
Bug Toolkit to look for
similar reported
problems.

FED L3M ERRMSG-4-lsm LB warning 4-Warning | IGP load balance | MPLS IGP | INVALID | Find out more about the
not supported for  |load error by using the show
Label Switch balbnceBCMP tech-support privileged
Multicast. Configure | is not EXEC command and by
'no mpls mldp supported. copying the error
forward recursive' to | Entries will message exactly as it
disable be put into appears on the console

retry and or system log and

once user entering it in the Output
disables Interpreter tool. Use the
the ECMP Bug Toolkit to look for
via CLI, similar reported

LSM will problems.

recover
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FED_L3M ERRMSG-4-Ism_RSRC ERR 4-Warning | Failed to allocate the | Hardware |INVALID | Find out more about the
hardware resource |resource error by using the show
for LSM(Label allocation tech-support privileged
Switch multicast) | has failed EXEC command and by
entry, LSM and the copying the error
replication will be | entry will message exactly as it
impacted not be appears on the console
programmed. or system log and
Entry will entering it in the Output
be in retry Interpreter tool. Use the
queue Bug Toolkit to look for
waiting for similar reported
resources, problems.
once
available
LSM will
recover

FED L3M ERRMSG-4-Ism _label warning |4-Warning | MPLS label range | MPLS INVALID | Find out more about the
from [dec] to [dec] |range of error by using the show
is not supported upper 4k tech-support privileged
with Label Switch | from 1M EXEC command and by
Multicast (LSM). |supported copying the error
Reconfigure 'mpls | protocal message exactly as it
label range' value is appears on the console
accordingly. reserved or system log and

for LSM to entering it in the Output

use Interpreter tool. Use the

internally. Bug Toolkit to look for
similar reported
problems.

FED L3M_ ERRMSG-4-Ispvif RSRC ERR | 4-Warning | Failed to allocate the | Hardware |INVALID | Find out more about the
hardware resource |resource error by using the show
for Lspvif allocation tech-support privileged
Adjacency, some of | has failed EXEC command and by
the LSM MDTs will | and the copying the error
be impacted entry will message exactly as it

not be appears on the console
programmed. or system log and
Entry will entering it in the Output
be in retry Interpreter tool. Use the
queue Bug Toolkit to look for
waiting for similar reported
resources, problems.

once

available

LSM

MDTs will

recover
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FED L3M ERRMSG-6-lsm RSRC ERR recovered | 6dnformation | Failed LSM Hardware |INVALID |Find out more about the
hardware resources |resource error by using the show
recovered. LSM failure is tech-support privileged
replication will be | recovered EXEC command and by
operational again | again and copying the error
LSM(Label message exactly as it
Switch appears on the console
Multicast) or system log and
will be entering it in the Output
back to Interpreter tool. Use the
normal Bug Toolkit to look for
similar reported
problems.

FED 13M ERRMSG-6-Isp