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New and Changed Information

The following table provides an overview of the significant changes up to the current release. The
table does not provide an exhaustive list of all changes or the new features up to this release.

Table 1. New Features and Changed Behavior in the Cisco Nexus Dashboard Insights

Feature Description Release Where Documented

Traffic Analytics Traffic Analytics enables 6.4.1 Traffic Analytics
to monitor your
network’s latency,
congestion, and drops.

This document is available from your Cisco Nexus Dashboard Insights GUI as well as online at
www.cisco.com. For the latest version of this document, visit Cisco Nexus Dashboard Insights
Documentation.


https://www.cisco.com/c/en/us/support/data-center-analytics/nexus-insights/series.html
https://www.cisco.com/c/en/us/support/data-center-analytics/nexus-insights/series.html

Traffic Analytics

Traffic Analytics
Traffic Analytics enables to monitor your network’s latency, congestion, and drops.

Traffic Analytics automatically discovers services running in your network by matching well-know
Layer 4 ports to their corresponding service endpoint categories. Nexus Dashboard Insights then
assess service performance based on thresholds you define for the following metrics:

- Latency: Measures the overall time in microseconds it takes a packet to go from one place
to another.

- Congestion: Measures network bandwidth utilization and quality of service (QoS) activation
mechanisms to determine if a service is experiencing network congestion.

- Drops: Measures the percentage of dropped versus transmitted packets considering factors
such as CRC errors, faulty cables and other devices.

An anomaly is raised if there is any deviation in the performance metrics such as latency, congestion,
and drops. Performance score is calculated for each conversation and aggregated to Service
Endpoint or Endpoint level to raise anomalies.

Performance score is calculated based on the following:

» Congestion - Consistent congestion avoidance active between endpoints is calculated.
- Latency - Deviation from measured baseline is calculated.

+ Drops - Directly correspond to an issue with the conversation or service.
Using Traffic Analytics you can

- Monitor traffic pervasively.

- Report performance issues using anomalies raised for performance metrics.

- Sort top talking services and clients and determine the top talkers in the system.
- Determine the SYN or RST counts per service.

- Troubleshoot conversations or flows on-demand.

A conversation is defined as a 4-tuple including source IP address, destination IP address,
destination port, and protocol. In case a single client establishes multiple communication flows
initiated by multiple source ports towards a service endpoint, all related statistics would be
aggregated as a single entry in the Traffic Analytics table. A service endpoint is defined by an
IP address, a port, and a protocol.

An anomaly is raised once conversation limit is exceeded. Navigate to Admin > System
Settings > Flow Collection. In the Traffic Analytics status for the last hour area, you can view if
the conversation rate approaches or exceeds the limits. You can also view if there are any
Traffic Analytics record drops.



Guidelines and Limitations

- Traffic Analytics is supported on Cisco NX-OS release 10.4(2)F and later.
- Traffic Analytics is not supported for Layer 4 to Layer 7 Services.
- Traffic Analytics is not supported for Multi-Site.

- Before enabling Traffic Analytics on NDFC sites with Netflow configuration, you must add a
freeform policy to the leaf switches. This ensures that if Traffic Analytics is disabled from Nexus
Dashboard Insights, Netflow configuration is not removed.

- Multicast is not supported for Traffic Analytics.

« Traffic Analytics is only available for traffic flows between IPv4/IPv6 endpoints that are contained
within the fabric. These endpoints should be visible in the Manage > Sites > Connectivity >
Endpoints page. If the source or destination endpoint exists outside the fabric, then the Traffic
Analytics flow will not be displayed in the Traffic Analytics table.

- Traffic Analytics configurations or export is not supported on Cisco Nexus 9500 modular chassis,
however flow troubleshoot jobs is supported for FX platform switches and Cisco Nexus 9500
modular chassis.

- Traffic Analytics Report only displays TCP services and TCP clients/conversations. Navigate to
Analyze > Analysis Hub > Traffic Analytics to view this information.

Traffic Analytics Refrash
Data is shown based on telemetry-monitored hardware. You can learn more about our methodology here.
‘ @ Nveesams-SJ-Al v | ® Lastaay «

Summary ~

v Traffic Analytics Score reached Major
11 service endpoint categories have Major Traffic Analytics Scores.

Traffic Analytics Metrics

Latency © Msjor A Congestion @ Heaithy

©  Amount of tme it takes for a cata packet to go from one place to another. Reduced quality of service that occurs when a network node or link is carrying more
h

data than it can handle.

t reaching their destination due to congestion, fauty cables/devices or

Service Category by Score Number of Service Endpoints by Category

: L =
o o =

Manage Service Endpoint Categories

View Service Categories v by Traffic Analytics Score v

Traffic Analytics
Endpoint Service Port Node s VHES_ Latency Score Congestion Score  Drop Score Category Protocol Client Count Session Count  Reset Count Tx Rate Rx Rate

17 © Major © Healthy © Heaithy © Major Utilty Tcp 200 97286 - 2.14 Mbps 15.08 Mbps
162 © Major © Healthy © Heaithy © Major NMS Tcp 200 97278 2.15 Mbps 15.08 Mbps
9092 - © Major © Healthy © Heaithy © Major Message_Bus  TCP 200 97285 - 2.15 Mbps 15.08 Mbps
6443 - © Major © Healthy © Hesithy © Major MicroServices Tcp 200 97288 - 2.14 Mbps 15.08 Mbps
554 - © Major © Healthy © Heaithy © Major Streaminy g Tcp 200 97279 - 2.14 Mbps 15.07 Mbps
162 - © Major © Healthy © Heaithy © Major NMS Tcp 200 97282 215 Mbps 15.08 Mbps
17 © Major © Healthy © Hesithy © Major Utilty Tcp 200 97289 2.14 Mbps 15.07 Mbps
9092 - © Major © Healthy © Heaithy © Major Message_Bus  TCP 200 97287 - 2.15 Mbps 15.08 Mbps
6443 - © Major © Healthy © Healthy © Major MicroServices Tcp 200 97274 - 2.14 Mbps 15.08 Mbps



- UDP and ICMP flow/conversation reports will be only shown at the endpoint level. Navigate to

Manage > Sites. Select a site. Click Connectivity > Endpoints > Endpoint > Traffic Analytics to
view this information.

IP Details for IP

fedn|
Last day
Overview IP History Anomalies Traffic Analytics Trends and Statistics Flow Collections
Traffic Score reached Healthy
This score change generated 0 anomalies over the last 1 day
Services Hosted on this Endpoint
Fitter
No data to display
Connections to other Services and IPs from this Endpoint by Traffic Analytics Score
Over the last 2 haurs
L]
.
.
o o Tazc00m 03-06 64132000 P
Traffic
Tx Max Rx Max TxAverage RxAverage TxMax Rx Max
Endpoint Service Port Node Interface Analytics Hostname  Category Protocol VLAN VRF Sessions Tx Rate Rx Rate
— v Burst Burst Latency  Latency  Latency  Latency
NV-SJ-Leaf3 eth1/10 © Healthy - - uopP - wrf_20001 - 76.00 Bps - 8
1433 NV-SJ-Leaf3 eth1/10 @ Healthy - Database TCcP - wrf_20001 147 21.02 Kbps 8
1433 NV-S)-Lesf3  ethi/10 @ Heatthy - Datsbase  TCP - wi_20001 146 21.10Kkbps - 8
1433 NV-SJ-Leaf3  ethi/10 © tHeatthy - Database  TCP . wi_20001 144 21.03 Kbps 8

- Traffic Analytics may display partial data when the VRF instance is configured with the new L3VNI
mode. For more information about the new L3VNI mode, see the Cisco Nexus 9000 Series NX-OS
VXLAN Configuration Guide.

Configure Traffic Analytics

1. Navigate to Admin > System Settings > Flow Collection.

2. In the Flow Collection Mode area, select Traffic Analytics.


https://www.cisco.com/c/en/us/td/docs/dcn/nx-os/nexus9000/103x/configuration/vxlan/cisco-nexus-9000-series-nx-os-vxlan-configuration-guide-release-103x/m_configuring_vxlan_bgp_evpn.html#concept_en4_gtg_wtb
https://www.cisco.com/c/en/us/td/docs/dcn/nx-os/nexus9000/103x/configuration/vxlan/cisco-nexus-9000-series-nx-os-vxlan-configuration-guide-release-103x/m_configuring_vxlan_bgp_evpn.html#concept_en4_gtg_wtb

System Settings Refresh

System Issues System Status Details Export Data Flow Collection Microburst Metadata

Flow Collection Modes

Select one of the following modes to run on all your sites based on your needs

Traffic Analytics NX-OS Only Flow Telemetry
O Classic monitoring of flow collection supporting Netflow, Netflow+ and sFlow. Does not include
automated service discovery and other features.

@ Automatically discover services and visualize flows based on well-known L4 ports, identifying
congestion, latency, drops and more.

Traffic Analytics status for the last hour View All Traffic Analytics Rate Statistics

Within Limit: 5,100 Conversations/min o No Drops Traffic Analytics Record Drops (]
Received System Ci Rate 3,526 Ci

Flow Collection Per Site

Site Collection Status Node Status

hahamed-sal © Enabled 95 Vo 09 0

hahamed-sjc18 ® Disabled @0 Vo 09 6

3. In the Flow Collection per Site table, select the site.

4. Click the ellipse icon and then click Enable to enable Traffic Analytics.

o If flow telemetry is already enabled on the site, you must first disable flow
telemetry for all the sites before enabling Traffic Analytics.

5. You can view the Flow Collection status for each node in the Node Status column.

(e]

Green - Flow collection is successfully enabled.

o Red - Flow collection is not enabled.

(e]

Orange - Flow collection is partially enabled.

(e]

Grey - Flow collection is not supported or data cannot be found. If a switch is in disabled
state, it will included in the Grey category.

6. In the Traffic Analytics Status For The Last Hour area you can see the number of conversations
that are over limit and Traffic Analytics drops. You must make sure that you do not exceed the
maximum conversation limit. If you exceed the maximum conversation limit you will see drops in
flows records and it will impact the visibility.

7. Click View All Traffic Analytics Rate Statistics to view the statistics for each node in a site.

Apply Traffic Analytics Configuration

For NDFC fabric in Monitored mode, Nexus Dashboard Insights will not deploy Traffic Analytics
configuration to all switches in the fabric. You must apply the Traffic Analytics configuration to every
switch.

1. Navigate to Admin > System Settings > System Status Details.

2. Select a site.

3. Click the ellipse icon and then click Expected Configuration.



4. From the Expected Configuration area, you can view and copy configurations under Software
Telemetry and Flow Telemetry.

5. Using the command line, log in to the switch.

6. Enter the following commands:

switch# configure terminal
switch(config)# copy running-config startup-config

View Traffic Analytics

View Traffic Analytics for an Individual Site

1. Navigate to Manage > Sites.

2. Click site name.

Manage > Sites > hahamed-sal 3
hahamed-sal Refresh
Overview | y Connectivity A li Advisories Integrations

9 INTERFACES

ANOMALY LEVEL WARNING NO ADVISORIES Total Physical it
81 total warning anomalies, out of which 81 No advisories found
occurred in the last week
g:oNvf:ArI;lost recently available data INVENTORY
9 v Showing most recently available data
Type Connectivity to Nexus Dashboard
NDFC @ ok Swit5ches
Conformance Telemetry Collection Status

@ Healthy

Qok
) ) View Hardware Resources View Capacity
Traffic Analytics

A\ Warning

Switch Software Version

10.4(2)

Creation Time on Nexus Dashboard Insights Collector Configuration

Jan 14, 2024, 07:31:57 PM

Nexus Dashboard

CONNECTIVITY

Pl oYl VoVl [2%a )

3. Select a time range from the dropdown menu. By default the Current time (last 2 hours) is
selected.

4. In the General area, click Traffic Analytics to view Traffic Analytics details for that site. In the
Traffic Analytics page all the information is grouped as service categories for that site.



Traffic Analytics X

. Traffic Analytics Score reached Warning
6 service endpoint categories have Warning Traffic Analytics Scores.

Summary Trends and Statistics

Metric Scores

P Latency o Major

Amount of time it takes for a data packet to go from one place to another.

é Congestion @ Healthy
Reduced quality of service that occurs when a network node or link is carrying more data than it can handle.

/"_;x Drops @ Healthy
. Lost packets not reaching their destination due to congestion, faulty cables/devices or other problems.

Endpoint Service Category by Score Endpoint Service Category by Category
B Critical 0 m Web 1002
® Major 0 B Remote_Connection 1001
® Warning 6 . ® Email 1000
® Healthy 1 m Database 502
® Info 0 m File_Sharing 500

‘ m File_Transfer 500
Qther

5. The Summary area displays the Traffic Analytics Score and how the metrics is determined. You
can view the traffic profile for endpoint service category by score and category.

6. Click Trends and Statistics to view Traffic profile, Top Endpoint Service Score Changes, and Top
Endpoint Categories.



View Analysis

Traffic Analytics

Traffic Analytics Score reached Warning
6 service endpoint categories have Warning Traffic Analytics Scores.

A

Summary Trends and Statistics

Traffic Profile

RX'\",

6.85 MB
= Email 11.69 MB

8.69 MB
= Email 11.70 MB

® Database ® Database

"

112.62 MB '

m File_Sharing 5.91 MB
m File_Transfer 9.36 MB
o

m File_Sharing 5.91 MB
 File_Transfer 177.97 MB

to.n MB

\ 4

Top Endpoint Service Score Changes

Categories Score Change Affecting Metric
Database A Warning " @ Healthy Latency
File_Transfer A Warning @ Healthy Latency
Remote_Connection A Warning " @ Healthy Latency
Email A\ Warning =2 A\ Warning Latency —
File_Sharing A\ Warning - A\ Warning Latency —
RoCE O Unknown - ° Healthy =
Web A\ Warning . A\ Warning Latency —
7 items found Rows per page 10 W [I]
Top Endpoint Categories by Rx Latency v
Categories Average Trend
File_Transfer 2.01us ”2 3%
Remote_Connection 2us 7 1%
Database 2us 0%
Email 2us M 0%
File_Sharing 2us hd
RoCE Ous -
Web 2us M 0%



a. In the Traffic Profile area you can view the traffic amount for the endpoint service category.

b. In the Top Endpoint Service Score Changes area, you can view the anomaly score change
across 2 hours and the metrics (such as latency, congestion, drops) affecting the score
change.

c. In the Top Endpoint Categories by area you can see the top categories by Rx and Tx Latency,
Congestion Score, and Drop Score.

7. Click View Analysis to view Traffic Analytics for all the sites.

View Traffic Analytics for all Sites

1. Navigate to Analyze > Analyze Hub > Traffic Analytics.
2. Select a site from the drop-down menu.

3. Select a time range from the dropdown menu. By default the Current time (last 2 hours) is
selected. When you select the Current time, any issues observed in the Traffic Analytics score
over the last 2 hours is displayed.

10



Analyze > Analysis Hub > Traffic Analysis

Traffic Analytics Refresh
Data is shown based on telemetry-monitored hardware. You can learn more about our methodology here.
[ @ hahamed-sal v ] [ @ current v ]
Summary ~
' Traffic Analytics Score reached Warning
. 6 service endpoint categories have Warning Traffic Analytics Scores.
Traffic Analytics Metrics
= Latency @ Major A Congestion @ Healthy 4 Drops @ Healthy
® Amount of time it takes for a data packet to go from one Reduced quality of service that occurs when a network node L Lost packets not reaching their destination due to
place to another. or link is carrvina more data than it can handle. congestion, faulty cables/devices or other problems.
Service Category by Score Number of Service Endpoints by Category
= Critical 0 = Remote_Connection 1002
= Major 0 = Email 1000
Warning 6 = Web 1000
6 u Healthy 0 4506 m File_Transfer 504
Total Total ® Database 500
u File_Sharing 500
Other
Manage Service Endpoint Categories
View Service Categories v by Traffic Analytics Score v
279 / @ Database
\ [
\ /
\ f
\ /
\ |
(( ‘}
124 |
‘\ |
\ |
\ |
\ |
6 [
\
\/
\ /
01— T T T —
02-01 1:58:11.000 PM 02-01 2:28:11.000 PM 02-01 2:58:11.000 PM 02-01 3:28:11.000 PM 02-01 3:58:11.000 PM
Traffic Session
Endpoint Service Port VRF Node Interface Analytics Category Protocol Client Count Counlt Reset Count Tx Rate Rx Rate @
Score
n9k-leaf-2 Remote_Con
.11.12. Warni - N . 5
20.11.12.13 22 myvrf_50003 O pot §, Warning — TCP 12 66 9.45 Kbps 11.14 Kbps
9k-leaf-2
20.11.12.14 25 myvrf_50003 :Qk»I:H pot §, Warning  Emalil TCcP 10 56 - 8.83 Kbps 10.96 Kbps
n9k-leaf-1 . " "
20.11.12.15 445 myvrf_50003 nOkdleaf-2 potl 4, Warning File_Sharing TCP 10 53 - 8.67 Kbps 10.33 Kbps
n9k-leaf-1 .
20.11.12.18 443 myvrf_50003 pot %, Warning Web TCP 12 65 e 8.69 Kbps 11.00 Kbps
n9k-leaf-2
n9k-leaf-1 Remote_Con
.11.12. Warni - - E .
20.11.12.19 22 myvrf_50003 B — po1 i, Warning — TCP 12 61 10.25 Kbps 12.27 Kbps
n9k-leaf-2 . ) )
20.11.12.28 445 myvf 50003 o pot §, Warning  File_Sharing TCP 12 62 - 9.62 Kbps 12.03 Kbps
n9k-leaf-1 . ;
20.11.12.4 25 myvrf_50003 pot 1, Warning Email TCP 12 64 - 9.79 Kbps 11.53 Kbps
n9k-leaf-2
n9k-leaf-2
20.11.12.45 80 myvrf_50003 nOkleat-1 pot ., Warning Web TCP 12 62 - 9.43 Kbps 11.28 Kbps
n9k-leaf-1
20.11.12.47 80 myvrf_50003 HOKHIEAED: pol 4, Warning Web TCP 12 61 - 9.96 Kbps 11.98 Kbps
n9k-leaf-1 . .
20.11.12.6 143 myvrf_50003 nOkddeaf-2 po1 i, Warning Email TCP 12 65 - 10.03 Kbps 12.62 Kbps

4. The Summary area displays the Traffic Analytics Score and how the metrics are determined. Next
you can view the information for a Service Endpoint Category by Score and Category. Service
endpoint categories consists of ports that have been assigned to categories based on standard
networking defaults and any categories you may have created. These categories are dynamic and

11



7.

12

can be updated any time. See Manage Service Endpoint Categories.

Next use the drop-down list to view the Service Categories or Service Endpoints information for
attributes such as Traffic Score, Congestion Score, Latency Score, Drop Score, and others in a
graphical format. When you select Service Endpoints, you can also view the top 10 endpoints for
various attributes such as Traffic Analytic Score, Latency Score, Congestion Score, Drop Score,
Session Count, Reset Count, TX Rate, and Rx Rate. For Current Time, when you select view
Service Categories for Traffic Analytics Score, you can use the graph to view the transition
between healthy and unhealthy score.

In the Traffic Analytics table, you can view the Service Categories or Service Endpoints
information. The Traffic Score information for service categories or endpoints is a combination of
congestion score, latency score, and drop score. When the score is calculated, congestion score
has the lowest weighage, and drop score has the highest weighage.

a. You can hover on the Traffic Analytics Score column to view the Traffic Analytics Score
breakdown for the service.

b. Use the search bar to filter by Service Categories or Service Endpoints values.
c. Click the gear icon to configure the columns in the Traffic Analytics table.

Click Service Port to view additional details for the particular service.

Service Details for =~ " 77 77 77 | category:Emai X
Feb 01 2024 01:58:11 PM - Feb 01 2024 03:58:11 PM

Traffic Score reached Warning

! 1 clients have Warning Traffic Analytics Score

Endpoint General Details

P Port Hostname Last Updated VRF VLAN Protocol Nodes Interfaces Site
25 - Feb 012024, 03:59:11.975 PM myvrf_50003 - TCP n9k-leaf-1 pol hahamed-sal
n9k-leaf-2

Top Clients by Traffic Analytics Score v

Warning | o~

\ ©20.14.352

|
Info f \
|
|

Info-| I X

\ ©20.14.46.2
| \
Healthy +— S ° | \\ o ° ° o . . —

02-01 1:58:11.000 PM 02-01 2:28:11.000 PM 02-01 2:58:11.000 PM 02-01 3:28:11.000 PM 02-01 3:58:11.000 PM
Client IP Traffic

len N . . "
Address Node Interface Analytics v Hostname Start Time End Time Sessions RST Tx Rate Rx Rate VNI VRF (=3

Score

Feb 012024,  Feb 012024,
- - ‘Warni - - » 3
n9k-leaf-3 eth1/1 i, Warning reoserm wawaiem 5 425Kbps  3.11Kbps 50003 myvrf_50003 TCF

Feb 01 2024, Feb 01 2024,
n9k-leaf-3 eth1/1 ° Healthy - 1:59:34 PM 3:47:56 PM 7 - 3.88 Kbps 3.18 Kbps 10011 myvrf_50003 TCF

Feb 012024,  Feb 012024,
a Health: - - P E
nok-leaf-4 eth1/1 @ Healthy 224:36 P 347:56 PM 6 1.31 Kbps 150 Kbps 10011 myvrf_50003 TCF

Feb 01 2024, Feb 01 2024,
n9k-leaf-3 eth1/1 @ Healthy - 1:50:37 PM 3:51:41 PM 6 - 4.26 Kbps 3.30 Kbps 50003 myvrf_50003 TCF

Feb 012024,  Feb 012024,
-l Health; - - B E
n9k-leaf-4 eth1/1 @ Healthy 228:21 P 351:41 PM 5 1.57 Kbps 157Kbps 50003 myvrf_50003 TCF

Feb 01 2024, Feb 012024,
n9k-leaf-3 eth1/1 @ Healthy - 1:50:34 PM 3:55:26 PM 7 - 3.88 Kbps 3.16 Kbps 50003 myvrf_50003 TCF

Feb 012024,  Feb 012024,
a Health: - - . E
nok-leaf-4 eth1/1 @ Healthy 150:34 PM 355:26 PM 6 2.50 Kbps 190Kbps 50003 myvrf 50003 TCF

Feb 01 2024, Feb 012024,
n9k-leaf-4 eth1/1 @ Healthy - 2:04:34 PM 3:38:21 PM 5 - 3.58 Kbps 2.69 Kbps 50003 myvrf_50003 TCF

Feb 012024,  Feb 012024,
a - Health: - - 2 5
n9k-leaf-3 eth1/1 @ Healthy 150:34 PM P 5 417Kbps  3.47Kbps 50003 myvrf 50003 TCF

Feb 01 2024, Feb 012024,
n9k-leaf-4 eth1/1 @ Healthy - 1:50:34 PM 3:42:06 PM 6 - 3.20 Kbps 2.94 Kbps 50003 myvrf_50003 TCF




a. In the Overview area you can view the endpoint details and client details such as top clients
and conversation between a client and service.

i. In the Endpoint General Details, click Client IP Address to view endpoint details. You can
view all the services hosted on that endpoint and connections to other services and IP
addresses from this endpoint.

i. Use the drop-down list to view the information for Top Clients by Traffic Analytics Score,
Latency Score, Drop Score and others.

iii. In the Clients table, hover on the Traffic Analytics Score to view the Traffic Analytics Score
breakdown for that service.

b. In the Trends and Statistics area you the view the trends for values such clients, service,
latency and others for that service.

c. In the Anomalies area, you can view the anomalies for the particular service endpoint based
on traffic score.

d. In the Flow Collections area, you can view the flow collections for that service.

Manage Service Endpoint Categories

In the Manage Service Endpoint Categories area you can view the ports that have been assigned to
categories based on standard networking defaults and any categories you may have created. If a port
has not been assigned to a category, you can assign it to one of the existing categories or create a
new category. This helps you to organize and manage your network ports more efficiently.

1.
2.

Navigate to Analyze > Analyze Hub > Traffic Analytics.

Select a site from the drop-down menu.

. Select a time range from the dropdown menu. By default the Current time (past 2 hours) is

selected.

In the Service Category by Score area click Manage Service Endpoint Categories.

To create a new category, click New Categories.

& Manage Service Categories X

New Service Endpoint Category

Category Name*

[ )

Port Selectors

Protocol Ports

[ Protocol e ] [ Enter specific Port(s) or ranges (using "," or "-") ] w
© Add

Enter the name of the category.
From the Protocol drop-down list, select the protocol.

In the Ports field, enter the ports or port range.

13



9. Click Add to add additional protocols.
10. Click Save.

11. To edit a category, click the ellipse icon and select edit.

a. Edit the values and click Save.

12. To delete a category, click the ellipse icon and select delete.

a. Click Confirm.

View Traffic Analytics for Endpoints

1. Navigate to Manage > Sites.
Click site name.
Navigate to Connectivity > Endpoints.

In the Endpoint table click an IP address.

a ~ W N

In the IP Details page, click Traffic Analytics to display the Traffic Analytics view for endpoints.

n x

o Sl
IP Details for IP ) 4
Current
Overview IP History Anomalies Traffic Analytics Trends and Statistics Flow Collections
° Traffic Score reached Healthy
This score change generated 0 anomalies over the last 2 hours
Services Hosted on this Endpoint
Filter
" Traffic Analytics ”
Service Port Siore: + Category Protocol Client Count Session Count Reset Count Tx Rate Rx Rate @
R te_C i
3389 © Healthy nem[’ e-onneco  rcp 30 131870 11.94 Kbps 34.63 Kbps
1 items found Rows per page 10 ‘ 1 ‘
Connections to other Services and IPs from this Endpoint by Traffic Analytics Score +
Over the last 2 hours
@201
L]
o=
Healthy . - -> - - - - - - - > - - - - - - - - o 2]
e ey
02-10 12:05:11.000 AM 2:35:11.000 AM 02-10 1:05:11.000 AM 02-10 1:35:11.000 AM 02-10 2:05:11.000 AM
Traffic
Endpoint Service Port Node Interface Analytics - Hostname Category Protocol VLAN VRF Sessions Tx Rate &
Score
20.11.11.1 4791 nok-leaf-1 eth1/1 © Healthy RoCE TCP myvrf_50003 4149 314.00 Bps
20.11.11.11 9092 n9k-leaf-1 eth1/5 © Healthy Database TCP myvrf_50003 4413 406.00 Bps
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Flow Troubleshoot Workflow

The Flow Troubleshoot workflow enables you to collect all the flow records between two endpoints
when the Traffic Analytics score is unhealthy for a service endpoint. Nexus Dashboard Insights allows
you to specify the duration for flow collection and then collect records between specific endpoints for
the specified duration. As a result you can view the path visualization, 5-tuple flow information, and
any issues seen on individual flows.

1.
2.

Navigate to Analyze > Analyze Hub > Traffic Analytics.
Select a site from the drop-down menu.

Select a time range from the dropdown menu. By default the Current time (last 2 hours) is
selected.

In the Service Endpoint table, select the endpoint with an unhealthy Traffic Analytics score and
click Service Port.

In the Service Details page, select the Client IP address with an unhealthy Traffic Analytics score.
Click the ellipse icon and choose Start Flow Collection.

Select the duration to collect flow records for a specific time period. Click Start.
Click Flow Collections to view the status.

After the Collection Status displays Completed, click View Records to view the flow record
details for that specific service endpoint.

o To view the Flow Collection for all the service endpoints for a site, navigate to
Manage > Sites. Select a site. Click Connectivity > Flow Collections.

Flow troubleshoot may not show all the nodes through which packet traverses for
each record in the following scenarios:

o - When there are flow drops in Nexus Dashboard Insights

- When there are table collisions in the hardware
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