Configureand Troubleshoot TITAN with
CURWB
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This document describes the use of TITAN, its configuration, and troubleshooting in CURWB deployments.

TITAN Basics

TITAN isacritical feature that offers high availability with hardware redundancy in CURWB deployments.
It can be configured throughout various features of the fixed part of the fluidity network. The most common
applications arein enabling TITAN on the Core Network Global Gateways, Local Mesh End Gateways, and
Onboard Vehicleradios. It works on both layer 2 and layer 3 networks.

When enabled, TITAN providesfast failover from a Primary device to a Secondary device, in less than 500
milliseconds. The Secondary device immediately resumes CURWB MPLS communications.

The example seen here shows TITAN failover on all three conditions.

» Core Network Global Gateways,
» Local Mesh End Gateways, and
* Onboard Vehicle radios
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How does TITAN work?

To fully comprehend the concept of Titan, it is essential to become familiar with Autotap. It is a network-
loop prevention mechanism that allows CUWRB devices to detect connections and allow only a dedicated
ingress/egress route to and from the Mesh End or network core.

Radios with the same passphrase, connected to the same network switch on the same broadcast domain, act
as asingle unit with multiple antennas.

CURWB Mesh Protocol detects wired connections among radios, with routes being built automatically. The
result is like having a single AP with multiple wireless interfaces.

The AutoTap functionality prevents network loops in such configurations. Only the radio el ected as Primary
(lowest numerical Mesh ID) in a physically connected group publishes MAC address information. Trafficis
seen coming only from the radio elected as the Primary radio of the connected group.

Fixed Infrastructure

The user setstwo Mesh End units with the same configuration and connect to the same switch. Those
devices share information to elect the Primary and the other unit is on standby. When failure occurs, the
Standby unit takes over in 500 ms and connect all the Mesh Points back to the system. For fixed networks,
TITAN can only be enabled on Mesh End units and the Points automatically establish a connection with the
End that took over.

Vehiclesfor Mobility



The process is the same as in afixed network, the units must be on the same switch with the same
configuration. The algorithm sets one as the Primary unit and the other as the secondary. In case the primary
fails, the secondary unit takes over in 500 ms and establish a connection with the closed trackside unit. The
only difference with mobility is, that TITAN can be enabled on Mesh Point units. In that case, the Fluidity
feature supersedes the operation mode of the radio.

Trackside Radio

When the radio can’t communicate with the backbone network, the system forces the vehicle(s) to connect
to the closest trackside as an immediate response to the failure. It is the same process as for fixed networks
but with the possibility of more than one active standby trackside. On the trackside system, the backup is not
aradio on standby mode but afully operational and active one that can cover for the failure.

Gateway connected to the corpor ate networ k

Just as Mesh Ends on afixed network, the gateways (FM 1000 and FM10000) work together to elect a
Primary, and the backup takes over on afailure.

Primary Election

All CURWB units connected to the same wired broadcast domain and configured with the same passphrase
perform adistributed primary election process every few seconds. The Primary unit constitutes an edge
point of the CURWB MPLS network, that is, a device where the user traffic can enter or leave the mesh.
Secondary units act as MPLS relay points. For each neighbor, the algorithm computes a precedence value
based on the role of the unit (mesh-end or mesh-point) and its mesh-ID. Mesh-ends are assigned a higher
priority than mesh-points and, among the same priority, the unit having the lowest mesh-1D is preferred. The
el ection mechanism relies on a dedicated signaling protocol that constantly runsin the network, and it
guarantees that all units elect the same Primary.

Mesh End failover

During normal operation, the Primary and Secondary mesh ends continuously to communicate with each
other about their status and to exchange network reachability information. In particular, the Primary
periodically sends updates to the Secondary regarding its internal forwarding table and multicast routes.

Configuration

In the basic TITAN configuration setup, a deployment would need two gateways (Mesh End); one primary
and other secondary.

Both the primary and secondary pieces of hardware must have these TITAN configurations.
configure mpls fastfail status enabled

configure mpls fastfail timeout 150

config mpls unicast-flood enabled

config mpls arp-unicast disabled

config spanning-tree link-guard 40

config arp gratuitous enabled

configure arp gratuitous delay 150



In Layer 3 configurations if HA is required on each mesh end, then we would need two mesh ends on which
the previous TITAN configuration needs to be executed.

While configuring TITAN on the vehicle radio, first the vehicle needs to have 2 radios on it. In the event of
afailure on the primary, the secondary takes over the communication. In this scenario, the vehicle radios
and the mesh end of the fluidity network need to have the TITAN configuration.

Test Scenario

Our current network topology includes seven radios. Within this setup, the Mesh End radios have their
wireless interfaces deactivated. Their role is confined to serving as gateways, rather than functioning as part
of the Trackside radio system. The primary Mesh End unit is assigned the IP address 10.122.136.50 and the
secondary unit with the IP address 10.122.136.47.

We have 3 Trackside radios (10.122.136.9, 10.122.136.16 and 10.122.136.15). Trackside radio with the IP
address 10.122.136.9 is hardwired into the core network infrastructure. This pivotal radio also extends a
backhaul link to apair of trailer radios with IP 10.122.136.15 and 10.122.136.16. These fixed infrastructure
backhaul links are operating on the 5240 MHz frequency band. Collectively, the three radio provides
wireless coverage to the mobile vehicle operating on a 5180 MHz frequency with the IP address
10.122.136.13).

The mobile vehicle is equipped with two radios with IP address 10.122.136.13 as the primary and
10.122.136.14 as the secondary. Both radios are interconnected through a single switch. The secondary radio
is not shown here.
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Mesh End failover

Step 1: Both Primary and Secondary mesh ends are connected to the network and are active. We can see the
radio with lower Mesh ID acting as mesh end.



ME_Primary#show fluidity netmork
unit §.284.226.200 infrastructure meshend primary
vehicles 1 tetal mobiles 2

infrastructure § backbone @ seshond §, 2ed. 226. 200

[ME_Secondary#show tluidity network
wnit 8.244.227.8 infrastructure meshend backup
vahicles 1 totsl_sehiles 2

infrastrusture § backboro @ |meshend §.286, 228,200

Wehicle 1D Path Infrastr.ID wia Mobile IR via H/O Seq H/O Age @M Primary ID Secondary 10s Vehicle 10 Path Infrastr.10  via wia H/D Seq H/D Age #M Primary ID Secondaty IDs
BE2E1166 8 B.46.196.20 Rl B.66.154.36 AL 23 31,303 2 S.60.104.38 B.254.2.120 BEZA11EH B OB.E6155.20 AL B.A8.194.38 Rl 3 BA.BE5 2 B.b6.194.35  6.206.2.120
Typ Infrastr.Ib oV WVehicle IDs Typ Infrastr.lD ¥ Vehicle 1bs
M 5.746.227.8 L M 5.246,2026.200 W@
£.137.250.80 B 5.137.258.88 @
5.137.368.148 B 5.66.195.28 1 BEZELLSE
B.68,196. 28 1 BEZ61166 5.137.250.158 @
* M B.288.226.200 ® M B.20b,227.8 L]
ME_Primarys] ME_Secondarys(] - |
®d . soumyray = ping =111%10
64 bytes from 16.122.136.14 &4 bytos from 19.12%.136.13: 423 trls51 times28.078 ms
6% bytes from 18.122.135.14 &4 bytes from 19.127.136.13: i
4% bytes from 18.122.134.14 segeilé ttl=El time=38.037 me &L bytes from 19.127.138.13: i
64 bytes from 18,122.136.14 seqesl? trlsfl times28.72% ms 64 bytes from 18.122.136.1
64 bytes from 1d.123.136.14. sequifd ttl=6i tise=38.202 as &4 bytes from 18.13%.136.13: i
64 Bytes from 18.122.136.14: icmp_sequid® tel=61 tise=20 516 me 66 bytes from 19.122.136.13: icmp_seqeils ttl=51 time=32.267 ms
&4 Bytes from 1@,132.136.14: icmp_seges®® Trl=51 1 1,271 B8 &4 bytos from 10,12%,136.13: dcmp 427 Tl=51 timend6.937 m8
64 bytes from 18.122.135.14: icmp_seqeifl ttls5i times32.803 ms &4 bytos from 19.122.136.13: demp, 438 ttleBl times31.B45 ms
64 bytes from 18.132.135.14: icmp_seqes92 trls6l times29.137 ms &6 bytes from 18.127.136.13: icmp_seqes3l ttlsSl times29.165 ms
o A 4

ME_Primary#show fluidity network
unit 5.266.226,700 infrastructure meshend primary

wehicles 1 total mobiles 2
imfrastrueture S Backbone Bseshond S, Fed. 226, 200
wehiele ID Path Infras wia  Momile IO

vis H/O Sy H/O Age #M Prisary ID

Secondary 103

[ME_Secondarysshow tluidity network
unit §.244.227.8 infrastructure meshend backup
vahiclas 1 totsl_sshiles 2

infragtrusture 5 backbomo @ [meshend 5.246, 228,300

Vehicle ID P ste. 1D wia Mol

vis H/D

#M Primary 10

Bh281166 8 B.os.195. Rl &.66.196.36 AL 23 31,303 2 S.4b.l%e.3

Typ Infrastr.ID oy Wehicle 1Ds

Bu24b.2.120

BBZ811EG

198,28 AL K1

Typ Infrastr.ID ™ vehicle 10s

2 Bubé. 194,34

M 5.206.297.8 @
5.137.250.80 (]
5.137.258.148 -]
5.66.196.29

£ M B.260,320,200 &
WE_Primarysl]

64 Bytes from 10,122,135 14:
64 bytes from 18.122.136.14
64 bytes from 18,122.138.14
6% bytes from 18.122.134.14
66 bytes from 10,122.136.14
64 Bytes from id,132.136.14
6% Bytes from 18.122.136.14:

icmp_segesBs telsEl tises32. 25 sy

sequAfS trls5l times3z.712 ms
sege4lé ttl=51 time=30.837 ms
sequid? ttl=fl times28.729 ms
_seqeiBl ttls61 time=35.292 ms
icmp_swgeid? trl=fi tise=29.516 =
iemp_snqui®@ tlsS1 tises3l 271 s
icmp_suges?l trleSl times3Z.093 my
icmp_sequi92 tils51 times29.137 ms

64 Bytes from 18.1227.136.14:
64 bytes from 18.122.134.14:

e

M 5.245.226.200 @
5.137.258.88 @
5.45.155.20 1 82261184
5.137.260.148 @
® M B.24b.227.8 L]
ME_Sécondaryl |
. soumyray — pir 3—111x10
£ bytos from 19.127.136.13: iemp_seqesl3 ttlsGl times28.8790 ms
&4 bytes from 19.127.136.13: icmp_seqes2é ttls5l times32.473 ms
&4 bytes from 19.122,136.13: icmp_seq=s2% ttl=51 time=30.45% ms
&4 bytes from 19.127.138.13: icmp 426 ttl=B1 times29.879 ms
&6 bytes from 18,122,136.13; icap 427 ttl=fl times3.187 ms
&4 bytes from 19.122.136.13: icmp k28 til=6l time=32.267 ms
&4 bytos from 18.122.136.13: icmp_seqeil® ttle5l times24.937 ms
54 bytes Trom 18.177.136.13: icmp_seqesd® trle5l times31.865 ms
&4 bytes from 19.127.136.13: icmp_seqei3l ttlebl times29.185 ms
A 4

Step 2: When the primary goes does, the secondary Mesh End takes over and acts as the mesh end for the
entire network. Note that the failed primary mesh end is now missing from thelist of infrastructure radios.

[ME_Secondary#show fluidity network

unit 5.246.227.8 infrastructure meshend primary
vehicles 1 total_mobiles 2
infrastructure 4 backbone @|meshend 5.246.227.8

Vehicle ID Path Infrastr.ID via Mobile ID

via H/0 Seq H/O Age

#M  Primary ID

Secondary IDs

88261156 8 5.66.195.28 R1 5.66.194.36

Infrastr.ID #V  Vehicle IDs

Typ

R1 26 7.192

2 5.66.194.36

5.246.2.120

5.137.258.80 2]

5.66.195.28 1

5.137.250.148 %]
* M 5.246.227.8 ]
LHE_Secondary#l

88261156

Step 3: The failed primary radio is now back and operational. However, it waits for the preemption delay to

learn the network topology

[ME_Secondary#show fluidity network

unit 5.246.227.8 infrastructure meshend primary
vehicles 1 total_mobiles 2

infrastructure 5 backbone @ meshend 5.246.227.8
via Mobile ID

Vehicle ID Path Infrastr.ID

via H/0 Seq H/O Age

#M  Primary ID

Secondary IDs

88261156 @ 5.66.195.20 Rl 5.66.194.36

Typ Infrastr.ID #V Vehicle IDs

R1 26  58.026

2 5.66.194.36

5.246.2.120

5.137.2508.80
M 5.246,226.200
5.66.195.20
5.137.250.148
* M 5.246.227.8
k!-'IE_Secondary#I

88261156

oPe®




Step 4: Once the preemption timer is reached, the Mesh 1D 5.246.226.200 takes over the role of primary and
radio with mesh ID 5.246.227.8 again becomes the secondary.

Testing failover on the Vehicle Radio

In this lab network, we have afluidity network with one vehicle connected to the trackside. The vehicle has
two radios with |P 10.122.136.13 — Mesh ID 5.66.194.36 (P) and 10.122.136.14 — Mesh ID 5.246.2.120 (S).

Step 1: Both Primary and Secondary vehicle radios are online. We can see the radio with alower Mesh ID
acting as the primary radio and the other as secondary. Based on the wireless quality both the primary and
secondary radio can communicate with the trackside radio. But all downstream communication to the
onboard network always goes through the primary radio. With TITAN secondary vehicle radio becomes
Primary during failure within 500ms.

In this screenshot, the MPLS tunnel can be seen from the mesh end to the vehicle radios.

[<5.246.226.208 5.246.2.120 1586893897> ESTABLISHED ftn 31 ilm 2560808 pim 38.548539180 ka @ { 5.246.226.2080 5.137.250.148 5.66.194.36 5.246.2.128 }|
<5.246.226.200 5.137.250.148 537701201> ESTABLISHED ftn 1 ilm 256000 pi- 11.153242652 ka @ { 5.246.226.200 5.137.250.148 }
<5.246.226.200 5.137.250.80 785530390> ESTABLISHED ftn 2 ilm 256081 pi- 11.151503173 ka @ { 5.246.226.200 5.137.250.148 5.137.260.80 }

5

5

5

|(5.2ﬁ6.226.233 66.194.36 633206167> ESTABLISHED ftn 38 ilm 256007 pim 38.540566965 ka © { 5.246.226.200 5.137.250.148 5.66.194.36 }|
<5.246.226.200 5.246.227 .8 1774125858> ESTABLISHED ftn 28 i1lm 256886 pi- 11.153574318 ka @ { 5.246.226.208 5.246.227.8 }
<5.246.226.200 5.66.195.20 526811188> ESTABLISHED ftn & ilm 256883 pi- 9.151122548 ka @ { 5.246.226.200 5.137.250.148 5.66.195.28 }
ME_Primary#

HE_Primaryd BERA1IEL B B.66.156.20  RL B.86.154.38 AL 231 BABES 2 B.A.194.38 B.24A.2.120
ME_Primarysshow fluidity notwork
wnit §.288,226.200 infrastructure meshend primary Typ Infrastr.ID o Vehicle I0s
wihicled 1 total _ssbiles 2 .
infrastructure 5 backbone @ methend 5.246.226.200 M 5.346,236.200 @
B 5.137.350. 88 L]
venicle 10 Path Infraste.ID  vis  Mobile 1D via H/O Seq W/D Age &M |Primary ID 5.66.195.28 1 BBIS115E
e e e e e e e - 5.137.258.148 @
ELEIEEN B G.86.15E.20 AL 56819434 AL 23 31,383 2 [6.85.194.3% * M 5.346.227.8 a
ME_Secondary@show fluidity metwork
Tfyp Infrastr.ib o  vehicle 1bs wnit 8.244.227.8 infrastructure meshend backup
---------- wvehicles 1 total mobiles 2
M 5,266,227.8 @ infrastructure 5 backbone @ meshend 5,246.226.200
§,137.250.89 a
5.137.250.148 @ vehicle I0 Path Infrastr.ID  vis Mobile ID vin HW/O Seq WO Age @M Primery ID Secondary 10s
5.66.195.20 1 BSSIAGE e e e e B B B B B B B B B B i e
s M 5.286.226.200 @ BERELIEE B E.66.195.28 Rl 5.65.194.36 WL 6 33961 2 E.é6.194.38 E.246.2.120
ME_Primarysreload
Proceed with reload command {cold)? [cenfirm] Typ Infrastr.10  #V Wehicle 10s
€li: AP Rebeoting: CLI triggered cold reboot (reload comsand) M G.2e6, 226,200 @
§.137.250.80 Ll
5.66.195.20 1 B8I61156
ME_PrimarysConnaction to 10.13%.138.50 closed by resete host. 5.137.350.148 @
Connection to 19.132.136.50 closed. * M 5.345.227.8 8
SOLmyT 1Y ESOUMYRAY-H-0XTV ~ % [] ME_secondarye]]
B soumyray — ping 10.122.136.14 — 111x10 » &0 = soumyray — ping 10.122.136.13 — 111x10
&4 bytes from 18.122.136.14: icmp_seqeBil2 ttl=81 time=38.444 ms &4 bytes from 10.122.136.13: icep_seq=dfl ttl=fl time=38.182 ms
Request timesut for icep_seq 8131 &4 bytes from 10.122,134.13: icsp_seqe=452 ttleSl time=29.882 ms
&4 bytes from 10,122,138, 14: icep_segeS1s ttl=61 tise=32.048 me &4 Bytes from 10.122,136,13; icep_seq=a5d ttle$1 # P00 g
&b byted Fres 10.122.138.14: fesp_s08e515 ttl=51 tise=30.284 ms &4 bytes from 10.122,136.13: iesp_seq=454 ttleS1
G4 bytes from 19.172.136.14: fcep_soqe516 ttle5l tises30.794 mi 64 bytes from 10.172.136.13: lesp_seqeasSs ttlesi :
&4 bytes from 10.122.136.14: icep_soqeS17 ttlebi times28.981 ms £4 bytes from 10.12%.136.13: lesp_seqedSh ttleSl times23. 578 ms
&4 bytes from 18.172.136.14: icep_seqeS18 ttleSl times28.218 ms 64 bytes from 18.122.136.13: icep_seqeaS? ttleSl rimes3l.742 ms
&4 bytes from 18.122.136.14: icep_seqeS19 ttls5l times31.112 ms 64 bytes from 10.122.136.13: icep_seqeaSe ttleSl time=27.375 ms
&4 bytes from 10.122.136.14: icep_seq=B20 ttl=81 time=29.437 ms &4 bytes from 10.122,136.13: icep_seq=450 ttl=Sl time=29.563 ms
L A
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Step 2: Aswe shut down the primary radio10.122.136.13 it fails over to the secondary and now
10.122.136.14 becomes the primary.



'MP_Vehicle_Secondary#show fluidity network

unit 5.246.2.120 vehicle 188008568 primary active
vehicles 1 total_mobiles 1

infrastructure 5 backbone @ meshend 5.246.226.200

Vehicle ID Path Infrastr.ID via Mobile ID via H/0 Seq

H/0 Age

#M

Primary ID

Secondary IDs

* 100008568 ® 5.137.250.148 R1 5.246.2.128 R1 120

Typ Infrastr.ID #VY Vehicle IDs

1.450

1

5.246.2.120

M 5.246.226.200 a
5.246.227.8 ]
5.66.195.208 a
5.137.250.80 a
5.137.258.148 1

MP_Vehicle_Secondary#fl

1080088568
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MP - 10.122.136.9
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Step 3: Failed Primary onboard radio on the vehicle is powered back and operational. However, although
this radio connects to the network, it waits for the preemption delay and not actively participate in the
fluidity network.



As seen in this screenshot, 5.66.194.36 came back online but still, it is acting as secondary during the
preemption delay and 5.246.2.120 is still managing the communication. The MPL S tunnel also shows that

5.246.2.120 is communicating with the trackside radio.

MP_Vehicle_Secondary#show fluidity network

unit 5.246.2.120 vehicle 100088568 primary idle
vehicles 1 total_mobiles 2

infrastructure 5 backbone @ meshend 5.246.226.280

Vehicle ID Path Infrastr.ID wvia Mobile ID via H/O Seq H/O0 Age

#M Primary ID

Secondary IDs

* 100008568 8 5.137.250.148 R1 5.66.194.36 R1 141 5.606

Typ Infrastr.ID #V Vehicle IDs

2 5.246.2.120

5.66.194.36

M 5.246.226.200 2]
5.246.227.8 e
5.66.195.28 2]
5.137.250.80 ]
5.137.250.148 1 100008568

MP_Vehicle_Secnndary#ﬂ



5,246,226,
<5.246.226.
5,246,226,
<5.246.226.
«5.246.226.
<5.246,226.,

200
200
200
208
208
208

ME_Primary#J]

MP_TRK&Backhaul
MP - 10.122.136.9

MP_Vehicle _Prima
10.122.136.13

5.246.2.120 1586093897> ESTABLISHED ftn 31 ilm 256008 pim 19.454668222 ka @ { 5.246.226.200 5,137.250.148 5.66.194.36 5.246.2.120 }
5.137.250.148 537701201> ESTABLISHED ftn 1 ilm 2560080 pi- ©0.110429844 ka @ { 5.246.226.200 5.137.250.148 }

5.66.194.36 1227625941 ESTABLISHED ftn 32 ilm 256009 pim 19.454688535 ka @ { 5.246.226.200 5.137.250.148 5.66.194.36 }
5.137.250.80 78553039@> ESTABLISHED ftn 2 ilm 256801 pi- 8.105544792 ka © { 5.24656.226.208 5.137.250.148 5.137.250.88 }

5.246.227.8 1774125858> ESTABLISHED ftn 28 ilm 2560806 pi- @.111126458 ka @ { 5.246.226.200 5.246.227.8 }

5.66,195.20 526811188> ESTABLISHED ftn 4 ilm 256083 pi- 20.185585305 ka @ { 5.246.226.208 5.137.250.148 5.66.195.20 }



Troubleshooting TITAN

» During TITAN configuration all configurations need to be identical on all required radios.

» Based on the size of the deployment, the preemption delay might need to be increased. Thisisto
ensure that when the failed unit becomes operational, it does not take over the role too early before
learning the topology.

» Configuring the fast fail timeout too small can create an unstable network. A value of 150 ms could be
used in most deployments.



