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Introduction

This article is part of a series of articles which explain how to systematically troubleshoot the data
path on Firepower systems to determine whether components of Firepower may be affecting
traffic. Please refer to the Overview article for information about the architecture of Firepower
platforms and links to the other Data Path Troubleshooting articles.

In this article, we will look at the second stage of the Firepower data path troubleshooting: the
DAQ (Data Aquisition) Layer.

Packet
Ingress

Platform Guide

The following table describes the platforms covered by this article.

Platform .

Code Description Applicable Hardware Notes
Platforms

Name

ASA with Firepower

SFR Services (SFR) ASA-5500-X series N/A
module installed.

FTD (all) Applies to all ASA-5500-X series, virtual  NJ/A


https://www.cisco.com/c/en/us/support/docs/security/firepower-ngfw/214572-firepower-data-path-troubleshooting-ove.html

Firepower Threat
Defense (FTD)
platforms

NGFW platforms, FPR-
2100, FPR-9300, FPR-4100

FTD (non- . .
sspand D imageinstalled o, oong y series. virtual
on an ASAor a

;ngE)) Virtual Platform NGFW platforms, FPR-2100

N/A

FTD installed as a

logical device on a
FTD Firepower eXtensible The 2100 series does not use the
(SSP) Operative System FPR-9300, FPR-4100 FXOS Chassis Manager

(FXOS) based

chassis

Troubleshooting the Firepower DAQ Phase

The DAQ (Data Aquisition) Layer is a component of Firepower which translates packets into a
form that snort can understand. It initially handles the packet when it is sent to snort. Therefore, if
the packets are ingressing but not egressing the Firepower appliance or the packet ingress
troubleshooting did not yield useful results, DAQ troubleshooting can be useful.

Capturing Traffic at the DAQ Layer

In order to get to prompt from which to run the capture, you must first connect using SSH to the
SFR or FTD IP address.

Note: On the FPR-9300 and 4100 devices, enter connect ftd first, to end up at the second >
prompt. You can also SSH into the FXOS Chassis Manager IP, then enter connect module
1 console, followed by connect ftd.

This article explains how to collect packet captures at the Firepower DAQ level.

Note how the syntax is not the same as the capture command used on ASA as well as the LINA
side of the FTD platform. Here is an example of a DAQ packet capture run from an FTD device:


https://www.cisco.com/c/en/us/support/docs/security/sourcefire-firepower-8000-series-appliances/117778-technote-sourcefire-00.html

> system support capture-traffic

Please choose domain to capture traffic from:

0-br1
1 - Router

2 - my-inline inline set

Selection? 2

Please specify tcpdump options desired.
(or enter '?' for a list of supported options)

Options: -s 1518 -w ct.pcap

> expert
admin@ciscoasa:~$ Is /ngfw/var/common/

ct.pcap

As seen in the screenshot above, a capture on PCAP format called ct.pcap was written to the
/Ingfw/var/common directory (/var/common on the SFR platform). These capture files can be
copied off of the Firepower device from the > prompt using the directions in the article mentioned
above.

Alternatively, on the Firepower Management Center (FMC) in Firepower version 6.2.0 and greater,
navigate to Devices > Device Management. Then, click on the <% icon next to the device in
guestion, followed by Advanced Troubleshooting > File Download.

You can then enter the name of the capture file and click Download.
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Advanced Troubleshooting

How to Bypass Firepower

If Firepower is seeing the traffic, but it has been determined that the packets are not egressing the
device or there is another issue with the traffic, the next step would be to bypass the Firepower
inspection phase to confirm that one of the Firepower components is dropping the traffic.
Following is a breakdown of the fastest way to have traffic bypass Firepower on the various
platforms.


https://www.cisco.com/c/en/us/support/docs/security/sourcefire-firepower-8000-series-appliances/117778-technote-sourcefire-00.html#anc5

SFR - Place the Firepower Module into Monitor-Only Mode

On the ASA which hosts the SFR, you can place the SFR module in monitor-only mode via the
ASA Command Line Interface (CLI) or the Cisco Adaptive Security Device Manager (ASDM). This
causes only a copy of the live packets to be sent to the SFR module.

In order to place the SFR module into monitor-only mode via the ASA CLI, the class-map and
policy-map used for SFR redirect must first be determined by running the show service-policy sfr
command.

# show service-policy sfr

G obal policy:
Servi ce-policy: global_policy
Cl ass-map: sfr
SFR card status Up, node fail-open
packet input 10000, packet output 9900, drop 100, reset-drop O
The output shows that the global_policy policy map is enforcing the sfr fail-open action on the "sfr"

class-map.

Note: "fail-close" is also a mode in which the SFR can run, but it is not as commonly used
since it blocks all traffic if the SFR module is down or unresponsive.

In order to place the SFR module into monitor-only mode, you can issue these commands to
negate the current SFR configuration and enter the monitor-only configuration:

# configure term nal

(config)# policy-nmap gl obal _policy
(config-pmap)# class sfr

(config-pmap-c)# no sfr fail-open
(config-pmap-c)# sfr fail-open nonitor-only

INFO The nonitor-only node prevents SFR fromdenying or altering traffic.

(config-pmap-c)# wite nenory

Bui I di ng configuration...

Once the module has been placed into monitor-only mode, it can be verified in the show service-
policy sfr output.

# sh service-policy sfr

d obal policy:
Service-policy: global_policy
Cl ass-map: sfr
SFR. card status Up, nbde fail-open nonitor-only
packet input O, packet output 100, drop O, reset-drop O

Note: To place the SFR module back into inline mode, issue the no sfr fail-open monitor-
only command from the (config-pmap-c)# prompt shown above, followed by the sfr {fail-
open | fail-close} command that was originally there.

Alternatively, you can place the module into monitor-only via the ASDM by navigating to



Configuration > Firewall > Service Policy Rules. Then, click on the rule in question. Next, go to
the Rule Actions page and click the ASA FirePOWER Inspection tab. Once there, the Monitor-
only can be selected.

If the traffic issue remains even after the SFR module has been confirmed to be in monitor-only
mode, the Firepower module is not causing the issue. Packet tracer can then be run to further
diagnose issues at the ASA level.

If the issue no longer remains, the next step would be to troubleshoot the Firepower software
components.

FTD (all) - Place Inline Sets into TAP mode

If the traffic is passing through interface pairs configured in inline sets, the inline set can be placed
into TAP mode. This essentially causes Firepower to not take action on the live packet. It doesn't
apply to router or transparent mode without inline sets as the device must modify the packets prior
to send them to the next hop and cannot be placed into a bypass mode without dropping traffic.
For routed and transparent mode without inline sets, proceed with the packet tracer step.

To configure TAP mode from the FMC User Interface (Ul), navigate to Devices > Device

Management, then edit the device in question. Under the Inline Sets tab, check off the option for
TAP Mode.

Devices Routing Interfaces BB ([0 TR-5 DHCP

Name Interface Pairs

my_inline inlinel<->inline2

Edit Inline Set

e

Tap Mode:

Propagate Link State:

Strict TCP Enforcement:

If TAP mode resolves the issue, the next step would be to troubleshoot the Firepower software
components.

If TAP mode does not resolve the issue, then the issue would be outside of the Firepower
software. Packet tracer can then be used to further diagnose the issue.



Using Packet Tracer to Troubleshoot Simulated Traffic

Packet Tracer is a utility which can help to identify the location of a packet drop. It is a simulator,
so it performs a trace of an artificial packet.

SFR - Run Packet Tracer on ASA CLI

Here is an example of how to run packet-tracer on the ASA CLI for SSH traffic. For more detailed
information about the syntax of the packet tracer command, please refer to this section on the
ASA Series Command Reference guide.

asa# packet-tracer input inside tcp 192.16 60 10000 10.10.10.10 ssh Phase: 4
IP-OPTIONS

formation:
s list

s ifc outside

d to next module

In the example above, we see both the ASA and SFR module allowing the packets as well as
useful information about how the ASA would handle the packet flow.

FTD (all) - Run packet tracer on the FTD CLI

On all of the FTD platforms, the packet tracer command can be run from the FTD CLI.


https://www.cisco.com/c/en/us/td/docs/security/asa/asa-command-reference/I-R/cmdref2/p1.html

s Interface

1001

ptions UM
global

ork
mic interface

ed to next module




Phase: 11

Type: EXTERNAL-INSPECT
Subtype:

Result: ALLOW

Config:

Additional Information:
Application: 'SNORT Inspect’

Phase: 12

SNO

Type: SNORT
Subtype:
<esult: DROP

Config:

Additional Information:
Snort race

Packet:

In this example, packet tracer does show the reason for the drop. In this case, it is the IP blacklist
within the Security Intelligence feature in Firepower blocking the packet. The next step would be to
troubleshoot the individual Firepower software component causing the drop.

Using Capture with Trace to Troubleshoot Live Traffic

The live traffic can also be traced via the capture with trace feature, which is available on all
platforms via the CLI. Below is an example of running a capture with trace against SSH traffic.

> capture ssh_traffic trace interface inside match tcp any any eq 22
> show capture ssh_traffic

7 packets captured

1: 01:17:38.498906 192.168.62.70.48560 > 10.83.180.173.22: S 4250994241:4250994241(0) win 29200 <mss 1460,sackOK timestamp 1045829951
0,nop,wscale 7=

2:01:17:38.510898 10.83.180.173.22 > 182.168.62.70.48560: S 903299422:903999422(0) ack 4250994242 win 17896 <mss 1380,sackOK timestamp
513898266 1045829951, nop,wscale 7>

3:01:17:38.511402 192.168.62.70.48560 > 10.83.180.173.22: . ack 903999423 win 229 <nop,nop timestamp 1045829956 513898266>

4:01:17:38.511982 192.168.62.70.48560 > 10.83.180.173.22: P 4250994242:4250994283(41) ack 903999423 win 229 <nop,nop,timestamp
1045829957 513898266=

5:01:17:38.513294 10.83.180.173.22 > 192.168.62.70.48560: . ack 4250994283 win 140 <nop,nop timestamp 513898268 1045828957>

6:01:17:38.528125 10.83.180.173.22 > 192.168.62.70.48560: P 903999423:903999444(21) ack 4250994283 win 140 <nop,nop,timestamp 513898282
1045829957>

7:01:17:38.528613 192.168.62.70.48560 > 10.83.180.173.22: . ack 903999444 win 229 <nop,nop.timestamp 1045829961 513898282>




capture ssh_traffic t-number 4 trace

=xisting flow

Type: SNORT

Subtype:

Result: ALLOW

Config:

Additional Information:

Snort Trace:

Packet: TCP, ACK, seq 4250994242, ack 903999423

AppID: service SSH (846), application unknown (0)

Firewall: starting rule matching, zone 1 -> 2, geo 0 -> 0, vlan 0, sgt 65535, user 2, icmpType 0, icmpCode 0

In this example, the fourth packet in the capture was traced, since this is the first packet with
application data defined. As shown, the packet ends up being whitelisted by snort, meaning that
no further snort inspection is necessary for the flow, and allowed overall.

For more information on the capture with trace syntax, please refer to this section on the ASA
Series Command Reference guide.

FTD (all) - Running Capture with Trace on FMC GUI

On the FTD platforms, capture with trace can be run on the FMC UI. To access the utility, navigate
to Devices > Device Management.

Then, click on the <% icon next to the device in question, followed by Advanced Troubleshooting
> Capture w/Trace.

Below is an example of how to run a capture with trace via the GUI.


https://www.cisco.com/c/en/us/td/docs/security/asa/asa-command-reference/A-H/cmdref1/c1.html#pgfId-2226542

Add Capture
Name*:
Match Criteria:
Protocol=:

Source Host*:

Destination
Host*:

Buffer:
Packet Size:

Buffer Size:

SGT number:

Test

TCP

192.168.1.200

any

1518

524288

Interface*: Inside

Source Network:

Destination
Network:

(0-65535)

14-1522 bytes Continuous Capture

1534-33554432 © Stop when full

bytes

Trace

Trace Count: 100(1

Save Cancel

Advanced Troubleshooting

ik Domnlosd_ Theest Detonse @1 packe Tracer [Ty

Clicking Add Capture

éssmmm  button will display this
popup window

€ At Retvesn Doterval (secamet): 10

Test

Ensbie ot Retvesn

i
i

e View of all current

captures

Advanced Troubleshaoting

FieDownlosd  Threst Defense LI Packet Tracer [[Ou i)
[ Packts

et Showen: 577 | Packats Capturedt: 577 | Traces: 798

Example output
shows the packet was
blocked by Snort

If the capture with trace shows the cause of the packet drop, the next step would be to
troubleshoot the individual software components.

If it does not clearly show the cause of the issue, the next step would be to fast-path the traffic.

Creating a PreFilter Fastpath Rule in FTD

On all of the FTD platforms, there is a Pre-Filter Policy, which can be used to divert traffic from
Firepower (snort) inspection.

On the FMC, this is found under Policies > Access Control > Prefilter. The default Pre-Filter
Policy cannot be edited, so a custom policy will need to be created.

Afterward, the newly created Prefilter Policy needs to be associated with the Access Control

Policy. This is configured within the Advanced tab of the Access Control Policy in the Prefilter
Policy Settings section.



Below is an example of how to create a Fastpath rule within a Prefilter Policy and verify the hit
count.

Add Prefilter Rule 7 X

@ Prefilter rules perform early handling of traffic based on simple network characteristics. Fastpathed traffic bypasses access control and QoS.

Name fastpath 192.168.62.60 8 Enabled Insert  below rule | |s

Action % Fastpath -~
Interface Objects m VLANTags  Ports Comment  Logging

Available Networks & Qo Source Networks (1) Destination Networks (0)

[ ] ! 192.168.62.60 [

Byony

B v Clicking Add Prefilter

M i Souce 4w Rule button will display
any-ipvd . .

-y this popup window.

& 1Pva-Benchmark-Tests
& 1Pva-Link-Local

2 1Pva-Multicast

8 1Pv4-Private-10.0.0.0-8

|EmeranJPmress ‘ | Aed [&nwanw address | Add
= —_—

| @ AddTunnelRule | @) Add Prefiiter Rule | Search Rules < ) )
il et |t (121211025

1 fostpath 152,168.62.60  Prefilter any oy £192.168.6260 a0y any = Fastpath  na He 78 the faStpath teSt
Prefilter policy
Prefilter Policy ? X

The prefilter policy performs early traffic handling using simple network
characteristics, including non-encrypted encapsulation. (Firepower Threat

Defense only.) From AC policy make

4 sure the Prefilter Policy
fastpath test v| & is set to the custom
Prefilter Policy

0K J [ Cancel J

View of connection events matching prefilter rule

3 O 2017-05-15 16:05:14 2017-05-15 16:05:14 Fastpath 81 192.166.62.60 & 10.83.180.173 48480 /tcp 22 (ssh) / tcp fastpath test  fastpath 192.168.62.60

Click here for more details about the operation and configuration of Prefilter Policies.

If adding a PreFilter Policy resolves the traffic issue, the rule can be left in place if desired.
However, no further inspection is done to that flow. Further troubleshooting of the Firepower
software will need to be performed.

If adding the Prefilter Policy does not resolve the issue, the packet with trace step can be run
again to trace the new path of the packet.

Data to Provide to TAC


https://www.cisco.com/c/en/us/support/docs/security/firepower-management-center/212700-configuration-and-operation-of-ftd-prefi.html

Data Instructions
Command

See this article for instructions
outputs

For ASA/LINA: https://www.cisco.com/c/en/us/support/docs/security/asa-5500-x-series-nex
Packet asa-00.html
Captures For Firepower: http://www.cisco.com/c/en/us/support/docs/security/sourcefire-firepower-80(

sourcefire-00.html

Log into ASA CLI and have the terminal session saved to a log. Enter theshow techcomme
ASA 'show session output file to TAC.
tech’ output This file can be saved to disk or an external storage system with this command.

show tech | redirect disk0O:/show_tech.log
Troubleshoot
file from the
Firepower
device
inspecting
the traffic

http://www.cisco.com/c/en/us/support/docs/security/sourcefire-defense-center/117663-techi

Next Step

If it has been determined that a Firepower software component is the cause of the issue, the next
step would be to systematically rule out each component, starting with Security Intelligence.

Click here to proceed with the next guide.


https://www.cisco.com/c/en/us/support/docs/security/asa-5500-x-series-next-generation-firewalls/118097-configure-asa-00.html
https://www.cisco.com/c/en/us/support/docs/security/asa-5500-x-series-next-generation-firewalls/118097-configure-asa-00.html
http://www.cisco.com/c/en/us/support/docs/security/sourcefire-firepower-8000-series-appliances/117778-technote-sourcefire-00.html
http://www.cisco.com/c/en/us/support/docs/security/sourcefire-firepower-8000-series-appliances/117778-technote-sourcefire-00.html
http://www.cisco.com/c/en/us/support/docs/security/sourcefire-defense-center/117663-technote-SourceFire-00.html
https://www.cisco.com/c/en/us/support/docs/security/firepower-ngfw/214576-firepower-data-path-troubleshooting-phas.html
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