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This document describes the renewal of Firepower Management Center (FMC) sftunnel Certificate
Authority (CA) certificate in relationship with the Firepower Threat Defense (FTD) connectivity.

Prerequisites

Requirements

Cisco recommends that you have knowledge of these topics:

* Firepower Threat Defense
» Firepower Management Center
» Public Key Infrastructure (PKI)

Components used

This document is not restricted to specific software and hardware versions.

The information in this document was created from the devices in a specific lab environment. All of the
devices used in this document started with a cleared (default) configuration. If your network islive, ensure
that you understand the potential impact of any command.



Background I nformation

FMC and FTD communicate with eachother over sftunnel (Sourcefire tunnel). This communication uses

certificates to make the conversation secure over a TLS session. More information on the sftunnel and how
it does get established can be found on this link.

From the packet capture, you can see that the FMC (10.48.79.232 in this example) and FTD (10.48.79.23)
are exchanging certificates with eachother. They do thisin order to validate that they talk with the correct
device and there is no eavesdropping or Man-In-The-Middle (MITM) attack. The communication is

encrypted using those certificates and only the party that has the associated private key for that certificateis
able to decrypt it again.
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https://www.cisco.com/c/en/us/support/docs/security/firepower-ngfw/215540-configure-verify-and-troubleshoot-firep.html

Certificate_exchange client_cert

Y ou can see the certificates are signed by the same Internal CA (Issuer) Certificate Authority (CA) whichis
set up on the FM C system. The configuration is defined on the FM C on /etc/sf/sftunnel.conf file which
contains something like:

proxyss1 {
proxy_cert /etc/sf/keys/sftunnel-cert.pem; ---> Certificate provided by FMC to FTD f
proxy_key /etc/sf/keys/sftunnel-key.pem;
proxy_cacert /etc/sf/ca_root/cacert.pem; ---> CA certificate (InternalCA)
proxy_cril /etc/sf/ca_root/crl.pem;

proxy_cipher 1;
proxy_tls_version TLSv1.2;

1

Thisindicates the CA that is used to sign al certificates for sftunnel (both the FTD and FMC one) and the
certificate used by the FMC to send to al of the FTDs. This certificate is signed by the Internal CA.

When FTD registersto the FMC, the FM C aso creates a certificate to push to the FTD device that is used
for the further communication on the sftunnel. This certificate is aso signed by the same Internal CA
certificate. On FMC, you can find that certificate (and private key) under /var/sf/peer s<UUID-FTD-
device> and potentially under certs pushed folder and is called sftunnel-cert.pem (sftunnel-key.pem for
private key). On FTD, you can find those under /var/sf/peer §<UUI D-FM C-device> with same naming
convention.

However each certificate also has avalidity period for security purposes. When inspecting the Internal CA
certificate, we can see aswell the validity period which is 10 years for the FMC Internal CA as shown from
the packet capture.
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FMC-Internal CA validity

Problem




The FMC Internal CA certificate isonly valid for 10 years. After the expiry time, the remote system does not
trust this certificate anymore (as well as certificates signed by it) and this leads to sftunnel communication
issues between FTD and FMC devices. This means as well that several key functionalities like connection
events, malware lookups, identity based rules, policy deployments and many other things are not working.

The devices do show up as disabled on the FMC Ul under the Devices > Device M anagement tab when the
sftunnel is not connected. The issue that relates to this expiry is tracked on Cisco bug ID CSCwd08098.
Note though that all systems are affected, even when you run afixed release of the defect. More information
on thisfix isfound in the Solution section.
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The FMC does not automatically refresh the CA and republish the certificates to the FTD devices. And there
isalso no FMC health alert which indicates that the certificate expires. Cisco bug ID CSCwd08448 is
tracked in this regards to provide a health alert on the FMC Ul in the future.

What happens after the expiry date?

Initially nothing happens and the sftunnel communication channels continue to operate as before. However
when the sftunnel communication between FMC and FTD devices gets broken and it tries to re-establish the
connection, it does fail and you can observe log lines on the messages log file that point to the certificate
expiry.

Log linesfrom FTD device from /ngfw/var /log/messages.

Sep 20 04:10:47 FTD-hostname SF-IMS[50792]: [51982] sftunneld:sf_ss1 [INFO] Initiating IPv4 connection

Sep 20 04:10:47 FTD-hostname SF-IMS[50792]: [51982] sftunneld:sf_ss1 [INFO] Wait to connect to 8305 (IP
Sep 20 04:10:47 FTD-hostname SF-IMS[50792]: [51982] sftunneld:sf_ss1 [INFO] Connected to 10.10.200.31 f
Sep 20 04:10:47 FTD-hostname SF-IMS[50792]: [51982] sftunneld:sf_ss1 [ERROR] -Error with certificate at
Sep 20 04:10:47 FTD-hostname SF-IMS[50792]: [51982] sftunneld:sf_ss1 [ERROR] issuer = /title=Intern
Sep 20 04:10:47 FTD-hostname SF-IMS[50792]: [51982] sftunneld:sf_ss1 [ERROR] subject = /title=Intern
Sep 20 04:10:47 FTD-hostname SF-IMS[50792]: [51982] sftunneld:sf_ss1 [ERROR] err 10:certificate has e
Sep 20 04:10:47 FTD-hostname SF-IMS[50792]: [51982] sftunneld:sf_ss1 [ERROR] SSL_renegotiate error: 1:

Sep 20 04:10:47 FTD-hostname SF-IMS[50792]: [51982] sftunneld:sf_ss1 [ERROR] Connect:SSL handshake fail
Sep 20 04:10:47 FTD-hostname SF-IMS[50792]: [51982] sftunneld:sf_ss1 [WARN] SSL Verification status: ce

Log lines from FMC device from /var/log/messages:

Sep 20 03:14:23 FMC-hostname SF-IMS[1504]:
Sep 20 03:14:23 FMC-hostname SF-IMS[1504]:
Sep 20 03:14:23 FMC-hostname SF-IMS[1504]:

[4171] sftunneld:sf_ss1 [INFO] VERIFY ssl_verify_callback_in
[4171] sftunneld:sf_ss1 [ERROR] SSL_renegotiate error: 1:
[4171] sftunneld:sf_ss1 [WARN] establishConnectionUtil: SSL

er


https://tools.cisco.com/bugsearch/bug/CSCwd08098
https://tools.cisco.com/bugsearch/bug/CSCwd08448

Sep 20 03:14:23 FMC-hostname SF-IMS[1504]: [4171] sftunneld:sf_ss1 [WARN] establishConnectionUtil: SSL

Sep 20 03:14:23 FMC-hostname SF-IMS[1504]: [4171] sftunneld:sf_ss1 [WARN] establishConnectionUtil: SSL

Sep 20 03:14:23 FMC-hostname SF-IMS[1504]: [4171] sftunneld:sf_ss1 [INFO] establishConnectionUtil: Fail
Sep 20 03:14:23 FMC-hostname SF-IMS[1504]: [4171] sftunneld:sf_ss1 [ERROR] establishSSLConnection: Unab
Sep 20 03:14:23 FMC-hostname SF-IMS[1504]: [4171] sftunneld:sf_ss1 [ERROR] establishSSLConnection: ret_
Sep 20 03:14:23 FMC-hostname SF-IMS[1504]: [4171] sftunneld:sf_ss1 [ERROR] establishSSLConnection: iret
Sep 20 03:14:23 FMC-hostname SF-IMS[1504]: [4171] sftunneld:sf_ss1 [ERROR] establishSSLConnection: Fail

The sftunnel communication can be broken due to various reasons:

» Communication loss because of loss of network connectivity (potentially only temporary)
* Reboot of FTD or FMC
- Expected ones: manual reboot, upgrades, manual restart of sftunnel processon FMC or FTD
(for example by pmtool restartbyid sftunnel)
- Unexpected ones:. tracebacks, power outage

Because there are so many possibilities that can break the sftunnel communication, it is highly advised to
correct on the situation as quickly as possible, even when currently all FTD devices are properly connected
despite the expired certificate.

How to quickly verify if the certificate is expired or when it does expire?

The easiest way is to run these commands on the FMC SSH session:

expert

sudo su

cd /etc/sf/ca_root

openss1 x509 -dates -noout -in cacert.pem

This shows you the Validity elements of the certificate. The main relevant part here isthe "notAfter" which
shows that the certificate hereisvalid till 5th of October 2034.

root@firepower:/Volume/home/admin# openssl x509 -dates -in /etc/sf/ca_root/cacert.pem
notBefore=Oct 7 12:16:56 2024 GMT

notAfter30ct 5 12:16:56 2034 GMT

If you prefer asingle command to be ran that immediately gives you the amount of days that the certificate
isstill valid for, you can use this:

CERT_PATH="/etc/sf/ca_root/cacert.pem"; EXPIRY_DATE=$(openss]l x509 -enddate -noout -in "$CERT_PATH" | c

An example of a setup where the certificate is still valid for multiple yearsis shown.
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How do | get notified in the future about an upcoming certificate expiry?

With recent VDB updates (399 or higher), you are alerted automatically when your certificate expires within
90 days. Therefore you do not need to manually track on this yourself as you are alerted when you are close
to the expiry time. This then shows up on the FMC web page in two forms. Both ways refer to the field
notice page.

The first method is through Task Tab. This messageis sticky and available to the user unless explicitly
closed. The notification pop up also shows up and is available until explicitly closed by the user. It does
always show up as an error.

Deployments Upgrades 0 Health @ Tasks "

19 ) waiting ) FURNING 0 retiving 1B i mni 2 failuras
4

© Local Install

Firewall Management Center's internal root certificate has expired. As a result, Firewall
Threat Defense cannot be managed and may experience degradation.
Unknown Failure Condition. Previous state: Review the Field Notice FN #742 and regenerate the

certificate.

) Local Install

Task Notlﬁcation

1t Your task Firewall
Mnﬂrr\-mrm[ enter's internal root cenificate
I3 expiring in 20 days. If it expires, Firewall
Threat Defense cannot be managed and
might experience degradation. (Local Install)
failed at Sun Oct 22 23:02:28 2034
Review the Field Notice FN H74214 and
regenerate the cerificate.

The second method is through Health Alert. This shows up in the Health tab however thisis not sticky and


https://www.cisco.com/c/en/us/support/docs/field-notices/742/fn74214.html
https://www.cisco.com/c/en/us/support/docs/field-notices/742/fn74214.html

replaces or removes when health monitor is run which by default is every 5 minutes. It also showsup a
notification pop up which needs to be explicitly closed by the user. This can show up both as error (when
expired) as awarning (when going to expire).

all
ite

)

AN

Deployments Upgrades i Health @ Tasks () Show Notifications

2 total 0 warnings 2 critical 0 errors -, Filter

Firepower Management Center

firepower
© Appliance Heartbeat  Firewall Management Center's internal root certificate has expired. As a result, Firewall

Threat Defense cannot be managed and may experience degradation.Review the Field
Motice FN #74214 and regenerate the certificate.

@ Smart License Moni... Smart Licensing evaluation mode expired

Expiry notification on Health tab

Dismiss all notifications

A Appliance Heartbeat - firepower X
Firewall Management Center's internal root
certificate is expiring in 15 days. If it expires,
Firewall Threat Defense cannot be managed and

She might experience degradation.Review the Field
Notice FN #74214 and regenerate the certificate.

AUU WIUYSS )

Warning notification on Health Alert Pop Up

I

Dismiss all notifications

€ Appliance Heartbeat - firepower X
Firewall Management Center's internal root
certificate has expired. As a result, Firewall Threat
Defense cannot be managed and may experience

She degradation.Review the Field Notice FN 474214
and regenerate the certificate.
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Error notification on Health Alert Pop Up

Solution 1 - Certificate has not yet expired (ideal scenario)

Thisisthe best situation as then depending on the certificate expiry, we still have time. Either we take the



fully automated approach (recommended) that has a dependency on the FMC version or we take on amore
manual approach which requires TAC interaction.

Recommended approach

Thisisthe situation where no down time and least amount of manual operationsis expected in normal
circumstances.

Before proceeding, you must install the hotfix for your particular version as listed here. The benefit hereis
that those hotfixes do not require areboot of the FM C and thus potential broken sftunnel communication
when the certificate is expired already. The available hotfixes are:

7.0.0- 7.0.6 : Hotfix FK - 7.0.6.99-9

7.1.x : no fixed release as end of software maintenance
7.2.0-7.2.9: Hotfix FZ - 7.2.9.99-4

7.3.x : Hotfix AE - 7.3.1.99-4

7.4.0-7.4.2 : Hotfix AO - 7.4.2.99-5

7.6.0 : Hotfix B - 7.6.0.99-5

Once the hotfix isinstalled, the FMC now contains the generate _certs.pl script that:

1. Regenerates the Internal CA

2. Recreates the sftunnel certificates signed by this new Internal CA

3. Pushes the new sftunnel certificates and private keys over to the respective FTD devices (when the
sftunnel is operational)


https://www.cisco.com/c/en/us/td/docs/security/secure-firewall/release-notes/threat-defense/hotfix/threat-defense-release-notes-hotfix.html
https://software.cisco.com/download/home/286324340/type/286271056/release/7.0.0
https://software.cisco.com/download/home/286259687/type/286271056/release/7.2.0
https://software.cisco.com/download/home/286324340/type/286271056/release/7.3.0
https://software.cisco.com/download/home/286332307/type/286271056/release/7.4.1
https://software.cisco.com/download/home/286332307/type/286271056/release/7.6.0

Note: The generate certs.pl script currently checks whether critical operations are running. If not,
then it failsto run.

Critical operations can be: Smart agent not registered or registration in progress, Backup/Restore
task in progress, SRU update task in progress, VDB update task in progress, Domain task in
progress, HA Operation in progress or Upgrade is running.

Therefore you cannot run this script when you only use Classic Licenses on your FMC (or any of
the listed operations need to complete first) in which case you need to contact Cisco TAC to bypass
this check, regenerate the certificates and then undo the bypass again.

Therefore it isrecommended (if possible) to:

1. Install the applicable hotfix for your version train

2. Take a backup on the FMC

3. Validate al current sftunnel connections using sftunnel_status.pl script on the FMC (from expert
mode)

4. Run the script from expert mode using generate certs.pl

5. Inspect the outcome to validate if any manual operations are required (when devices are not connected
to FMC) [explained further below]



6. Run sftunnel_status.pl from the FMC to validate that all of the sftunnel connections are running fine

o push to EMEA-FPR311@
push to EMEA-FPR3110

erate_certs.pl

ation.log

es onto the ice manually

cert.pem
2al/sftunnel-k
nel

3aa241412a!
aa241412al/sftunnel-

141 cunne

AILED_PUSH




Note: When you have FM C running in High-Availability (HA), you need to perform the operation
first on the primary node and then on the secondary node as it uses those certificates as well to
communicate between the FMC nodes. The Internal CA on both FMC nodes is different.

On the example here you see that it creates up alog file on /var/log/sf/sfca_generation.log, indicates to use
sftunnel_status.pl, indicates the expiry time on the Internal CA and indicates for any failures on it. Here for
exampleit failed to push the certificates over to device BSNS-1120-1 and EMEA-FPR3110-08 device,
which is expected because the sftunnel was down for those devices.

In order to correct the sftunnel for the failed connections, you run the next steps:

1. On FMC CLI, open the FAILED_PUSH file using cat /var /tmp/certs/1728303362/FAILED_PUSH
(number value represents unix time, so check the output of previous command in your system) which
has the next format: FTD_UUID FTD_NAME FTD_IP SOURCE_PATH_ON_FMC
DESTINATION_PATH_ON_FTD



8915794 /FAILED_PUSH]

BSNS-1120-1| 1@.

. Transfer over those new certificates (cacert.pem / sftunnel-key.pem / sftunnel-cert.pem) from the
FMC to the FTD devices
=== Automatic approach===

The hotfix installation also provides the copy_sftunnel_certs.py and

copy_sftunnel_certs jumpserver.py scripts that automate the transfer of the various certificates to
systems for which the sftunnel was not up while the certificates were regenerated. This can also be
used for systems that had a broken sftunnel connection because the certificate was expired already.

Y ou can use the copy_sftunnel_certs.py script when the FMC itself has SSH access to the various
FTD systems. If that is not the case, you can download the script
(/usr/local/sf/bin/copy_sftunnel_certs jumpserver.py) from the FMC to ajump server that has SSH
access to both the FMC(s) and FTD devices and run the Python script from there. If that is also not
possible, then suggest to run the manual approach shown next. The next examples show the
copy_sftunnel_certs.py script being used, but the steps are the same for the

copy_sftunnel_certs jumpserver.py script.

A. Create a CSV file on the FMC (or jump server) that contains the device info (device_name, IP
address, admin_username, admin_password) that is used to make the SSH connection.

When you run this from aremote server like ajump server for Primary FMC, make sure to add in the
primary FMC details asthe first entry followed by all managed FTD and secondary FMC. When you
run this from aremote server like ajump server for Secondary FMC, make sureto add in the
secondary FMC details asthe first entry followed by all managed FTD.

i. Create afile using vi devices.cov EEEEERIET

ii. This opens up the empty file (not shown) and you fill in the details as shown after you usei |etter
on keyboard to go into INTERACTIVE mode (seen at bottom of the screen).



#device_name,ipaddr,login,password
FMCpri,10.48.79.125,admin,Clsc@!23
FTDv,10.48.79.25, admin,Clsc@!23
BSNS-1120-1,172.19.138.250, admin, C1sc@!23]]

#device_name,ipaddr,login,password
FMCpri,1@.48.79.125,admin,Clsc@!23
FTDv,10.48.79.25,admin,Clsc@!23
BSNS-1120-1,172.19.138.250,admin,(1sc@!23

iii. When fully done, you close and save the file by using ESC followed by :wq and then Enter.




B. Run the script (from root using sudo) with copy_sftunnel_certs.py devices.csv and it shows you
the outcome. Here it shows that the certificate to FTDv was correctly pushed and that for BSNS-1120-
1 it could not make the SSH connection to the device.

s will not be copied

nection to FTDv

===Manual approach===

1. Print (cat) the output each of the filesfor each FTD impacted (cacert.pem / sftunnel-key.pem
(not shown completely for security purposes) / sftunnel-cert.pem) on the FMC CLI by copying
the file location from previous output (FAILED_PUSH file).



root@fmcv72-stejanss:/Volume/home/admin# cat |/etc/sf/ca_root/cacert.pem

BEGIN CERTIFICATE
MIIDhDCCAmwCAQAWDQYJKoZIhvcNAQELBQAwWgY cxEzARBgNVBAWMCkludGVybmFs
QOExJDA1BgNVBAsSMGO1ludHI1c21vbiBNYWS5hZ2VEtZWSOIFNSc3R1IbTEtMCsGALUE
AwwkYZR1MTIzYzgtNDMONy@XMWVmMLWF JYTEtZ JNhYTIOMTQXxMmEXMRswGQYDVQQK
DBJIDaXNjbyBTeXNOZW1zL CBIbmMaHhcNMjQxMDEOMTQyMzI4WhcNMzQxMDEyMTQy
MzI4WjCBhzETMBEGATUEDAWKSW5QZXJuYWxDQTEKMCIGALUECwwbSW5@cnVzaWlu
IE1hbmFnZW11bnQgU31zdGVAMSOWKwYDVQQDDCRFZGIxMjNjOCOOMZzQ3LTEXZWYt
YWNhMS1mM2FhMjQxNDEyYYTExGzAZBgNVBAOMEKNpcZNVIFNS5c3R1IbXMSIELuYzCC
ASIwDQYJKoZIhvcNAQEBBQADggEPADCCAQoCggEBANhWuapGltBIXMmUav8kVukF
Xx1V917W4d7/CYBb4pd1KiMO1ijAEp3wgxmdpDUQ4KBDWNC5+p8dg+XK7AspOW36CD
mdpRWRfgM7J51txEUyCIEmiRYFEhE@eccsUNXG5LcLIBCHGjHMx6V1QL+aR1APCF
7UYpMgFPh3Wp+T9tgx1HgbE28JktD1Nu/11sm51vxtZRqdEXnL6In3rfokKbFOM77
xUtiMeC0504buhfzS1tAm5J@bFuXMcPYqIN+t137rl/letwHzmjVKE7 g/ rfNv@ay0
N+4m815QRN@BoghtZ0+Y/PudToSX@VmKh5Sq/11MvOYBZEIM3Dx+Gb/DQYBWLEUC
AWEAATANBgkghk1GOw@BAQsFAAOCAQEAYZ2EVhEoy1Dd1WSuZewdehthBtI6Q5x7e
UD187bbowmTJsd100LVGgYoUS5qUFDh3NAGSxrDHEu/NsLUbrRiA3@ORI8SWEALo/S6
J3Q1F3hJJFOqSr1Ix/ST72jgL20871xhRIzreB/+26rHo5nns2r2tFss61KB1tWN
NRZNSIYAWYhqGCjHIquiZpfDI3N830REGX+xf1YqFimSh3rFwk@J2q6YtaBJAuwg
Ob1dXGnrnWuIIV/xbOcwKbrALmtanhgGXygT/pMYrjwlI1xVL16/PrMTV29WcQcA
IVBnyzhS4ER9sYIKB5VOMK4r2gIDG1t47E3RYnstyGx8hlzRvzHz2w==
END CERTIFICATE
root@fmcv72-stejanss:/Volume/home/admin# I

root@fmcv72-stejanss: /Volume/home/admin# cat |/var/sf/peers/c8d5d5c6-87c9-11ef-a993-b9831565bc4e/certs_pushed//sftunn
el-key,pem_

BEGIN PRIVATE KEY
MITEvgIBADANBgkghkiGOWOBAQE FAASCBKgwggSkAGEAAOIBAQDCYSABXZSN22gD

root@fmcv72-stejanss:/Volume/home/admin# cat |/var/sf/peers/c8d5d5c6-87c9-11ef-a993-b3831565bc4e/certs_pushed//sftunn
el-cert.pem

-----BEGIN CERTIFICATE
MIID3zCCAsegAwIBAgIBDTANBgkghkiGOwOBAQsFADCBhzETMBEGALUEDAWKSWS@
ZXJUYWxDQTEKMCIGALUECwwbSWS@cnVzaW9uIElhbmFnZW11bnQgU31zdGViMSOw
KwYDVQQDDCRFZGIxMNjOCOOMzQ3LTEXZWYYWNhMS1mM2 FhMjQxNDEyYTExGzAZ
BgNVBAOMEKNpcZNvIFNSc3RLbXMSIELuYzAeFwdyNDEWMTMXNDI zMz FaFw@zNDEw
MTIxNDIzMzFaMIGZMRIWEAYDVQQDDALsb2NhbGhve30QxJDA1BgNVBASMGALudHI1
c2LvbiBNYWShZ2VtZWS@IFNSc3R1bTELMBKGAIUECgWSQ212Y28gU31zdGVtcywg
SW5 JMS@WKWYDVQQMDCRFOGQLZDV jNi@4ANZMSLTEXZWY £ YTk SMy110TgzMTUZNW] j
NGUxETAPBgNVBCWMCHNmdHVubmVsMIIBI jANBgkghkiGOwW@BAQEFAAOCAQSAMIIB
CgKCAQEA3MUQNMWeTdtqg2k52FKHY2dQJEHc@mdUc/YOKN1UUa451AdLBvOX819y
1QFPFdlurv4mYxgDoBDCzoZLLiRBeaaXcZnowogmatvOMEMyLOITNTL+5G/KiyCr
gsz2ub@3avXW/cb(2WZQGat@kQ/4Fb+LC5dnX2ZKASH?m1rsOWNWEKFspn/Y2UYGb
Zdi3bZz5wy5YHGGFQ8KK04v4mks SudZb+AWFIg0elEaSwvSK+Wadss jokeaCkYfA
TP1sEiYkytFdE@f2s8mXfSTLbK+8hI+jWgAN/QOa3D9gHD8gE rPHgLDBM3@Tqp8s
kRFSJIEIsUSHHWLvTOFKbhWEW@E906QIDAQABo@IWQDAIBgNVHRMEAjAAMBQGALUd
EQONMAUCCWxvVYZ2FsaG9zdDAdBgNVHSUEF jAUBggrBgEFBQCcDAGY IKwYBBQUHAWEW
DQY IKoZIhveNAQELBQADgGE BAAHHA JWZHXG1nA+jAXGIaL6T/L20YCDxuB3tcNKW
ZViILv110cUNYIvC/w7IbKL1UTLbit@aH@1f 41l cvBqbuk+SL7cAuAIcXodP1EQo
ERz4E13a@MNNnvi5dT/a2fhIxzimhIq7P3zTMukKknVyblg@RqG7q85xyELSATE Iy
beuhcg6+7LZcIw29/pTzCnyclrzBhBVK2ZcQavYtBXxDCaZGK171nY1iEpK4Qifne
9A2t0QecypKRRASAEQUttEmVvpHCgMtGrCe0KbShS5P0@ZelrGNDOVIeTFINI 150
+J+WXE@BVApI1 7aYKWXXhHLGF 7n+esylGaZ3Djnd44mMkn8I=

---—-END CERTIFICATE

root@fmev72-stejanss:/Volume/home/admin# ||




2. Open FTD CLI of each respective FTD on expert mode with root privileges through sudo su
and renew the certificates with the next procedure.
1. Browse to the location seen on the light blue highlight from FAILED_PUSH output (cd
Ivar /sf/peer s/cdb123c8-4347-11ef-acal-f3aa241412al here for example but thisis
different for each FTD).
2. Take backups of the existing files.

Cp cacert.pem cacert.pem.backup
cp sftunnel-cert.pem sftunnel-cert.pem.backup
cp sftunnel-key.pem sftunnel-key.pem.backup

/ llef-acal-f 41412al# 1s -hal cacert.pem
.l 3K Oct 14 41 « 2rt . pem

3. Empty the files so we can write up new content in them.

> cacert.pem
> sftunnel-cert.pem
> sftunnel-key.pem

cacert.pem

41412alls -hal cacert.pem

41412a1# ||

4. Write the new content (from FMC output) in each of the filesindividually using vi
cacert.pem / vi sftunnel-cert.pem / vi sftunnel-key.pem (separate command per file -
screenshots only show this for cacert. pem but needs to be repeated for sftunnel-cert.pem
and sftunnel-key.pem) & : Pl osal-daaztiAiZaik [ Sacer: pes

1. Pressi to go into interactive mode (after vi command is entered and you see an



empty file).
2. Copy paste the entire content (including ----- BEGIN CERTIFICATE----- and -----
END CERTIFICATE-----) inthefile.

3. Close and write to the file with ESC followed by :wq and then enter.

AEp3
YFEhE

5. Validate that the correct permissions (chmod 644) and owners (chown root:root) are set
for each of thefilesusing Is-hal. Thisis correctly set actually when we update the
existing file.



root@BSNS-1120-1:/var/sf/peers/cdbl23c8-4347-11ef-acal-f3aa241412al# 1s -hal
total 68K
drwxr-xr-x
drwxr-xr-x
-rW-r--p--
-rwW-r--r--
-rW-r--pr--
-rwW-r--r--
-rPW-r--p--
-rW-r--r--
-rPW-r--pr--
-rW-r--r--
-rW-r--r--
drwxr-xr-x
-rW-r--r--

root root 4. Oct 14 15:01 .
root root 4. Oct 14 15:01 ..
root root Oct 14 12:42 LIGHT_REGISTRATION
root root Oct 14 12:42 LIGHT_UNREGISTRATION
root root 2. Oct 14 12:45 LL-caCert.pem
root root 2.2K Oct 14 12:45 LL-cert.pem
root root 3.2K Oct 14 12:45 LL-key.pem
root root 1.3K Oct 14 14:55 cacert.pem\
root root 1. Oct 14 14:49 cacert.pem.backup
root root 2. Oct 14 12:41 ims.conf
root root Oct 14 12:41 peer_flags.json
root root Oct 14 12:42 proxy_config
root root 1. Oct 14 12:42 sfipproxy.conf.json
i sftunnel-cert.pem|
sftunnel-cert.pem.backup
sftunnel-heartbeat
root root 1.7K Oct 14 15:01 sftunnel-key.pem
root root 1.7K Oct 14 14:49 sftunnel-key.pem.backup???
root root ® Oct 14 14:50 sftunnel-key.pem???
root root 521 Oct 14 12:41 sftunnel.json
-rW=p=-=-p-- root root 5 Oct 14 12:48 sw_version
drwxr-xr-x 6 root root 90 Oct 14 12:42 sync2
root@BSNS-1120-1: /var/sf/peers/cdb123c8-4347-11ef-acal-f3aa241412al# I

-rW-r--r--
-rW-r--r--
-rW-r--r--
TrW-r--pr--
-rW-r--r--

4
3
1
i
1
1
1
il
1
1
1
3
1
1
1
1
1
1
1
-rw-r--r-- 1
1
6

3. Restart the sftunnel on each respective FTD where the sftunnel was not operational for the
changesin the certificate to take effect with the command pmtool restartbyid sftunnel

root@BSNS-1120-1: /var/sf/peers/cdbl23c8-4347-11ef-acal-f3aa241412al# pmtool restartbyid sftunnel

root@BSNS-1120-1: /var/sf/peers/cdbl23c8-4347-11ef-acal-f3aa241412al# I

3. Validate that all FTDs are correctly connected now using sftunnel_status.pl output

Solution 2 - Certificate has already expired

In this situation, we have two different scenarios. Either all of the sftunnel connections are still operational
or they are not anymore (or partial).

FTDsstill connected through sftunnel

We can apply the same procedure as indicated in the Certificate has not yet expired (ideal scenario) -
Recommended approach section.

However do NOT upgrade or reboot the FMC (or any FTD) in this situation as it disconnects all of the
sftunnel connections and we need to manually run all of the certificate updates on each FTD. The only
exception to this one, are the listed Hotfix releases as they do not require areboot of the FMC.



The tunnels remain connected and the certificates are replaced on each of the FTDs. In case some
certificates would fail to populate, it does prompt you with the ones that failed and you need to take the
manual approach asindicated earlier on the previous section.

FTDsnot connected anymor e through sftunnel
Recommended approach

We can apply the same procedure as indicated in the Certificate has not yet expired (ideal scenario) -
Recommended approach section. In this scenario, the new certificate will be generated on the FM C but
cannot be copied to the devices as the tunnel is already down. This process can be automated with

the copy_sftunnel_certs.py / copy_sftunnel_certs jumpserver.py scripts

If all of the FTD devices are disconnected from the FMC, we can upgrade the FMC in this situation as it
does not have an impact on the sftunnel connections. If you still have some devices connected through
sftunnel, then be aware that the upgrade of the FMC closes all of the sftunnel connections and they do not
come up again due to the expired certificate. The benefit of the upgrade here would be that it does provide
you a good guidance on the certificate files that need to be transferred to each of the FTDs.

Manual approach

In this situation, you can then run the generate_certs.pl script from the FM C which generates the new
certificates but you still need to push them over to each of the FTD devices manually. Depending on the
amount of devices, thisis doable or can be a tedious task. However when using the copy_sftunnel_certs.py /
copy_sftunnel_certs jumpserver.py scriptsthisis highly automated.




