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Introduction

This document describes the packet flow of the Any-Source Multicast (ASM) Model.

Background Information

This document provides the detail packet flow of the Native Multicast packet flow and analysis of
its output. This describes about the detail analysis output and packet flow in control plane and
forwarding plane.

The ASM is the model in which the receiver does not have the knowledge of sender. It means it
can receive traffic from any source. Receiver is only aware of the multicast group that sender uses
and Internet Group Management Protocol (IGMP) in order to subscribe to receive all the traffic
destined for this address.

All of this is covered in this document:

1. What happens when Receiver is active.

2. What happens when Source is active.

3. What happens when Register is received at Rendezvous Point (RP).

4. How (S,G) formed. Till First Hop Router (FHR).

5. Which path it takes for the first Multicast Stream.

6. What happens when two streams receive at the Last Hop Router (LHR).

7. How Shortest Path Tree (SPT) is formed over Shared Tree. Exactly what happens and the
reason why the switchover takes place.

Protocol Independent Multicast (PIM) is used as a multicast routing protocol between source and



receiver to create the multicast tree. In ASM, (*,G) multicast entry is used where * represents any-
source and G is the multicast group address receiver that is interested in order to receive the

traffic.

Step 1. When Receiver is Active, it Sends IGMP Report

Message

- When the receiver's expression of interest is received, the Designated Router (DR) then
sends a PIM Join message towards the RP for that multicast group.

- This Join message is known as a (*,G) Join because it joins group G for all sources to that

group.

- The (*,G) Join travels hop-by-hop towards the RP for the group, and in each router it passes
through, multicast tree state for group G is instantiated.

LHR is consider the last-hop router because it has the C flag in the (*,G) entry which means that it
has directly connected receiver (in fact in this case it is himself with the use of the igmp join

group command).
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Actually the PIM register message encapsulates the multicast packet sent by the source into a unicast packet.

» Frame 59: 68 bytes on wire (544 bits), 68 bytes captured (544 bits) on interface @
Ethernet II, Src: ca:98B: fa:92:90:00 (ca:@8:Ta:92:00:00), Dst: IPv4mcast_@d (01:00:5e:00:00:0d)
* Internet Protocol Version 4, Src: 18.06.78.8, Dst: 224.0.0.13

e1@@ .... = Version: 4

A

«ee« 0101 = Header Length: 20 bytes
» Differentiated Services Field: @xc® (DSCP: CS6, ECN: Not—ECT)
Total Length: 54
Identification: @x@b27 (2855)
= Flags: @xee
Fragment oTfsets O TTL is always 1. Which means it’s a RP/RE destined packet.
Time to live: 1
Protocol: PIM (1@3)
> Header checksum: @x7565 [validation disabled]
Source: 10.0.78.8
Destination: 224.0.0.13
[Source GeoIP: Unknownl
[Destination GeoIP: Unknown]
w* Protocol Independent Multicast
P19 .... = Version: 2
cee. B@11 = Type: Join/Prune (3)
Reserved byte(s): @@
Checksum: @x87c7 [correct]
« PIM Options
Upstream—neighbor: 1©.©.78.7
Reserved byte(s): @@
Num Groups: 1
Holdtime: 210
* Group @: 224.10.10.10/32
» Mum Joins: 1
MNum Prunes: @

PIM JOIN Message carries the active group address

Step 2. When Source is Active

- Before the DR sends the registration message, in a nutshell, it has to consult the mroute table
to ensure that it is not the RP and has RP-Set information and all the checks require PIM to be
enabled between DR and RP router.

- Both the FHR and RP tunnel need to have software level tunnel encapsulation and
decapsulation.

- Register Message provides the information Source Group and existence of Source.

- The encapsulated multicast packet is extracted and the RP checks to see if there exists (*,G)
state for the destination address.

- If there is no (*,G) state, PIM Register-Stop is sent back immediately.
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Once Scource is active :

FHR #
(1.1.1.1, 224.22.22.44), 00:03:15/00:00:02, f£lags: PFT

Gutgoing interface list: Null

Register flag (F) is enabled for registraticn process in the FHR.

Mrouta sntry |
(=5

e gi0/000

QIL Si0/041

F flag: Source is directly connected and the register process must be used to notify the RP to this scurcm.
P flag: Outgoing interface is null as no one has joined the SPT tree yet for this source
T flag: traffic is being received from the source.

FIM must enable betwean DR & FF router to send and receive the Registar message.
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Frame 442: 142 bytes on wire (1136 bits), 142 bytes captured (1136 bits) on interface @
Ethernet II, Src: ca:@l:cl:46:00:1c (ca:®1:cl:46:80:1c), Dst: ca:82:cl:62:00:00 (ca:02:cl:6a:00:08)
Internet Protocol Version 4, Src: 10.8.12.1, Dst: 4.4.4.4
Protocol Independent Multicast

2818 .... = Version: 2

+sss 0801 = Type: Register (1)

Reserved bytels): 0@

Checksum: @xdeff [correct]
v PIM Options

» Flags: ax@oeaaoes

P188 .... = IP Version: IPv4 (4)

Internet Protocol Version 4, Src: 1.1.1.1, Dst: 224.18.19.18
Internet Control Message Protocol



If no active receiver present at RP, then RP sends REGISTER STOF DR will be silent for default 60 seconds may resualt

in the se-called "join latency” where a nawly Joined listener may have to way for almost a minute before it can
discover a sulticast scource. This is why in many practical deploymants with dynamic listaners you sea PIM 35M being

used in favor of complicated PIM SM mechanics.

1 I I 1 | 224,22.22.44 PIMv2 142 Register
4.4.4.4 10.9.91.1 PIMv2 52 Register-stop
RF #

(1.1.1.1, 224.22.22.44), 00:00:43/00:02:16, flags: P
Incoming interface: FastEthernet0/0, REF nbr 10.0.24.2
Outgoing interface list: Null

Prune Flag (P) is set as no active receiver (*,G) entry present in RP.

RP SENDS REGISTER STOPF WHEN WO ACTIVE BECIEVER FOR THE GROUF AND DISCARD THE MULTICAST PACEET

Frame 973: 52 bytes on wire (416 bits), 52 bytes captured (416 bits) om interface @
Ethernet II, Src: ca:82:cl:62:00:00 (ca:02:c1:6a3:90:00), Dst: ca:@1l:cl:46:00:1c (ca:@l:cl:46:88:1c)
Internet Protocol Version 4, Src: 4.4.4.4, Dst: 10.98.91.1
Protocol Independent Multicast
@818 .... = Version: 2
ces. BB1B = Type: Register-stop (2)
Reserved bytel(s): @@
Checksum: @xe3% [correct]
v PIM Options
Group: 224,22.22.44/32
Source: 1.1.1.1

4 ¥ ¥¥

Step 3. Form Shared Tree

- Before the DR sends the registration message, in a nutshell, it has to consult the mroute table
to ensure that it is not the RP and has RP-Set information and all the checks require PIM to be

enabled between DR and RP router
- Both the FHR and RP tunnel need to have software level tunnel encapsulation and

decapsulation
- Register Message provides the information Source Group and existence if Source.

- The encapsulated multicast packet is extracted and the RP checks to see if there exists (*,G)

state for the destination address.
- If there is no (*,G) state, PIM Register-Stop is sent back immediately.
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| The #P alsc sees that an active shared tree with a nonaspty cotgoing interface list exists and therefore sends the da-
encapsulated packet down the shared trea.

RE ¥
(*, 224.1.1.1), 02:45;12/00:03:11, RF 4.4.4.4, flags: §

Incoming interface: Null, RPF pbr 0.0.0.0

o et S iak: Prasence of (*,G) at AP means active receiver.

FastEthernet0/0, Forward/Sparse, 02:45:12/00:03:11
(10.0.12.1, 224.1.1.1), 00:02:42/00:00:21, flags: T
Incoming interface: FastEthernet0/0, REF nbr 10.0.24.2
Outgoing interface list: Null

T Flag set for the shared trea.

» Frame 29: 76 bytes on wire (688 bits), 76 bytes captured (688 bits) on interface @

» Ethernet II, Src: ca:@4:7f1:9c:00:00 (ca:04:71:9¢c:00:00), Dst: IPvdmcast_@d (@1:00:5e:00:00:04d)
=

L

Internet Protocol Version 4, Src: 18.98.24.4, Dst: 224.8.8.13
Protocol Independent Multicast
8818 .... = Version: 2
caes 8811 = Type: Join/Prune (3)
Reserved byte(s): @@
Checksum; @xbdc2 [correct]
* PIM Options
Upstream-neighbor: 10.@.24,2
Reserved bytel(s): @@
Num Groups: 1
Holdtime: 21@
v Group @: 224.1.1.1/32
v Mum Joins: 2
IP address: 1.1.1.1/32 (S5}
IP address: 18.8.12.1/32 (5)
Num Prunes: @

Step 4. (S,G) Packet Reaching towards the FHR

- Only presence of REGISTER MESSAGE at RP (S,G) PIM JOIN travel to the FHR. To create
the Forwarding state.

- After the PIM JOIN it complete the process to create a Hardware Forwarding State for
Multicast traffic flow.



- If there are (*,G) listeners, the RP starts constructing SPT toward the multicast source IP
address. This is where the RPF check is performed to find out the upstream interface to send
the PIM Join to.
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Step 5. First Stream of Multicast Packet, reach to Receiver
via Shared Tree

- A router forwards multicast stream only if received on the INC /RFP interface.

- Multicast Packets source address is checked against unicast RT.

- Determine the interface and next hop multicast router in the direction of the source where the
join sent.

- RP is in the process of joining the source-specific tree for S, the data packets will continue
being encapsulated to the RP. When packets from S also start to arrive natively at the RP, the
RP will be receiving two copies of each of these packets.

- At this point, the RP starts to discard the encapsulated copy of these packets, and it sends a
REGISTER STOP message back to S's DR to prevent the DR from unnecessarily
encapsulating the packets.
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PIM-ZM snables a last hop DR (that is, a DR with directly connscted hosts that have joined a multicast group) to switch
from the shared tree to the 5PT for a specific scurce. This step is usually accomplished by specifying an SPT-Threshold
in terma of bandwidth. If this threshold is exceeded, the last-hop DR joins the SPT. (Cisco routers have this threshold
sat to zerc by default, which means that the SFT is joined as soon the first multicast packet from a source has bean
recaived via the shared trea.)

- Once the RP receive the source traffic via the source tree. Hardware source path is establish.
Set the "T” Flag ad the tree is built.

- RP sends REGISTER STOP to torn down the tunnel from the FHR to RP after receive the
source traffic.

- To stop this register process the RP sends a PIM register stop message

MULTICAST RECEIVER

.......

e sin/0/
. OIL G40/0/2
GO0 5,61 i
) —_ e G oo 1,
i Kﬁﬁ-m oIL 40043 e GO0
HT GAO/SL NS GiSS9/0
| om Gisese | BIL GL8/0/1

o Mroute sntey

L Fa -y ———
h .60 R )
2= e e gi0/0/0
el oIL G10/0/1
mE Gi0/0/0 .9
G G40/0/0
i | e | OIL G40/0/1

e -"" '-\,‘.
GH/0/D. L
a Gi0for1 e

-\,

- =y
- 0/o/x

e i L =
.-' As soon as the LHR receive the first sulticast stresm, m\.
Rart hop routsr orsates SFT.

By default Cisco routers make SPFT switchover after
the first packet was received.

Switchover to the SPT on LHR let's configare the
following: “LHR{oenfig)¥ir pim spt-threshold 0~
which basically means that LHR will always joim the
source tees upon receiving the first multicast
packat from the souccs.
'.Kl‘h--ir flag is mow set and & (5.G) have bean created. |
— -



When spt-threscld infinity

[ A mccm s the LR receive the first multicast stress, &:\"
last hop routar creates SFT.

By default Cisoo routers make SFT switchover after
Eha Firat pEcket was received.
Likioontia) #ip. pim eps=thessold infinity” in ordes
to show that the outgoing list entries was mirrored
from {*,8) to (8,0) on RS, Rd althowgh in FIM SM
enly (*.G] are used to forward sulbicast traffic
unless & (5,5) exist, I will come back te this topic

later on.
-

' 4

Hemte antry
L ::-:::aiﬂwi
ort. sioyo/n . 6i0/0/0 i
iR e Si00/1

MULTICAST RECEVER
OIL GiOS0S0

Meombe enkoy
=9

e 240/0/1

oIL 310040

.
" A scon as the LM receive the first sulticast stoeas, :hn\.l
last hop router creatss SPT.
By dafaplt Cisce routers make SPT switchover after
the first packet was received.
a At this point {on RS) the SPT tres and the shared tres diverge and as ™ Switchower to the SPT on LER lat’s configure the
ganaral FIM 5M rule states when it is the case the router on which the :
trees diverge should send & (8,G)RP-bit pruns op the shared tres in order

following: “LER({config)#ip pim spt-threshold 0~
which basically means that Rl will aleays join the
to receive traffic only from the source path tres which is the optimal path source tres upon receiving the first sulticast
to the source. This specisl typs of pruns is to tell the RF to pruse the T ———
source traffic fros the shared tres in ordar to aveid receiving sulticast
\

wia the shared tres and the SFT at the sase tise.

packet
\mamummm- 8,6) bnnh-umud./.'
4 -




aIL Gi0,/0,/0
8.a3

mc Gib/o/1

340/0/0

Mesaks ankry
8.9)
e 810/0/1
aan/0ia
aIL 810/0/0

‘ STL 910/0/0 INC @i0/071

OIL GLO/0/0
(8,5)
™e 410/0/1 m’:;“[ |
| O WL J OIL MULL
o 48
| o
' G000
Point to noticed that thars are now tws paths over |

which (81, O} multicast traffic can flow to reach

P LHE: tha ab d teen and tha SFT. This would
result in duplicate packets baing deliversed to Router
LER and is a wasts of natwork bandwideh, 8o, we oceed
to tall the RPF to prune the (81, G] sulticast traffic
from the shared toea,

. . ] J

Step 6. LHR Receives Traffic from SPT and Sends Prune
Message towards the Shared Tree

After receipt of two streams of Multicast Traffic, the LHR starts to receive the traffic from SPT and
sends prune message towards the Shared tree.

The J flag means the respective (*,G) state is to switch the SPT by the leaf router.
LHR #
(10.0.12.1, 239.1.1.1), 00:00:38/00:02:21, flags: LIT
Incoming interface: FastEthernet0/0, RPF nbr 10.0.78.7
Outgoing interface list:
GigabitEthernet1/0, Forward/Sparse, 00:00:38/00:02:21
The “F” flag is typically found for the states created at the PIM DR router — it signalizes the
forwarding states that correspond to the flows that are registered with the RP. If the “F” flag

persists, then your router is most likely unable to receive the PIM Register-Stop messages back
from the RP, and thus there are sources that have not switched to the SPT.



[ The flag means the oespective (*,G) state is to be switched the SFT by the laaf soutes.

Lix #

(10.0.12.1, 239.1.1.1), ©0:00:38/00:02:21, flage: LJT
Incoming interface: FastEthernetd/0, RPF nbe 10.0.78.7
Cutgoing interface list:

GigabitEthernatl/0, Forward/Spacea, 00:00:38/00:02:21

. Tha “F" flag is typically found for the stabtes created at tha PIM DR router = it signalizes the Scowarding states that corzespond
to the flows being registered with the RP. If the “F° flag persists, then your router is most likely not receiving tha FIM
Fegistar-Stop messages back from the RP, and thus there are sources that has not switched to the SPT trea.

(*, 239.1.1.1), 00:08:01 stopped, RF 4.4.4.4, flaga: SFF
Incoming interface: Mull, REF nbr 0.0.0.0
Cutgoing interface list: Mull

(1.1.1.1, 239.1.1.1), 00:03:02/00:00:15, flags: FFT

Incoming interface: Loopback(, RFF pbr 0.0.0.0, Registering
Cutgoing intazface list: Hull

[ Thers is an (5,5) entry in this table, which has the flag “T* meaning it's a shortest-path and not a shared tres construct. Tha
inceming interface is set to Loopback( and PPF neighbor to “0.0.0,.0" which means the local router is the traffic source,
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shared tres and the SPT at the sams time. - __,/I
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Tha receiver (or a router upstream of the recelver) will be receiving two copimss of tha data: one from tha SFT and one
from the RPT. When the fizst traffic starts to arrive fros the SPT, the DR or upstreas roubter starts to drop the packets
for G from 5 that arrive via the AP tree. In addition, it sends an (5,G) Prune message towards the RP.

This is known as an (8,G,rpt) Frune. Tha Frune sessage travels hop-by-hop, instantiating state along the path towards
the RP indicating that traffic from § for G should NOT ba forwarded in this direction. The prune is propagated until it
reaches tha RPF or a router that still needs the traffic from § for other receivers.

At this point (on R5) the SPT tree and the shared tree diverge and as genaral PIM SM rule statas when it is the cass the router

on whieh the tzees diverge should sesd a (8,G)RP-bit prune up the shared tres in order te receive traffic oaly from the scucce path
tree which is the optimal path to the source. This special type of prune is to tell the RP to prune the source traffic from the shared
tree in order to avoid receiving multicast via the shared tree and the SFT at the sa=a time,

BP0

{10.0.12.1, 224.1.1.1), 00:00:10/00:02:53, flags: PTX
Incoming interface: FastEtharnet0/0, RPF nbe 10.0.24.2
Outgeing interface list: Mull

P Bit (Prume Flag) zeceived from the diverge point.

LHR §

{10.0.12.1,; 224.1.1.1), O0:0L:59/00:01:00, flags: LJT
Incoming interface: FastEtharnet0/0, RPF rﬂ_rr 10.0.78.7
Outgoing interface Lliskt:

GigabitEthernetl/0, Forward/Sparse, 00:01:59/00:02:57

“FIM Join/Prune M gea" the RF flag (alsc zefarred to as the FP-bit) indicates that this message is applicable to the shared tree
and should bea forwarded up the shared tree toward the RP. Setting this flag/bit in am (81, G) Prune and sending it up the shared tree
tells the routers along the shared trees to prune Scurce 51 multicast traffic from the shared tree.

\ST RECEIVER

OIL @a0/00 1

- feroute antoy
Y =@
INC @id/oso
CIL 240/0/1
15,5
ImS Si0/0/1
CEL GL0/0/0

i

[ Traffic Flow is no longer mesded by the
AP o it pruned the flow of (8,5}
traffic

IS G001
OIL MILL



/7 Hzoute snvey

[*.6)
™G 910/0/1
OIL Gi0/0/0

[8,8)
™ Gi0/0/41
aIL S10/0/0

[5.5)
INC S40/0/0
OIL 940/0/1

1

| Bmorrest Path tree uses more mescry but peovidss optimal path free the scurce to all receiver, that’'s why to minimise the delay
The shared tres uses loss sesory because its dossn't have to separats sulticast state for sach source for tha given sulticast group,
Dot =ay cooata s suboptimal routing for scme receiver. Shared tree also introduced extra delay.

"Incoming interface” is set to Null, which means there is no incoming traffic —
for this group. If any physical intarface the traffic is thedir. C" means thare is a group-mesber

directly connected

Ri#sh ip mroute

“L* means the router itsslf |

(*, 239.1.1.1), 00:27:32/00:02:08, RP 4.4.4.4, flags: SJCL | joined the group.

* Qutgeing interface list:

possibly the rexb-hop Touter |

v

GigabitEthernetl/0, Forward/Sparse, 00:27:32/00:02:08

Expire timss (How soon the group will sxpired if mno refreshed

|'I:Ip'r_i- (How lomg this state has boen created)

Incoming interface: Hull, RPFF RbE 158 29 0.5

If the incoming interface is mull and the RFF peighbor is IF address, than there is a RPF failure. Mtrace will confirm the issus.
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