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Introduction

This document describes Protocol Independent Multicast (PIM) assert mechanism, concentrates
on PIM assert winner criteria, and dives deeper into certain corner cases.

Prerequisites

Requirements

Cisco recommends that you have knowledge of PIM assert mechanism.

Components Used

The information in this document is based on Cisco CSR1000V Version 16.4.1

The information in this document was created from the devices in a specific lab environment. All of
the devices used in this document started with a cleared (default) configuration. If your network is
live, ensure that you understand the potential impact of any command.

What is the PIM Assert Mechanism?

When there are multiple PIM enabled routers on a shared segment, it is possible that these
routers encounter duplicate multicast traffic. This might be the case because two or more routers
on the same shared segment might have a valid (S,G) or (*,G) entry which populates the outgoing
interface towards the shared segment for the same source IP/destination group.

PIM assert mechanism is used to detect and eliminate duplication of multicast traffic on a shared
segment. It is important to note that this mechanism does not prevent duplication of occurring,
instead it uses duplication of multicast traffic as a trigger in order to activate this mechanism which
elects a single forwarder for this stream.



When you have duplication of multicast traffic on a shared segment, you can assume that there
are multiple routers that send the same (S,G) or (*,G) on a shared segment. If you elect one router
to forward this stream effectively, it eliminates duplication.

PIM leverages on PIM assert messages which are triggered when you receive a multicast packet
on the Outgoing Interface List (OIL). These assert messages contain metrics which are then used
to calculate who will become assert winner. Downstream routers on the LAN also receive

PIM assert messages. These messages are then used by downstream devices to send
appropriate Join/Prune messages to the upstream router that won the assert ellection.

Scenario 1. LHR Rationale

Rendezvous-point
Source

192.168.3.X/24

Figure 1.

In the network diagram, R3 is the Last Hop Router (LHR), R3 connects to both R2 and R1 via a
shared segment.

When you receive an Internet Group Management Protocol (IGMP) report from the receiver, R3
checks who the RPF neighbour towards the RP is. In the topology, R1 is the RPF neighbour
towards the RP, hence R3 sends a (*,G) join towards R1. Once R1 pulls down the stream
(assume the group is active) R3 sends an (S,G) join towards the source and pulls the source tree
down. R2 is the RPF neighbour towards the source tree which means R3 will send the (S,G) join
towards R2. R3 has the same RPF interface towards both RP and the source. Here you can see
the R3 mroute table for group 239.1.1.1.

R3#show ip mroute
I P Mul ticast Routing Table



Qutgoing interface flags: H - Hardware switched, A - Assert winner, p - PIMJoin
Ti mers: Uptine/ Expires
Interface state: Interface, Next-Hop or VCD, State/Mde
(*, 239.1.1.1), 00:00:55/stopped, RP 192.168.0.100, flags: SJIC
Incom ng interface: G gabitEthernetl, RPF nbr 192.168.3.1
Qutgoing interface list:
G gabi t Et her net 4, Forwar d/ Sparse, 00: 00: 55/ 00: 02: 04

(10.0.0.2, 239.1.1.1), 00:00:52/00:02:07, flags: JT
Incomng interface: G gabitEthernetl, RPF nbr 192.168.3.2, Moute
Qutgoing interface list:
G gabi t Et her net 4, Forward/ Sparse, 00: 00: 52/ 00: 02: 07

(*, 224.0.1.40), 00:01:22/00:02:09, RP 192.168.0.100, flags: SJPCL
Incom ng interface: G gabitEthernetl, RPF nbr 192.168.3.1

As you can see on R3 the (*,G) RPF neighbour is 192.168.3.1 and the RPF neighbour towards the
(S,G) is 192.168.3.2. Now, this should result in both R1 and R2 to have a valid OIL towards
R3. Let’'s have a look at these entries:

Rl#show ip mroute

Qutgoing interface flags: H - Hardware switched, A - Assert winner, p - PIMJoin
Timers: Uptinme/ Expires

Interface state: Interface, Next-Hop or VCD, State/Mde

(*, 239.1.1.1), 00:15:02/00:02:33, RP 192.168.0.100, flags: S
Incom ng interface: G gabitEthernet2, RPF nbr 192.168.5.2
Qutgoing interface list:

G gabi t Et hernet 1, Forward/ Sparse, 00:15: 02/ 00: 02: 33

(10.0.0.2, 239.1.1.1), 00:13:24/00:02:33, flags: PR
Incom ng interface: G gabitEthernet2, RPF nbr 192.168.5.2
Qutgoing interface list: Null

(*, 224.0.1.40), 00:29:17/00:02:51, RP 192.168.0.100, flags: SJCL
Incom ng interface: G gabitEthernet2, RPF nbr 192.168.5.2
Qutgoing interface list:

G gabi t Et hernet 1, Forward/ Sparse, 00:16: 06/ 00: 02: 51
Qutgoing interface list: Null

R2#show ip mroute

IP Mul ticast Routing Table

Qutgoing interface flags: H - Hardware switched, A - Assert winner, p - PIMJoin
Timers: Uptinme/ Expires

Interface state: Interface, Next-Hop or VCD, State/Mde

(*, 239.1.1.1), 00:08:00/stopped, RP 192.168.0.100, flags: SP
Incom ng interface: G gabitEthernet2, RPF nbr 192.168.4.1
Qutgoing interface list: Null

(10.0.0.2, 239.1.1.1), 00:00:03/00:02:56, flags: T
Incom ng interface: G gabitEthernet2, RPF nbr 192.168.4.1
Qutgoing interface list:
G gabi t Et hernet 1, Forward/ Sparse, 00:00: 03/ 00: 03: 26

(*, 224.0.1.40), 01:37:30/00:02:22, RP 192.168.0.100, flags: SJPL
Incom ng interface: G gabitEthernet2, RPF nbr 192.168.4.1



As mentioned, assert can be triggered when there are two upstream routers which have a valid
OIL populated on a shared segment. Since both R1 and R2 have a valid OIL, check if there is an
assert mechanism in packet capture.

This packet capture was captured on R3 interface Gil towards SW1.

| "Standard input [SW1 Ethernet2 to R3 Gi1) - =) b
| File Edit View Go (Capture Analyze Statistics  Telephony ~ Wireless  Tools  Help
| u, . — = -
|4 | @ RE Qea=sH§F S = — R i
".W | Apply 2 display ik =iy > ~ | Expression.. +
Ma. Time Source Destination Protocel  Length Info
1 ©.adee08 192.168.3.1 224.8.8.5 OSPF 98 Hello Packet
2 B.785389 192.168.3.2 224.8.8.5 O5PF 98 Hello Packet
3 3.124776 192.168.3.3 224.8.8.5 OSPF 98 Hello Packet
5 9.488827 152.168.3.1 224.8.8.5 O5PF 98 Hello Packet
6 18.256987 192.168.3.2 224.0.9.5 OSPF 98 Helle Packet
9 13.815136 192.168.3.3 224.8.8.5 OSPF 98 Hello Packet
18 19.846528 192.168.3.1 224.8.8.5 O5PF 98 Hello Packet
11 19.670571 192.168.3.2 224.0.9.5 0OSPF 98 Helle Packet
12 22.114741 10.8.8.2 239.1.1.1 ICMP 114 Echo (ping) request id-8x8e8d, seq-8/@, ttl-253 (multicast)
15 22.972394 192.168.3.3 224.8.8.5 O5PF 98 Hello Packet
16 23.885520 16.0.9.2 239.1.1.1 ICMP 114 Echo (ping) request id=8x808d; seq=1/256, ttl=253 (multicast)
17 24.887827 18.8.8.2 239.1.1.1 ICHP 114 Echo (ping) request id=8x88ed, seqe2/512, ttl=253 (multicast)
19 25.888340 10.0.8.2 239.1.1.1 ICMP 114 Echo (ping) request id=8x@e8d, seq=3/768, ttl=253 (multicast)
28 26.891246 10.8.8.2 239.1.1.1 ICHP 114 Echo (ping) request id=8x@eed, seq=4/1824, ttl=253 (multicast)
21 27.891219 19.8.8.2 239.1.1.1 ICMP 114 Echo (ping) request id=8x@eed, seq=5/1288, ttl=253 (multicast)
22 28.189858 18.8.8.2 239.1.1.1 ICHP 114 Echo (ping) request 1d=08x888d, seq=6/1536, ttl=253 (multicast)
23 29.800065 192.168.3.1 224.0.9.5 0O5PF 98 Helle Packet
24 29.118436 19.8.9.2 239.1.1.1 ICMP 114 Echo (ping) request id-8x@e8d, seq=7/1792, ttl=253 (multicast)
25 29.225379 192.168.3.2 224.8.8.5 OSPF 98 Hello Packet
@1 82 Se @2 8@ @5 @8 15 e5 9c 3a 9@ 68 88 45 @ I . A
v
@ 7 wireshark_-_20171228095051_a07600 Packets: 25 - Displayed: 25 (100.0%) - Dropped: 0 (0.0%)| | Profile: Default

In this packet capture, you do not see any assert packets even though there are all the
prerequisites to create duplication on the shared segment between R1, R2, and R3. Why do you
not see any PIM assert packets when the (S,G) stream was activated?

It seems that RFC 7761 might hold the answer to these questions.

Abstract from RFC 7761 Section 4.2.2.

4.2.2. Setting and Clearing the (S, G SPThit

Basically, Update SPThit(S, Giif) will set the SPThbit if we have the
appropriate (S,Q join state, and if the packet arrived on the
correct upstreaminterface for S, and if one or nore of the foll ow ng
condi ti ons apply:

1. The source is directly connected, in which case the switch to the
SPT is a no-op.

2. The RPF interface to Sis different fromthe RPF interface to the
RP. The packet arrived on RPF_interface(S), and so the SPT nust
have been conpl et ed.

3. No one wants the packet on the RP tree.

4. RPF (S,G == RPF (*, Q. |In this case, the router will never be
able to tell if the SPT has been conpleted, so it should just



switch imediately. The RPF' (S,G != NULL check ensures that the
SPThit is set only if the RPF neighbor towards S is valid.

In the case where the RPF interface is the same for the RP and for S,
but RPF'(S,G) and RPF'(*,G) differ, we wait for an Assert(S,G), which
indicates that the upstream router with (S,G) state believes the SPT
has been completed.

The (S,G) SPThit is used to distinguish whether to forward on (*,G) or on (S,G) state. When you
switch from the RP tree to the source tree, there is a transition period when data arrives due to
upstream (*,G) state while upstream (S,G) state is established, at that time, the router should
continue to forward only on (*,G) state. This prevents temporary black holes that would be caused
by sending a Prune(S,G,rpt) before the upstream (S,G) state has finished being established.

Although it seems that the scenario can correlate to the last point mentioned above. In the case
where the RPF interface is the same for the RP and for S,

but RPF'(S,G) and RPF'(*,G) differ, we wait for an Assert(S,G), which indicates that the upstream
router with (S,G) state believes the SPT has been completed.

For assert to be triggered, the router must receive a duplicate packet on its already populated OIL
for the same source IP/destination group on the segment. R3 is also a LHR, which means it is
designated to switch from (*,G) towards SPT (S,G) when a packet is received from (*,G).

In the packet capture we observe that no asserts are triggered. Although we do see a prune sent
immediately after the first ICMP echo is received.

M 5tandard input [SW1 Ethernet2 to R3 Gil] - o w
File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help
Am s @ " REIQe==F e Eaaat
'I l — T = Expression..
Na. Time Source Destination Protocel  Length Info i~
9 13.815136 192.168.3.3 224.8.8.5 OSPF 98 Hello Packet
18 19.846520 192.168.3.1 224.9.8.5 OSPF 98 Hello Packet
11 15.678571 192.168.3.2 224.8.8.5 O5PF 98 Hello Packet
12 22.114741 16.8.8.2 239.1.1.1 ICHP 114 Echo (ping) request id=8x088d, seq=08/8, ttl=253 (multicast)
12 22.137371 192.168.3.3 224.9.8.13 PIMv2 68 Join/Prune
15 22.972394 192.168.3.3 224.8.8.5 0SPF 98 Hello Packet
16 23.885529 18.8.8.2 239.1.1.1 ICHP 114 Echo (ping) request id=8xeeéd, seq=1/256, ttl=253 (multicast)
17 24.887827 16.8.8.2 23901010 TCHP 114 Echo (ping) request id=@x@@éd, seq=2/512, ttl=253 (multicast)
19 25.088340 19.0.0.2 239.1.1.1 cHp 114 Echo (ping) request id-@x@e@d, seq=3/768, ttl=253 (multicast)
2R 26 _AQ124R 14 4.8 2 230111 TCMD 114 _Frha (nino) _ronuect id=AvAAArd con=A/ 18274 tt1=283 (multiract) N

Frame 13: 68 bytes on wire (544 bits), 68 bytes captured (544 bits) on interface @
w Ethernet II, Src: Cheertek_e7:cc:88 (88:15:e5:e7:cc:88), Dst: IPvdmcast_éd (81:00:5e:86:80:0d)
Destination: IPwdmcast_@d (01:00:5e:00:09:8d)
Source: Cheertek_e7:cci@d (@B:15:e5:e7icci0@)
Type: IPv4 (BxB288)
Internet Protocol Versiom 4, Src: 192.168.3.3, Dst: 224.8.8.13
v Protocol Independent Multicast
@gle .... = Version: 2
.. 8811 = Type: Join/Prune (3)
Reserved byte(s): @8
Checksum: @x163d [correct]
[Checksum Status: Good]
v PIM Options
Upstream-neighbor: 192.168.3.1
Reserved byte(s): @@
Num Groups: 1
Holdtime: 218
v Group @8: 239.1.1.1/32
Num Joins: @
» Num Prunes: 1
IP address: 18.0.0.2/32 (5R)

© ¥ piM Options (pim.option), 30 bytes Packets: 25 * Displayed: 25 (100.0%) * Dropped: 0 (0.0%) | Profile: Default

As you can see, once the first Internet Control Message Protocol (ICMP) request packet is
received on R3 interface G1, a (*,G) SR-bit prune is sent towards upstream neighbour



192.168.3.1. This prunes (*,G) for the specific source defined.

You can see these flags also set: (SR):

The S flag: indicates that the nulticast group is a sparse node group.
The R flag: The Rflag is the RP-bit flag and indicates that the information in the (S, G entry
is applicable to the shared tree.

In the second PIM packet No. 14, you can see that R3 tries to join the (S,G) tree.

M *standard input [SW1 Ethernet2 to R3 Gi1) - (n] e

File Edit View Go Capture Analyze Statistics Telephony  Wireless Tools Help

dm 2@ I DREIQA e EF &[T aaal
A | 2opiy a display fiter ... <cir ~ | Expression... 4+
ho. Time Source Destination Protocol  Length Info A
9 13.815136 192.168.3.3 224.8.8.5 OSPF 98 Hello Packet
18 19.846528 192.168.3.1 224.8.8.5 OSPF 98 Hello Packet
11 19.678571 192.168.3.2 224.8.8.5 05PF 98 Hello Packet
12 22.114741 16.8.8.2 239.1.1.1 ICMP 114 Echo (ping) request id=-6x888d, seq=8/8, ttl=253 (multicast)
15 22.972394 192.168.3.3 224.8.8.5 OSPF 98 Hello Packet
16 23.885528 168.8.8.2 239.1.1.1 ICMP 114 Echo (ping) request id=8xeeed, seq=1/256, ttl=253 (multicast)
17 24.887827 10.8.8.2 239.1.1.1 TICMP 114 Echo (ping) request id=Bx8eed, seq=2/512, ttl=253 (multicast)
19 25.888348 18.8.8.2 239.1.1.1 ICMP 114 Eche (pinB) request id=exaead, 5eq=3f?ﬁﬂ, ttl=253 [mu]ticast)
2026 _A01I4R 1066 2 2301 1 1 TCMD 114 _Frhn_(ning)_ronuoct id=AvAR0Ad  consA/1604  ++1x2683 (multicact) )

Frame 14: 68 bytes on wire (544 bits), 68 bytes captured (544 bits) on interface @
~ Ethernet II, Src: Cheertek_e7:cc:88 (88:15:e5:e7:cc:88), Dst: IPwdmcast_8d (©1:88:5e:088:88:6d)
Destination: IPvdmcast_8d (81:09:5e:08:00:8d)
Source: Cheertek_e7:cc:0@ (80:15:e5:e7:cc:88)
Type: IPv4 (Bx886a8)
Internet Protocol Version 4, Src: 192.168.3.3, Dst: 224.8.8.13
» Protocol Independent Multicast
e8le .... = Version: 2
. 8811 = Type: Join/Prune (3)
Reserved byte(s): @@
Checksum: @x173c [correct]
[Checksum Status: Good]
~ PIM Options
Upstream-neighbor: 192.168.3.2
Reserved byte(s): @&
Num Groups: 1
Holdtime: 218
~ Group @: 239.1.1.1/32
~ Num Joins: 1
IP address: 16.8.8.2/32 (5)
Num Prunes: @

O = wireshark_-_20171228095051_a07600 Packets: 25 * Displayed: 25 (100.0%) * Dropped: 0 (0.0%) | Profile: Default

It is observed that once the first data plane is received, packet R3 prunes the (*,G) and builds the
(S,G). This is the reason why you do not see PIM assert packets. This certain scenario is in effect
when you have a LHR who has same RPF interface for (S,G) and (*,G). Although this behaviour
may slightly differ from RFC 7761, it should not cause any issues.

Now let’s continue with Scenario 2., the diagram of this scenario can be seen here:

Scenario 2. Assert Path Selection
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Figure 2.

In this topology, there is another router connected on R3 which is the LHR. The LHR connects
directly to the receiver. The source and RP are both above R2 and R1. The RPF neighbour on R3
towards the RP is R1 and the RPF neighbour towards the source is R2.

Let's check the RPF neighbour for both the source and RP.

Here you see the RPF neighbour towards the RP: 192.168.0.100 is 192.168.3.1.

R3#show ip rpf 192.168.0.100
RPF i nformation for ? (192.168.0.100)
RPF interface: G gabitEthernetl
RPF nei ghbor: ? (192.168. 3.1)
RPF rout e/ mask: 192.168.0.100/ 32
RPF type: unicast (ospf 1)
Doi ng di stance-preferred | ookups across tables
RPF topol ogy: ipv4 nulticast base, originated fromipv4 unicast base

Here you see the RPF neighbour towards the Source: 10.0.0.2 is 192.168.3.2.

R3#show ip rpf 10.0.0.2
RPF i nformation for ? (10.0.0.2)
RPF interface: G gabitEthernetl



RPF nei ghbor: ? (192.168. 3. 2)

RPF rout e/ mask: 10.0.0.0/24

RPF type: unicast (ospf 1)

Doi ng di stance-preferred | ookups across tables

RPF topol ogy: ipv4 multicast base, originated fromipv4 unicast base

Before we activate the source, lets take a look at the mroute table on R3, as you can see there is
already (*,G) for the group 239.1.1.1. This is because the receiver connected to LHR has already
requested for the specified group.

R3#show i p nroute

I P Mul ticast Routing Table

Qutgoing interface flags: H - Hardware switched, A - Assert winner, p - PIMJoin
Timers: Uptinme/ Expires

Interface state: Interface, Next-Hop or VCD, State/Mde

(*, 239.1.1.1), 00:00:57/00:02:32, RP 192.168.0.100, flags: S
Incom ng interface: G gabitEthernetl, RPF nbr 192.168.3.1
Qutgoing interface list:

G gabi t Et hernet 2, Forwar d/ Sparse, 00:00: 57/ 00: 02: 32

(*, 224.0.1.40), 00:11:24/00:02:41, RP 192.168.0.100, flags: SJCL
Incom ng interface: G gabitEthernetl, RPF nbr 192.168.3.1
Qutgoing interface list:

G gabi t Et hernet 2, Forwar d/ Sparse, 00:02: 02/ 00: 02: 41

Now, activate the source and capture packets on R3 interface Gil.

M *5tandard input [SW1 Ethernet2 to R3 Gi1] - o *

File Edit View Go Capture Analyze  Statistics  Telephony  Wireless Tools  Help

4 m ® EREB Qe=EF £ (|Eaqai
[ﬂ |=; v & display filter ... <Ctrl-/> 3 = | Expression...
No. Time Source Destination Protocol  Length  Info
1 &.e0ae8 192.168.3.1 224.8.8.5 O5PF 98 Hello Packet
4 7.447012 192.168.3.2 224.8.0.5 OSPF 98 Hello Packet
5 8.158289 192.168.3.32 224.9.9.5 OSPF 98 Hello Packet
6 9.674818 192.168.3.1 224.8.8.5 O5PF 98 Hello Packet
7 12.816714 18.8.8.2 239.1.1.1 ICHP 114 Echo (ping) request ide@x@eef, seqed/8, ttle=253 (multicast)
9 13,974441 18.6.8.2 239.1.1.1 ICHP 114 Echo (ping) request id=éx@eef, seq=1/256, ttl=253 (multicast)
18 13,975383 18.8.8.2 239.1.1.1 ICHP 114 Echo (ping) request id=8x@eef, seq=1/256, ttl=253 (multicast)
13 15.976588 19.8.9.2 239.1.1.1 ICHP 114 Echo (ping) request id=@x@eef, seq=2/512, ttl=253 (multicast)
15 17.334577 192.168.3.2 224.9.8.5 OSPF 98 Hello Packet
16 17.9872138 19.8.8.2 239.1.1.1 ICMP 114 Echo (ping) request id=-@x@eef, seq=3/768, ttl=253 (multicast)
17 18.832846 192.168.3.3 224.8.8.5 OSPF 98 Hello Packet

Frame 11: 62 bytes on wire (496 bits), 62 bytes captured (496 bits) on interface @
» Ethernet II, Src: Cheertek_9c:3a:@8 (80:15:e5:9c:3a:8@), Dst: IPvamcast @d (81:00:5e:00:00:8d)
Internet Protocol Version 4, Src: 192.168.3.1, Dst: 224.8.8.13
~ Protocol Independent Multicast
8818 .... = Version: 2
. 8181 = Type: Assert (5)
Reserved byte(s): ee
Checksum: @x5e6a [correct]
[checksum Status: Good]
~ PIM Options
Group: 239.1.1.1/32
Source: 18.8.8.2
1... .... = RP Tree: True
-98@ @022 9RE0 PBee Se08 9888 8118 1118 = Metric Preference: 118
Metric: 2




As you can see in this packet capture, PIM asserts packets are already present.

Frame 11:

Frame 11: 62 bytes on wire (496 bits), 62 bytes captured (496 bits) on interface @
Ethernet II, Src: Cheertek 9c:3a:00 (@0:15:e5:9c:3a:0@), Dst: IPv4mcast ©d (©1:00:5e:80:00:0d)
Internet Protocol Version 4, Src: 192.168.3.1, Dst: 224.0.9.13
v Protocol Independent Multicast
@016 .... = Version: 2
. 9101 = Type: Assert (5)
Reserved byte(s): @@
Checksum: ©x5e6a [correct]
[Checksum Status: Good]
~ PIM Options
Group: 239.1.1.1/32
Source: 10.6.0.2

1... .... = RP Tree: True
.00 0000 0OPRe 0V ©POP 0eee 8110 1110 = Metric Preference: 110
Metric: 2

Frame 12:

Frame 12: 62 bytes on wire (496 bits), 62 bytes captured (496 bits) on interface @
Ethernet II, Src: Cheertek _8b:3e:08 (00:15:e5:8b:3e:080), Dst: IPvdmcast_@d (01:00:5e:00:08:08d)
Internet Protocol Version 4, Src: 192.168.3.2, Dst: 224.9.0.13
~ Protocol Independent Multicast
0010 .... = Version: 2
. 8181 = Type: Assert (5)
Reserved byte(s): @@
Checksum: @xdeba [correct]
[Checksum Status: Good]
v PIM Options
Group: 239,1.1.1/32
Source: 19.0.0.2
B... ... = RP Tree: False
.000 0000 PEOP VPO BORO 0PV 9118 1110 = Metric Preference: 118
Metric: 2

When you look at these packets, you should be able to determine who is the assert winner. Now
let's take a look at the PIM assert forwarder selection.

The metric preference is the Administrative Distance (AD). This refers to the administrative
distance of the routing protocol installing the route in the routing table, which is used to look up the
source IP address and the Metric is the cost of the route.

There are also other attributes which are used to determine who is the assert winner. You can see
these details in RFC 7761.

Abstract from RFC 7761 Section 4.6.3.

4.6.3. Assert Metrics
Assert netrics are defined as:
struct assert_metric {

rpt_bit_flag;
metric_preference



route_netric;
i p_address;
b

When conparing assert_netrics, the rpt_bit_flag, metric_preference,
and route_metric fields are conpared in order, where the first |ower
value wins. |If all fields are equal, the primary | P address of the
router that sourced the Assert nessage is used as a tie-breaker, with
t he hi ghest | P address w nning.

With the use of these fields defined and path selection, you can determine who the assert winner
will be in this scenario. If you take a look at the assert packets again, you can see that metric
preference is not compared since the decision is made on the very first selection criteria which is
rpt_bit_flag.

In this scenario, comparing R1 and R2 is compared. Both routers send assert messages which
were seen previously and once both devices see each other’s assert messages they can compare
metrics between each other in order to determine who the winner is.

Since R2 sends an assert message with the RP tree: False which has a value of 0, it is indeed
lower than what R1 sent with a RP tree: True which has a value of 1. RP tree bit is set to either 0
or 1.

RP tree bit when set to 1 means that you are currently on the shared tree; the RPT bit cleared
indicates that the sender of the assert had (S,G) forwarding state on an interface.

As (S,G) asserts have priority over (*,G) asserts, R2 should be the assert winner. Transition to the
"l am Assert Winner" state. As mentioned in the earlier statement in RFC 7761, the lower value is
more preferred.

Let's have a look at both R1 and R2 in order to see who the assert winner is.

R2#show ip mroute

IP Multicast Routing Table

Qutgoing interface flags: H - Hardware switched, A - Assert winner, p - PIMJoin
Ti mers: Uptine/ Expires

Interface state: Interface, Next-Hop or VCD, State/Mde

(*, 239.1.1.1), 00:42:52/stopped, RP 192.168.0.100, flags: SP
Incom ng interface: G gabitEthernet2, RPF nbr 192.168.4.1
Qutgoing interface list: Null

(10.0.0.2, 239.1.1.1), 00:42:52/00:01:40, flags: T
Incom ng interface: G gabitEthernet2, RPF nbr 192.168.4.1
Qutgoing interface list:
G gabi t Et hernet1, Forward/ Sparse, 00:42:52/00:03:07, A

, .0. 1. , 1 43: :02: 25, . . 0. , ags:

(*, 224.0.1.40), 00:43:23/00:02:25, RP 192.168.0.100, fl SJPL
Incom ng interface: G gabitEthernet2, RPF nbr 192.168.4.1
Qutgoing interface list: Null

In this output, you can see that the (S,G) on R2 has the A flag set on the OIL which indicates that
it is the assert winner. Here on R1, you do not have an OIL on the (S,G) and the P flag is set
which means the particular (S,G) has been pruned off in this case: it is not the assert winner.

Note: When assert is present on a shared segment, downstream neighbours send Join(*,G)



and Join(S,G) periodic messages to the appropriate RPF neighbour, i.e., the
RPF neighbour as modified by the assert process. They are not always sent to the
RPF neighbour as indicated by the MRIB.

Rl#show ip mroute

IP Multicast Routing Table

Qutgoing interface flags: H - Hardware switched, A - Assert winner, p - PIMJoin
Ti mers: Uptinme/ Expires

Interface state: Interface, Next-Hop or VCD, State/Mde

(*, 239.1.1.1), 00:44:32/00:03:09, RP 192.168.0.100, flags: S
Incom ng interface: G gabitEthernet2, RPF nbr 192.168.5.2
Qutgoing interface list:

G gabi t Et hernet1, Forward/ Sparse, 00:44:32/00:03:09, A

(10.0.0.2, 239.1.1.1), 00:44:19/00:03:09, flags: PR
Incom ng interface: G gabitEthernet2, RPF nbr 192.168.5.2
Qutgoing interface list: Null

(*, 224.0.1.40), 00:44:50/00:02:53, RP 192.168.0.100, flags: SJICL
Incom ng interface: G gabitEthernet2, RPF nbr 192.168.5.2
Qutgoing interface list:

G gabi t Et hernet1, Forward/ Sparse, 00:43:56/00:02: 53

If it is the case that both R1 and R2 have RP tree bit set to 1. you can then consider the router with
the lowest AD; if equal, then take a look at the metric. If RP tree bit is true on both routers, the
metric is compared toward RP IP address. If RP tree bit is 0, the metric is compared towards the
source of the multicast stream.

If all these values are the same, the highest IP address sourcing assert message is the winner.

Summary

In scenario one, you did not observe assert packets, however, per RFC they should have been
triggered. As mentioned, this was because R3 was pruning (*,G) before control plane for (S,G)
was built.

While in scenario two, you see assert packets. When the first packet was received on LHR, it
would send a (S,G) join/prune towards R3 to pull the source/group. R3 will then send a

join/prune packet towards R2 for the same source/group. This would then cause both R1 and R2
to have valid OlLs populated. Now R3 only prunes (S,G) with RP-bit set when the T flag is
populated on R3s (S,G) state. For this to happen, you need to receive another data plane packet
from the shared segment. Because control plane has already been built for (S,G) this then leads to
duplication on the shared segment triggering assert messages.
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