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Introduction

This document describes a few scenarios that have a special behavior and configuration for the
combination of Multiprotocol Label Switching (MPLS) and Border Gateway Protocol (BGP)
in Cisco I0S®-XR.

1. A Static Route is Needed for Inter-AS MPLS VPN Options
B&C

This image shows an Inter-AS Option B setup.
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Image 1.

The Provider Edge (PE) router PE1 has a route for the VRF prefix 10.200.1.2/32, but it is
unresolved.

RP/ 0/ 0/ CPUO: PEl1#show cef vrf one 10.200.1.2
10.200. 1. 2/32, version 3, internal 0x5000001 0Ox0 (ptr Oxal4Obe74) [1], Ox0 (0x0), 0x208
(0xal4a7118)
Updated Apr 7 14:36:45.628
Prefix Len 32, traffic index 0O, precedence n/a, priority 3
via 10.3.1.4/32, O dependencies, recursive [flags 0x6000]
pat h-idx O NHI D 0x0 [ 0xa0d87468 0x0]
recursion-via-/32
next hop VRF - 'default', table - 0xe0000000
unresolved
| abel s i nposed {24004}

PE1 does not have a route for 10.3.1.4/32. It does have a route for 10.3.1.0/24.

RP/ 0/ O/ CPUO: PEl#show route 10.3.1.4

Routing entry for 10.3.1.0/24

Known via "ospf 1", distance 110, netric 3, type intra area

Installed Apr 7 14:07:01.140 for 00: 32: 48

Routi ng Descri ptor Bl ocks

10.1.1.2, from 10.100.1.3, via G gabitEthernet0/0/0/0
Route netric is 3

No adverti sing protos.
There must be a static route on the Autonomous System Border Route (ASBR) for the next-hop.
You have to configure this static route on each ASBR and redistribute it into the Interior Gateway

Protocol (IGP).

router static



address-fam |y ipv4 uni cast
10.3.1.4/32 G gabitEthernet0/0/0/1
!
!

router ospf 1
redistribute static

The route is now resolved.

RP/ 0/ 0/ CPUO: PEl1#show cef vrf one 10.200.1.2
10.200. 1.2/ 32, version 3, internal 0x5000001 0x0 (ptr Oxal4Obe74) [1], Ox0 (0x0), 0x208
(O0xal4a7118)
Updated Apr 7 14:36:45.628
Prefix Len 32, traffic index O, precedence n/a, priority 3
via 10.3.1.4/32, 3 dependencies, recursive [flags 0x6000]
pat h-idx O NHI D 0x0 [ O0xal50f 9f 4 0xO0]
recursion-via-/32
next hop VRF - 'default', table - 0xe0000000
next hop 10.3.1.4/32 via 24005/0/21
next hop 10.1.1.2/32 G 0/0/0/0 | abel s i nposed {24003 24004}

ASBR1 installs an outgoing label of POP towards ASBR2 for the VPNv4/6 prefixes:

RP/ 0/ 0/ CPUO: ASBR1#show mpls forwarding prefix 10.3.1.4/32

Local Qutgoing Prefix Qut goi ng Next Hop Byt es
La_bel Label or ID | nterface

Swi t ched

24005 pop 10.3.1.4/32 Go/o0/0/1 10.3.1. 4 2506

Even with next-hop-self on the ASBR towards the iBGP neighbors, the label forwarding between
the ASBRs will be broken, if the static route is not configured on the ASBR.

With next-hop-self on ASBR1 towards PE1 and no static route:

RP/ 0/ 0/ CPUO: ASBR1#show mpls forwarding labels 24006 detail

Local Qutgoing Prefix Qut goi ng Next Hop Byt es

Label Label or ID I nterface

Swi t ched

24006 24004 2:2:10.200.1. 2/ 32 10.3.1.4
0

Updated: Apr 7 14:49:58.190
Pat h Fl ags: 0x6000 |

Label Stack (Top -> Bottom: { }
MAC/ Encaps: 0/0, MIU. O

Packets Switched: O

Notice that the outgoing interface is missing on the Outgoing Interface column. The static route is
needed on ASBRs for Inter-AS Option B and C.

2. Retain the Route-Targets on the ASBRs for Inter-AS
Option B

A command is needed to ensure that the ASBR stores/keeps the vpnv4/6 routes and then



advertises them. Without this command, the ASBR does not store the routes if there is no local
VREF configured on the ASBR that imports any of the Route-Targets of the routes, or if it is not a
route reflector (RR) for address family vpnv4/6.

router bgp 1

address-fam |y ipv4 uni cast
|

addr ess-fani | y vpnv4 uni cast

retain route-target all
!

3. IPv4 Labelled-Unicast Addresses are not Advertised by
ASBR

IPv4 labelled-unicast is needed in Inter-AS Option C or Seamless MPLS (Unified MPLS) networks.
This is because vpnv4/6 prefixes are labelled by default, but this is not the case for IPv4 (IPv6)
unicast. If this is not the case, then the Label Switched Path (LSP) end-to-end is interrupted and
the traffic flow end-to-end fails.

Look at image 2, it shows an Inter-AS Option C setup.
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Image 2.
The P1 and P2 routers are also the Route Reflectors in their Autonomous System (AS) for vpnv4.
The Labeled Unicast (LU) is used to transport the loopback prefixes from one AS into the other.

ASBR1 has this address family configured, but there are no routes in it:

RP/ 0/ 0/ CPUO: ASBR1#show bgp ipv4 labeled-unicast



RP/ 0/ 0/ CPUO: ASBR1#

RP/ 0/ 0/ CPUO: ASBR1#show bgp ipv4 labeled-unicast summary
BGP router identifier 10.100.1.3, |ocal AS nunber 1

BGP generic scan interval 60 secs

Non-stop routing i s enabled

BGP table state: Active

Tabl e I D: 0xe0000000 RD version: 41

BGP main routing table version 41

BGP NSR Initial initsync version 2 (Reached)
BGP NSR/ I SSU Sync- Group versions 0/0

BGP scan interval 60 secs

BGP is operating in STANDALONE node.

Process RcvTbl Ver bRI B/ RI B Label Ver I nportVer SendTbl Ver
St andby Ver

Speaker 41 41 41 41

41 0

Nei ghbor Spk AS MsgRcvd MsgSent Tbl Ver 1nQ QutQ Up/ Down
St/ Pf xRed

10.3.1.4 0 2 150 151 41 0 0

00: 06: 29 0

10.100.1.2 0 1 52 52 41 0 0

00: 06: 42 0

The reason is that the ASBR must have the following command so that it can allocate a Multi-
Protocol Label Switching (MPLS) label for each route and then advertise the routes.

RP/ 0/ 0/ CPUO: ASBR1#show run router bgp
router bgp 1
address-fam |y ipv4 uni cast
redistribute ospf 1

allocate-label all
!

Note: The command can allocate labels to specific prefixes if a route-policy is specified.

The result of this command is:

RP/ 0/ 0/ CPUO: ASBR1#show bgp ipv4 labeled-unicast

BGP router identifier 10.100.1.3, local AS nunber 1
BGP generic scan interval 60 secs

Non-stop routing i s enabled

BGP tabl e state: Active

Tabl e I D: Oxe0000000 RD version: 52

BGP main routing table version 52

BGP NSR Initial initsync version 2 (Reached)

BGP NSR/ |1 SSU Sync- G oup versions 0/0

BGP scan interval 60 secs

Status codes: s suppressed, d danped, h history, * valid, > best
i - internal, r RIB-failure, S stale, N Nexthop-discard
[

Origin codes: - 1GP, e - EGP, ? - inconplete

Net wor k Next Hop Metric LocPrf Weight Path
*> 10.1.1.0/24 10.1.2.2 2 32768 ?
*> 10.1.2.0/24 0.0.0.0 0 32768 ?

*> 10.2.1.0/ 24 10.3.1. 4 0 027



*> 10.2.2.0/ 24 10.3.1.4 2 02
*> 10.3.1.0/ 24 0.0.0.0 0 32768 ?
* 10.3.1.4 0 0 2
*> 10.100.1.1/32 10.1.2.2 3 32768 ?
*> 10.100.1.2/32 10.1.2.2 2 32768 ?
*> 10.100.1. 3/ 32 0.0.0.0 0 32768 ?
*> 10.100.1.4/32 10.3.1.4 0 02
*> 10.100.1.5/32 10.3.1.4 2 02
*> 10.100.1.6/32 10.3.1.4 3 02
Processed 11 prefixes, 12 paths

RP/ 0/ 0/ CPUQ: ASBR1#show bgp ipv4 labeled-unicast 10.100.1.6/32
BGP routing table entry for 10.100.1.6/32

Ver si ons:
Process bRI B/ RIB SendTbl Ver
Speaker 48 48

Local Label: 24008
Last Modified: Apr 7 16:20:04.509 for 00:00: 49
Pat hs: (1 available, best #1)
Advertised to peers (in unique update groups):
10.100.1.2
Pat h #1: Received by speaker O
Advertised to peers (in unique update groups):

10. 100.1. 2
2

10.3.1.4 from 10.3.1.4 (10.100. 1. 4)
Received Label 24002

Oigin inconplete, metric 3, local pref 100, valid, external, best, group-best
Received Path ID 0, Local Path I D 1, version 48
Oigin-AS validity: not-found

So, in short:

- Label allocation must be configured (on all ASBRs and PE routers)
- Address family ipv4 labeled-unicast must be configured for the BGP neighbor

4. A Dummy iBGP Neighbor is Needed for eBGP-eBGP
(back-to-back eBGP) Vpnv4

Look at image 3.
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Image 3.

There are three ASBRs in a row. The ASBR3 runs eBGP vpnv4 unicast to ASBR1 and ASBR2.

Note: You must configure the static routes on ASBR3 as well.

RP/ 0/ 0/ CPUO: ASBR3#show bgp vpnv4 unicast

BGP router identifier 10.100.1.7, |local AS nunber 3

BGP generic scan interval 60 secs

Non-stop routing is enabl ed

BGP tabl e state: Active

Table ID: 0x0 RD version: O

BGP nain routing table version 3

BGP NSR Initial initsync version 2 (Reached)
BGP NSR/ |1 SSU Sync- G oup versions 0/0

BGP scan interval 60 secs

- internal, r RIB-failure, S stale, N Nexthop-discard

Status codes: s suppressed, d danped, h history, * valid, > best
[
i - 1GP, e - EGP, ? - inconplete

Origin codes:

Net wor k Next Hop Metric LocPrf Weight Path
Route Distinguisher: 1:1
*> 10.200.1.1/32 10.4.1.3 0172
Route Distinguisher: 2:2
*> 10. 200.1. 2/ 32 10.4.2. 4 027

Processed 2 prefixes, 2 paths

RP/ 0/ 0/ CPUO: ASBR3#show bgp vpnv4 unicast rd 1:1 10.200.1.1/32
BGP routing table entry for 10.200.1.1/32, Route Distinguisher: 1:1
Ver si ons:
Process bRI B/ RIB SendTbl Ver
Speaker 2 2
Last Modified: Apr 7 18:45:21.510 for 00:03: 30
Pat hs: (1 avail able, best #1)



Not advertised to any peer
Pat h #1: Received by speaker O
Not advertised to any peer
1
10.4.1.3 from10.4.1.3 (10.100.1.3)
Recei ved Label 24009
Oigin inconplete, |ocal pref 100, valid, external, best, group-
best, inport-candidate, not-in-vrf
Received Path ID O, Local Path ID 1, version 2
Ext ended community: RT:1:1

There is an issue with advertising the vpnv4 routes from ASBR3: ASBR3 does not advertise the
external vpnv4 routes out.

The solution is to configure a dummy iBGP neighbor on ASBR3 and enable next-hop-self: The
dummy iBGP neighbor does not need to be up.

router bgp 3
address-fam |y vpnv4 uni cast

retain route-target all
1

nei ghbor 10.4.1.3

remote-as 1 address-fam |y vpnv4 uni cast
route-policy PASS in
rout e- policy PASS out

|

!
nei ghbor 10.4.2.4

renote-as 2

address-fam |y vpnv4 uni cast

route-policy PASS in
rout e- pol i cy PASS out
|

|
neighbor 10.99.99.99
renote-as 3
description dummy-iBGP neighbor for back-to-back eBGP vpnvi4
updat e- sour ce LoopbackO
address-fam |y vpnv4 uni cast

next-hop-self
!
!
!

The result is that the vpnv4 route is now advertised:

RP/ 0/ 0/ CPUO: ASBR3#show bgp vpnv4 unicast rd 1:1 10.200.1.1/32
BGP routing table entry for 10.200.1.1/32, Route Distinguisher: 1.1

Ver si ons:
Pr ocess bRI B/ RIB SendTbl Ver
Speaker 12 12

Local Label: 24002
Last Modified: Apr 7 18:58:04.510 for 00:01: 46
Pat hs: (1 avail able, best #1)
Advertised to update-groups (with nore than one peer):
0.2
Pat h #1: Received by speaker 0
Advertised to update-groups (with more than one peer):
0.2
1
10.4.1.3 from10.4.1.3 (10.100.1.3)



Recei ved Label 24009

Oigin inconplete, |ocal pref 100, valid, external, best, group-
best, inport-candidate, not-in-vrf

Received Path ID O, Local Path ID 1, version 12

Ext ended community: RT:1:1

5. Inter-AS Option C - The BGP Label is Preferred over the
LDP Label

Refer to this image in order to see a setup with the two ASBRs connected over multiple links. In
order to make this work, the eBGP ipv4 LU session between the ASBRs must be multi-hop as
there are parallel links between them.
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Image 4.
This is Inter-AS option C. Routers P1 and P2 are also the Route-Reflectors for vpnv4.

There is IPv4 labelled unicast between the PE routers and ASBRs. The ASBRs are directly
connected over multiple links.

On the ASBR, you see:

router bgp 1

nei ghbor 10.100.1.4
renote-as 2
ebgp-multihop 2
updat e- sour ce LoopbackO
address-fam |y ipv4 | abel ed-uni cast
route-policy PASS in
rout e- poli cy PASS out

There is no Label Distribution Protocol (LDP) needed between the ASBRs. BGP will take care of



the MPLS forwarding on the links between the ASBRs.

RP/ 0/ 0/ CPUO: ASBR1#show mpls interfaces

| nterface LDP Tunnel Static Enabl ed
G gabi t Et hernet 0/ 0/ 0/ 0 Yes No No Yes

G gabi t Et hernet 0/ 0/ 0/ 1 No No No Yes
GigabitEthernet0/0/0/2 No No No Yes

GigabitEthernet0/0/0/3 No No No Yes

G gabi t Et hernet 0/ 0/ 0/ 4 No No No Yes

So far so good. The issue is with the scenario as shown in this image.
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Image 5.
This is Inter-AS option C. Routers P1 and P2 are also the Route-Reflectors for vpnv4.

There is IPv4 labelled unicast between the PE routers and ASBRs. ASBR1 and ASBR2 are not
directly connected. They are connected multi-hop, through a network running an IGP and LDP. In
image 5, this intermediate network is represented by the router ASBR3, which runs an IGP and
LDP with ASBR1 and ASBR2.

With eBGP multi-hop on the ASBRs, there is a problem. The BGP session between the RRs in
each AS does not even come up.

RP/ 0/ 0/ CPUO: Pl#show cef 10.100.1.5
10. 100. 1.5/ 32, version 263, internal 0x1000001 OxO (ptr Oxal3bde74) [1], O0xO0 (0xal389560), Oxa28
(Oxald4a72a8)
Updat ed Apr 8 09:38:02. 551
| ocal adjacency 10.1.2.3
Prefix Len 32, traffic index 0, precedence n/a, priority 3
via 10.1.2.3/32, GgabitEthernet0/0/0/1, 5 dependencies, weight O,



class 0 [flags 0xO0]
path-idx O NH D 0x0 [ OxaOe8b2a4 0x0]
next hop 10.1.2.3/32
| ocal adjacency
| ocal | abel 24004 labels imposed {24007}
In order to get from P1, the RR in AS 1, to P2, the RR in AS 2, the outgoing label is 24007. On
ASBR1, this label is swapped with label 24000.

RP/ O/ O/ CPUO: ASBR1#show mpls forwarding labels 24007

Local Qutgoing Prefix Qut goi ng Next Hop Byt es
Label Label or ID I nterface
Swi t ched

24007 24000 10.100.1.5/32 10.100.1. 4 1404

RP/ 0/ 0/ CPUO: ASBR1#show cef 10.100.1.5
10. 100. 1.5/ 32, version 155, internal 0x5000001 OxO (ptr Oxal3bel74) [1],
0x0 (0xal38965c), 0xa08 (0xal4a72d0)
Updated Apr 8 10:02:38. 101
Prefix Len 32, traffic index O, precedence n/a, priority 4
via 10.100.1.4/32, 5 dependencies, recursive, bgp-ext [flags 0x6020]
pat h-idx O NHI D 0x0 [ 0xal50f 874 0xO0]
recursion-via-/32
next hop 10.100. 1. 4/32 via 24004/0/ 21
| ocal |abel 24007
next hop 10.4.1.7/32 G 0/0/0/4 labels imposed {ImplNull 24000}

The label 24000 is the label received on ASBR1 by BGP LU from ASBR2.

RP/ 0/ O/ CPUO: ASBR1#show bgp ipv4 labeled-unicast 10.100.1.5
BGP routing table entry for 10.100.1.5/32

Ver si ons:
Pr ocess bRI B/ RIB SendTbl Ver
Speaker 76 76

Local Label: 24007
Last Modified: Apr 8 09:37:57.509 for 00:04:05
Paths: (1 avail abl e, best #1)
Advertised to update-groups (with nore than one peer):

0.3
Advertised to peers (in unique update groups):
10.100.1.1 10.100.1.2

Path #1: Received by speaker O
Advertised to update-groups (with nore than one peer):

0.3
Advertised to peers (in unique update groups):
10.100.1.1 10.100.1.2

2
10.100. 1.4 from 10.100. 1.4 (10.100. 1. 4)
Received Label 24000
Oigin inconplete, nmetric 2, local pref 100, valid, external, best, group-best

Received Path ID 0, Local Path ID 1, version 76

Oigin-AS validity: not-found
However, the ASBR router in between does not run BGP, and hence cannot forward packets it
receives with this label, as it did not assign label 24000. The label that should be used to get the
packets to 10.100.1.5, is the label from LDP:

RP/ 0/ O/ CPUO: ASBR1#show route 10.100.1.5/32



Routing entry for 10.100.1.5/32

Known via "bgp 1", distance 20, netric 2, [ei]-bgp, |abel ed unicast
(3107)

Tag 2, type external

Installed Apr 8 10:02:38.082 for 01: 24: 37

Routi ng Descriptor Bl ocks

10.100.1.4, from 10.100. 1.4, BGP external
Route nmetric is 2
No adverti sing protos.

This recurses to next-hop 10.100.1.4, the loopback of ASBR2.
The label received from ASBR3 by LDP should be used, but it is not.

The label stack added is {ImpINull 24000} instead of {24002 24000}.

RP/ 0/ 0/ CPUO: ASBR1#show mpls 1ldp bindings 10.100.1.4/32
10. 100. 1.4/ 32, rev 146

Local binding: |abel: 24004

Renot e bi ndi ngs: (2 peers)

Peer Label
10. 100.1.2: 0 24003
10. 100.1.7: 0 24002

ASBR1 should be imposing the LDP label 24002 it received from the ASBRS3 router. In order to
disable the BGP MPLS forwarding, you add the mpls keyword to the eBGP multi-hop command.

ASBR1:

router bgp 1

nei ghbor 10.100.1.4
renote-as 2
ebgp-multihop 2 mpls
updat e- sour ce LoopbackO
address-fam |y ipv4 | abel ed- uni cast
route-policy PASS in
rout e-policy PASS out
|

ASBR1 now has the correct label rewrite:

RP/ 0/ 0/ CPUO: ASBR1#show cef 10.100.1.5
10.100. 1.5/ 32, version 155, internal 0x5000001 OxO (ptr Oxal3bel74) [1], Ox0 (0xal38965c), 0xa08
(O0xal4a72d0)
Updated Apr 8 10:02: 38.102
Prefix Len 32, traffic index O, precedence n/a, priority 4
via 10.100. 1. 4/32, 5 dependencies, recursive, bgp-ext [flags 0x6020]
path-idx O NH D 0x0 [ Oxal50f 874 0xO0]
recursion-via-/32
next hop 10.100. 1.4/32 via 24004/0/21
| ocal |abel 24007
next hop 10.4.1.7/32 G 0/0/0/4 labels imposed {24002 24000}

From the command reference:

Use of the mpls option in the ebgp-multihop command prevents BGP from enabling MPLS on
the peering interface and also prevents allocation of Implicit-NULL rewrite labels for next-hop
addresses learned from the peer. This is useful in some scenarios in which MPLS forwarding



labels to the nexthops have already been learned via BGP labelled-unicast or LDP.

In other words, in I0S-XR, when BGP offers to allocate a label to the LFIB, it will take precedence
over LDP. The scenario of Inter-AS Option C with multiple hops between the ASBR routers is such
a scenario.

6. Inter-AS Option B - The BGP label is Preferred over the
LDP Label
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Image 6.

This is Inter-AS Option B. However, there are multiple parallel links between the two ASBRs.
There is RFC3107 (exchanging IPv4 routes and MPLS labels) between the ASBRs, instead of
using an IGP and LDP.

In order to bring up the eBGP multihop session between the loopback interfaces of ASBR1 and
ASBR2, eBGP LU is needed between the two ASBRs. There are two links between the ASBRs, so
there are two eBGP LU sessions needed. The command allocate-label is needed for the address
family IPv4.

router bgp 65001
address-fam |y ipv4 uni cast
networ k 10.100. 1. 3/ 32
al | ocate-1 abel all
|
nei ghbor 10.3.1.4
renot e-as 65002
address-fam |y ipv4 | abel ed-uni cast
route-policy pass in

rout e-policy pass out
!



nei ghbor 10.3.2.4

renot e-as 65002

address-fam |y ipv4 | abel ed- uni cast
route-policy pass in
rout e-policy pass out

|

|

The static routes from section 1 are still needed:

router static

address-fam |y ipv4 uni cast
10.3.1.4/32 G gabitEthernet0/0/0/1
10. 3. 2.4/ 32 G gabitEthernet0/0/0/2
|

|

The eBGP vpnv4 session between the ASBRSs:

router bgp 65001
address-fam |y ipv4 uni cast
net wor k 10. 100. 1. 3/ 32
al | ocat e-1 abel al
|
address-fam |y vpnv4 uni cast
retain route-target al
|
nei ghbor 10.100.1.4
renot e-as 65002
ebgp-multihop 255
updat e- sour ce LoopbackO
address-fam |y vpnv4 uni cast
route-policy pass in
rout e-policy pass out
|
|

Notice that the mpls keyword is not needed here, as in section 5. Also, that the iBGP LU sessions

between PE and ASBRs are not needed if next-hop-self is configured for the iBGP vpnv4
sessions. The label advertised by ASBR2 for 10.100.1.4/32 is label 3:

RP/ 0/ O/ CPUO: ASBR1#show bgp ipv4 labeled-unicast 10.100.1.4/32
Fri Jun 2 11:50:16.178 UTC
BGP routing table entry for 10.100.1.4/32

Ver si ons:
Pr ocess bRI B/ RIB SendTbl Ver
Speaker 8 8

Local Label: 24005
Last Modified: Jun 2 11:48:39.920 for 00:01: 36
Pat hs: (4 avail abl e, best #1)
Advertised to update-groups (with nore than one peer):
0.3
Advertised to peers (in unique update groups):
10.100.1.7
Pat h #1: Received by speaker 0
Advertised to update-groups (with nore than one peer):
0.3
Advertised to peers (in unique update groups):
10.100.1.7
65002



10.3.1.4 from10.3.1.4 (10.100.1.4)
Received Label 3
Oigin 1GP, netric 0, |ocal pref 100, valid, external, vest, group-best
Received Path 1D O, Local Path ID 1, version 8
Oigin-AS validity: not-found
Pat h #2: Recei ved by speaker O
Not advertised to any peer
65002
10.3.2.4 from10.3.2.4 (10.100.1.4)
Recei ved Label 3
Oigin I1GP, netric 0, |ocal pref 100, valid, external
Received Path ID O, Local Path ID 0O, version O
Oigin-AS validity: not-found
Pat h #3: Recei ved by speaker O
Not advertised to any peer
65003 65002
10.3.3.9 from 10.3.3.9 (10.100.1.9)
Recei ved Label 24001
Oigin IGP, |ocal pref 100, valid, external, group-best
Received Path 1D O, Local Path ID 0O, version O
Oigin-AS validity: not-found
Pat h #4: Recei ved by speaker O
Not advertised to any peer
65003 65002
10.3.4.9 from 10.3.4.9 (10.100.1.9)
Recei ved Label 24001
Oigin I1GP, |ocal pref 100, valid, external
Received Path 1D O, Local Path ID 0O, version O
Oigin-AS validity: not-found

RP/ 0/ 0/ CPUO: ASBR1#show cef 10.100.1.4
Fri Jun 2 11:51:06.994 UTC
10. 100. 1. 4/ 32, version 254, internal 0x1000001 OxO (ptr Oxal3be4d74) [1],
0Ox0 (0Oxal3896ec), 0xa20 (0Oxalda70f0)
Updated Jun 2 11:48:39.634
| ocal adjacency 10.3.1.4
Prefix Len 32, traffic index O, precedence n/a, priority 4
via 10.3.1.4/32, GgabitEthernet0/0/0/1, 5 dependencies, weight O,
class 0 [flags 0xO0]
path-idx O NH D 0x0 [OxaOe8blfc 0Oxale8b34c]
next hop 10.3.1.4/32
| ocal adjacency
| ocal |abel 24005 | abel s i nposed {Inpl Null}

RP/ O/ O/ CPUO: ASBR1#show mpls forwarding labels 24005
Fri Jun 2 11:51:20.204 UTC

Local Qutgoing Prefix Qut goi ng Next Hop Byt es
Label Label or ID I nterface

Swi t ched

24005 Pop 10. 100. 1. 4/ 32 G 0/0/0/1 10.3.1.4 610

When there is another path between the ASBRs, and that path uses IGP + LDP or MPLS TE, then
the mpls keyword is needed for the eBGP multihop command.



iBGP LU eBGP LU iBGP LU
» a ™, /£ "
,° IBGP vpnv4 /eBGP vpnv4 \_ ," iIBGP vpnv4 -
..-"'" ""t.,. \. "4*‘..-"'" .'"v-.

LoopbackD address

Image 7.

A BGP route-policy on ASBR1 towards P3 is used to set the weight very high so that prefixes from
P3 are preferred over the ones from ASBR2 directly.

RP/ 0/ O/ CPUO: ASBR1#show bgp ipv4 labeled-unicast 10.100.1.4/32
Fri Jun 2 11:57:23.789 UTC
BGP routing table entry for 10.100.1.4/32

Ver si ons:
Pr ocess bRI B/ RIB SendTbl Ver
Speaker 9 9

Local Label: 24005
Last Modified: Jun 2 11:51:58.920 for 00:05: 24
Pat hs: (4 avail abl e, best #3)
Advertised to update-groups (with nore than one peer):
0.3
Advertised to peers (in unique update groups):
10.100.1.7
Pat h #1: Received by speaker 0
Not advertised to any peer
65002
10.3.1.4 from 10.3.1.4 (10.100. 1. 4)
Recei ved Label 3
Oigin 1GP, netric O, |ocal pref 100, valid, external, group-best
Received Path ID 0, Local Path ID 0, version O
Oigin-AS validity: not-found
Pat h #2: Received by speaker 0
Not advertised to any peer
65002
10.3.2.4 from 10. 3. 2.4 (10.100. 1. 4)
Recei ved Label 3
Oigin 1GP, netric 0, local pref 100, valid, external
Received Path ID 0, Local Path ID 0O, version O
Oigin-AS validity: not-found
Pat h #3: Received by speaker 0
Advertised to update-groups (with nore than one peer):



0.3
Advertised to peers (in unique update groups):
10.100.1.7
65003 65002
10.3.3.9 from 10.3.3.9 (10.100.1.9)
Received Label 24001
Oigin 1GP, local pref 100, weight 65535, valid, external, best, group-best
Received Path ID 0, Local Path ID 1, version 9
Oigin-AS validity: not-found
Pat h #4: Recei ved by speaker O
Not advertised to any peer
65003 65002
10.3.4.9 from 10.3.4.9 (10.100.1.9)
Recei ved Label 24001
Oigin I1GP, |ocal pref 100, valid, external
Received Path 1D O, Local Path ID 0O, version O
Oigin-AS validity: not-found

ASBR1 should now use label 24001 as an outgoing label for 10.100.1.4/32. It does not:

RP/ 0/ 0/ CPUO: ASBR1#show cef 10.100.1.4
Fri Jun 2 11:59:46.519 UTC
10. 100. 1. 4/ 32, version 255, internal 0x1000001 OxO (ptr Oxal3be474) [1],
0x0 (0Oxal3896ec), Oxa20 (0Oxal4a7140)
Updated Jun 2 11:51:58.741
| ocal adjacency 10.3.3.9
Prefix Len 32, traffic index O, precedence n/a, priority 4
via 10.3.3.9/32, GgabitEthernet0/0/0/3, 7 dependencies, weight O,
class 0 [flags 0xO0]
pat h-idx O NHI D 0x0 [ Oxa0e8b544 OxaOe8b5ec]
next hop 10. 3. 3.9/32
| ocal adjacency
| ocal | abel 24005 labels imposed {ImplNull}

The solution is the same as in section 5: use the mpls keyword for the eBGP multihop command.

RP/ 0/ 0/ CPUO: ASBR1# conf t

Fri Jun 2 13:56:45.618 UTC

RP/ 0/ O/ CPUO: ASBR].( confi g) #router bgp 65001

RP/ 0/ 0/ CPUO: ASBR1( confi g- bgp) # neighbor 10.100.1.4

RP/ 0/ O/ CPUO: ASBR].( confi g- bgp- nbr ) #ebgp-multihop 255 mpls
RP/ 0/ 0/ CPUO: ASBR1( confi g- bgp- nbr) #commit

ASBR1 now uses label 24001 as an outgoing label for 10.100.1.4/32.

RP/ 0/ 0/ CPUO: ASBR1#show cef 10.100.1.4
Fri Jun 2 13:58:13.402 UTC
10. 100. 1. 4/ 32, version 200, internal 0x5000001 OxO (ptr Oxal3be474) [1],
0x0 (0xal3895cc), 0Oxa08 (0xal4a71b8)
Updated Jun 2 13:56:59. 378
Prefix Len 32, traffic index 0, precedence n/a, priority 15
via 10.3.3.9/32, 3 dependencies, recursive, bgp-ext [flags 0x6020]
pat h-idx O NHI D 0x0 [ 0xal5102f4 0xO0]
recursion-via-/32
next hop 10.3.3.9/32 via 24014/0/ 21
| ocal | abel 24005
next hop 10.3.3.9/32 G 0/0/0/3 | abel s i nmposed {Inpl Null 24001}

ASBR1 pushes this extra-label. A traceroute in the Virtual Routing and Forwarding (VRF) from
PE1 to PE2 shows the extra labels pushed.



RP/ 0/ O/ CPUO: PEl#trace vrf one 10.99.1.2
Fri Jun 2 13:49:38.959 UTC

Type escape sequence to abort.
Tracing the route to 10.99.1.2

[ MPLS: Label s 24002/ 24012 Exp 0] 29 nsec 39 nsec 39 nsec
[ MPLS: Label 24012 Exp 0] 29 nsec 29 nsec 39 nsec

[ MPLS: Label 24007 Exp 0] 39 nsec 39 nsec 39 nsec

[ MPLS: Label s 24001/24005 Exp 0] 39 nsec 39 nsec 29 nsec

10.2.2.2 39 nsec * 239 nsec

IGP and LDP was used between ASBR1 and P3 and ASBR2 and P3. The same issue and
solution are there when MPLS Traffic Engineering (TE) is used between these routers.
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There is no LDP from ASBR1 to P3, but there is MPLS TE.
Without the mpls keyword on the eBGP multihop command, the same issue is back:

Packets forwarded to 10.100.1.4 do not get the BGP LU label 24000 pushed.

RP/ 0/ 0/ CPUO: ASBR1#show cef 10.100.1.4
Tue Jun 6 10:36:56.528 UTC
10. 100. 1. 4/ 32, version 50, internal 0x1000001 OxO0 (ptr Oxal2cclfc) [1],
0x0 (0Oxal2b18c0), Oxa20 (0Oxal4a7258)
Updated Jun 6 10:36:32.930
Prefix Len 32, traffic index O, precedence n/a, priority 4
via 10.3.3.9/32, tunnel-tel, 7 dependencies, weight 0, class O [flags
0x0]
pat h-idx O NHI D 0x0 [ Oxal5d58f8 0xal5d5840]
next hop 10. 3. 3.9/32
| ocal adjacency
| ocal |abel 24012 | abel s i nmposed {Inpl Null}

Whereas with the mpls keyword, the label 24000 is present:

RP/ 0/ 0/ CPUO: ASBR1#show cef 10.100.1.4
Tue Jun 6 10:36:03. 241 UTC
10. 100. 1. 4/ 32, version 34, internal 0x5000001 Ox0 (ptr Oxal2ccilfc) [1],
0x0 (Oxal2bl5a8), 0xa08 (0xal4a70fO0)
Updated Jun 6 09:39: 24. 56
Prefix Len 32, traffic index 0, precedence n/a, priority 15
Ext ensi ons: cont ext -1 abel : 24012
via 10.3.3.9/32, 3 dependencies, recursive, bgp-ext [flags 0x6020]
pat h-idx O NHI D 0x0 [ Oxal50f ecc 0xO0]
recursion-via-/32
next hop 10.3.3.9/32 via 24011/0/ 21
| ocal |abel 24012
next hop 10.3.3.9/32 tt1l | abel s i nmposed {Inpl Null 24000}

With the mpls keyword the rewrite looks like this:

RP/ O/ O/ CPUO: ASBR1#show mpls forwarding labels 24012

Tue Jun 6 10:43:50.559 UTC

Local Qutgoing Prefix Qut goi ng Next Hop Byt es
Label Label or ID | nterface

Swi t ched



24012 24000 10. 100. 1. 4/ 32 ttl 10.3.3.9 0
Without the mpls keyword, the rewrite looks like this:

RP/ O/ O/ CPUO: ASBR1#show mpls forwarding labels 24012
Tue Jun 6 10:45:08.734 UTC

Local Qutgoing Prefix Qut goi ng Next Hop Byt es
Label Label or ID | nterface

Swi t ched

24012 rpop 10.100. 1. 4/ 32 ttl 10.3.3.9 0

This label 14012 is not used for traffic from VRF to VRF, or PE to PE, but if encountered, it might
be an indication that the Label Forwarding Instance Base (LFIB) entry is or was wrong.

RP/ 0/ O/ CPUO: PE1# trace vrf one 10.99.1.2

Type escape sequence to abort.
Tracing the route to 10.99.1.2

1 10.1.1.5 [WMPLS: Labels 24001/ 24015 Exp 0] 129 nsec 229 nsec 129
nsec

2 10.1.2.3 [ MPLS: Label 24015 Exp 0] 219 nmsec 439 nsec 349 nsec

3 10.3.3.9 [ MPLS: Label s 24000/ 24011 Exp 0] 169 nsec 249 nsec 139
nsec

4 10.3.5.4 [ MPLS: Label 24011 Exp 0] 89 nsec 129 nsec 109 nsec

5 10.2.1.6 [ MPLS: Label s 24004/ 24008 Exp 0] 139 nsec 99 nsec 139
nsec

6 10.2.2.2 129 nsec * 219 nsec

Toggling the keyword mpls on the eBGP multihop command could cause the syslog message for
BGP label collision:

bgp[ 1051] : %ROUTI NG BGP- 4- LABEL_COLLI SION : Label 24012 collision: prev: [T: 3 RD:0:0:0
PFX/ NHI D: 10. 100.1.4/32] curr: [T: 13 RD:0: 0: 0 PFX/ NH D: 10. 100. 1. 4/ 32]

This message is for the local label 24012.

The check is done to ensure an active label owned by BGP is not assigned again by BGP for
anything else. This check is only for per-prefix labels.

This message is a symptom and not the cause of any issue of this article.

7. Multihop BGP session over VPN (or 6PE or EVPN)
Underlay
If there is an eBGP multi-hop session, then the route for the next-hop address cannot be learned

through a vpnv4/6 or 6PE (IPv6 over MPLS) or Ethernet Virtual Private Network (EVPN) route,
unless the router has the Cisco IOS®-XR 6.3.2 or later release. Refer to this image.



vpnv4/6 or 6PE

10.100.1.x | Loopback0 address

Image 8.

Possible failure scenarios:

1. eBGP multi-hop session from PE1 (inside a VRF) to PE2 (inside a VRF)
2. eBGP multi-hop session from PEL1 (inside a VRF) to CE2
This applies:

The eBGP multi-hop session is configured under the VRF section under router BGP on the PE
router.

The eBGP multi-hop session from PE1 (inside the VRF) to PE2 (inside the VRF), or the eBGP
multi-hop session is from PEL1 (inside the VRF) to CEZ2, are only supported starting with Cisco
IOS®-XR 6.3.2.

The eBGP peer address is reachable over the underlay which consists of either vnpv4. vpnv6,
6PE, or EVPN.

In Cisco IOS® releases prior to 6.3.2, the eBGP session will be idle.
For example, the eBGP multi-hop session PE1 to PE2 in VRF one is configured.

The relevant configuration for the eBGP multi-hop session from PE1 to PE2 on PE1:

i nterface Loopbackl100
vrf one
i pv4 address 10.2.100.1 255.255. 255. 255

router bgp 1
address-fam |y vpnv4 uni cast
|

nei ghbor 10.100. 1. 2



remote-as 1

updat e- sour ce LoopbackO
address-fam |y vpnv4 uni cast
|

!

vrf one

rd 1:1

address-fam |y ipv4 uni cast
redi stri bute connected

|

neighbor 10.2.100.2
renote-as 65002
ebgp-multihop 255
ocal -as 65001
updat e- sour ce Loopbackl100
address-fam |y ipv4 uni cast
route-policy pass in
rout e-policy pass out

|

The eBGP session remains ldle:

RP/ 0/ 0/ CPUO: PE1#show bgp vrf one neighbors

BGP nei ghbor is 10.2.100.2, vrf one

Renpt e AS 65002, |ocal AS 65001, external |ink
Renote router ID 0.0.0.0

BGP state = Idle (No route to multi-hop neighbor)

The route for the eBGP peer address is present in the VRF one routing table:

RP/ 0/ O/ CPUO: PE1# show route vrf one

Codes: C - connected, S - static, R- RIP, B- BG, (>) - Dversion path
D- EIGRP, EX - EIGRP external, O- OSPF, A - OSPF inter area

N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2

El - OSPF external type 1, E2 - OSPF external type 2, E - EGP

i - ISIS, L1 - IS ISlevel-1, L2 - 1S 1S level-2

ia- ISISinter area, su - IS IS sumary null, * - candi date default

U - per-user static route, o - ODR L - local, G- DAGR

A - access/subscriber, a - Application route, (!) - FRR Backup path

Gateway of last resort is not set

L 10.2.100.1/32 is directly connected, 00:23:25, Loopbackl00

B 10.2.100.2/32 [200/0] wvia 10.100.1.2 (nexthop in vrf default), 00:19:28

RP/ 0/ O/ CPUO: PE1# show route vrf one 10.2.100.2/32

Routing entry for 10.2.100.2/32

Known via "bgp 1", distance 200, netric O, type internal
Installed May 29 09:07:53. 368 for 00:19: 36

Routi ng Descriptor Bl ocks

10.100.1.2, from 10.100.1.2

Nexthop in Vrf: "default", Table: "default", IPv4 Unicast, Table Id: 0xe0000000
Route metric is O

No adverti sing protos.

The underlying cause of the issue is that the route for the peering address is an imported route:



RP/ 0/ 0/ CPLD PE1# show bgp vpnv4 unicast vrf one 10.2.100.2/32

BGP routing table entry for 10.2.100.2/32, Route Distinguisher: 1:1
Ver si ons:

Process bRI B/ RI B SendTbl Ver

Speaker 7 7

Last Modified: May 29 09:07:53.524 for 00:21:20

Pat hs: (1 avail able, best #1)

Not advertised to any peer

Pat h #1: Received by speaker O

Not advertised to any peer

Local

10.100.1.2 (netric 2) from 10.100.1.2 (10.100.1.2)

Recei ved Label 16001

Oigin inconplete, netric O, |ocal pref 100, valid, internal, best,
group- best, inport-candi date, importea

Received Path ID 0, Local Path ID 1, version 7

Ext ended community: RT:1:1

Source VRF: one, Source Route Distinguisher: 1:1

This is supported after Cisco IOS®-XR 6.3.2.

8. Redistribution of BGP into LDP

This is what Unified or Seamless MPLS is and how it is configured with I0S-XR: Unified MPLS
with I0S-XR

With regular Unified MPLS there is BGP LU between all PE and ABR routers as shown in the
image.

Access Aggregation Core Aggregation Access
next-hop-self next-hop-self next-hop-self
iBGP IPv4 + label iBGP IPv4 + label iBGP IPv4 + label
Loopback0 Loopback0 Loopback0 LoopbackQ LoopbackD LoopbackD Loopback0

10.100.1.1 10.100.1.2 10.100.1.3 10.100.1.4 10.100.1.5 10.100.1.6 10.100.1.7

=

s 50111 1€ P 10222 Pi013, .4%10.1.4.4 5 %1&1.5.5 ,5%10.1.6.6 .?% Sz
CE1 PE1 P2 ABR1 P1 ABR2 P3 BE2 CE2
LDP ~_Lbp LDP LDP LDP LDP
OSPF 1 OSPF 2 OSPF 3

Image 9.
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Seamless MPLS Seamless Seamless Seamless MPLS

client (PE) MPLS ABR MPLS ABR client (PE)
Access % Aggregation % Core % Aggregation % Access
Edge Edge
IGP 1+ LDP IGP 2 + LDP IGP 3 + LDP
Intra-Area MPLS @ e ® o e ® & T aw
iBGP + label (RFC3107
Inter-Area MPLS @ 4B ( ) i S
L2VPN /L3VPN @ ME-IBGE + VPN label ® MPLS service

Image 10.

In this example, there is an IGP area/level without BGP LU. On the left, the aggregation area is
actually Open Shortest Path First (OSPF) process 1, which does not have redistribution with
OSPF process 2 in the core. In the part of the network with OSPF 1, there is no BGP LU between
PE and Area Border Router (ABR) routers.

Non-Seamless Seamless Seamless Seamless MPLS
MPLS client (PE) MPLS ABR MPLS ABR client (PE)
Access % Aggregation % Core % Aggregation % Access
Edge Edge
IGP 1 + LDP IGP 2 + LDP IGP 3 + LDP
Intra-Area MPLS @& L ® O i ® & L ]

iBGP + label (RFC3107
Inter-Area MPLS © " ( ) Py ol

L2VPN /L3VPN @ MPBGP + VPN label ® MPLS service

Image 11.

The BGP LU prefixes are redistributed into the IGP OSPF 1 on ABR1 as shown in the image.



Access Aggregation Core Aggregation Access

next-hop-self next-hop-self

redistribute /\ /\
BGP LU into iBGP IPv4 + label iBGP IPv4 + label

Loopback0 Loopback0 Loopback0 Loopback0 Loopback0 Loopback0 Loopback0
10.100.1.1 10.100.1.2 10.100.1.3 10.100.1.4 10.100.1.5 10.100.1.6 10.100.1.7
% %10.1.1.1 2 %10.1.2.2 .5%10.1.3.3 .4%1&‘1.4.4 4 %10.1.5.5 ,E@H}J.G.G .?% @
CE1 PE1 P2 ABR1 P1 ABR2 P3 PE2 CE2
LDP 3 LDP LDP LDP LDP LDP
OSPF 1 OSPF 2 OSPF 3

Image 12.

You need BGP to allocate the label for the received iBGP LU prefixes. However, this label is not
automatically advertised by LDP in the label binding for the redistributed prefix. The IOS(-XE) does
this by default.

Note that the ABR is redistributing internal BGP routes into the IGP in the left area. This means
that the command bgp redistribute-internal is needed under router bgp.

router bgp 1

bgp redistribute-internal

router ospf 1
router-id 10.100.1.3
redistribute bgp 1 metric 10 route-policy select-to-allocate
area 0O
i nterface LoopbackO
|
interface G gabitEthernet0/0/0/0
net wor k poi nt -t o- poi nt
|
|
!
route-policy select-to-allocate
if destination in (10.100.1.7/32) then
pass
el se
dr op
endi f
end- policy

The ABR assigns a local label to the received iBGP LU routes when local label allocation is
enabled.



router bgp 1
bgp redistribute-internal
i bgp policy out enforce-nodifications
address-fam |y ipv4 uni cast
redistribute ospf 1 netric 10 route-policy ospf-1-1oopbacks-PE

allocate-label route-policy select-to-allocate
The route-policy select-to-allocate can be used to specify which received BGP LU prefixes are
assigned a local label.

route-policy select-to-allocate
if destination in (10.100.1.7/32) then
pass
el se
drop
endi f
end- pol i cy
|

The loopback prefix of PE2 is seen on ABR1 with a local label, but LDP does not see this local

label:

RP/ 0/ 0/ CPUO: ABR1#show bgp ipv4 labeled-unicast 10.100.1.7/32

BGP routing table entry for 10.100.1.7/32

Ver si ons:
Pr ocess bRI B/ RIB SendTbl Ver
Speaker 6 6

Local Label: 24006
Last Modified: Sep 5 06:55:47.368 for 06:40: 23
Paths: (1 avail abl e, best #1)
Advertised | Pv4 Label ed-uni cast paths to update-groups (with nore than
one peer):
0.2
Pat h #1: Received by speaker 0
Advertised | Pv4 Label ed-uni cast paths to update-groups (with nore than
one peer):
0.2

Local, (Received froma RR-client)
10.100.1.5 (netric 20) from 10.100.1.5 (10.100.1.7)
Recei ved Label 24003
Oigin IGP, nmetric 0, local pref 100, valid, internal, best, group-
best, | abel ed- uni cast
Received Path ID 0, Local Path ID 1, version 6
Oiginator: 10.100.1.7, Custer list: 10.100.1.5

RP/ 0/ O/ CPUO: ABR1#show mpls 1ldp bindings 10.100.1.7/32
10.100.1.7/32, rev O (no route)

No local binding
Renot e bi ndi ngs: (1 peers)
Peer Label

10.100.1.2:0 18
This means that the LSP from PE1 to PE2 is interrupted:

RP/ 0/ O/ CPUO: PEl#traceroute 10.100.1.7 source 10.100.1.1

Type escape sequence to abort.
Tracing the route to 10.100.1.7



1 10.1.1.2 [MPLS: Label 18 Exp 0] 9 nsec O nsec O nsec

2 10.1.2.3 0 msec 0 msec 0 msec <<< no MPLS labels
3 10.1.3.4 [MPLS: Labels 16/24003 Exp 0] 29 nsec 19 nsec 29 nsec
4 10.1.4.5 [MPLS: Label 24003 Exp 0] 9 nsec 9 nsec 9 nsec

5
6 10.1.6.7 9 nsec * 19 nsec

The LSP is interrupted at P2 because it did not get a remote label via LDP from ABR1. ABR1 does
not have the locally assigned label for the prefix 10.100.1.7/32 in LDP.

There is a configuration needed on the ABR to redistribute BGP into LDP on the router where the
BGP route is redistributed into the IGP.

ABR1 does not advertise an LDP label binding for the prefix 10.100.1.7/32 to the P2 router.

In order for ABR1 to advertise the LDP label binding for the redistributed iBGP prefixes, ABR1
must have the following configuration (AS number must be configured).

mpls | dp
m dp
address-fam ly ipv4
|
!
router-id 10.100.1.3
address-fam ly ipv4
redistribute
bgp
as 1
!
|
|

You can have LDP filter the advertisements. For example, you can configure a filter like this:

nmpls | dp
m dp

address-fam ly ipv4
!
!
router-id 10.100.1.3
address-famly ipv4
redi stribute

bgp
as 1

advertise-to 1
|

ipv4 access-list 1
10 permit ipv4 host 10.100.1.2 any

You specify the LDP router-ID in the access list.

With this example, the ABR only advertises LDP bindings for the redistributed iBGP routes to the
LDP neighbor P2 (and not to P1), since 10.100.1.2 is the LDP router ID of P2.

The LSP from PE1 to PE2 is now uninterrupted:

RP/ 0/ 0/ CPW0O: PEl#traceroute 10.100.1.7 source 10.100.1.1



Type escape sequence to abort.
Tracing the route to 10.100.1.7

1 10.1.1.2 [MPLS: Label 20 Exp 0] 39 nsec 49 nsec 29 nsec
2 10.1. 2.3 [mMpLs: Label 24006 Exp 0] 29 nsec 49 nsec 39 nsec
3 10.1.3.4 [MPLS: Labels 16/24003 Exp 0] 29 nsec 19 nsec 29 nsec
4 10.1.4.5 [MPLS: Label 24003 Exp 0] 29 nsec 19 nsec 29 nsec
5 * * *
6 10.1.6.7 19 nsec * 19 nsec
Access Aggregation Core Aggregation Access

Tl
I e Dl S B BN B

Loopback0 Loopback0 Loopback0 Loopback0 Loopback0 Loopback0 Loopback0
10.100.1.1 10.100.1.2 10.100.1.3 10.100.1.4 10.100.1.5 10.100.1.6 10.100.1.7
@ %10.1.1.1 2 10.2.2.2 .%10.1.3.3 .4%10.1.5.5 .6 10.1.6.6 .?% Eﬂ
CE1 PE1 P2 ABR1 P1 ABR?2 P3 PE2 CE2
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MPLS service Label
e.g. L2VPN label, L3VPN label, etc.

[ BGPIabel

LDP label

Image 13.

The BGP assigned label (24006) advertised by LDP into the left aggregation area is now used for
the traffic from PE1 to PE2.

Note that only one MPLS label is used in the left aggregation area. Two labels would be used if
this is a regular Unified MPLS.

At this point, you cannot filter which of the redistributed LU iBGP routes into LDP, receive a local
label and which do not. As soon as the redistribution of iBGP LU routes into LDP is enabled, they
all get a local label.

PEZ2 also advertises prefix 10.100.1.99/32 in BGP LU. This prefix is not redistributed by ABR1 into
OSPF 1. However, as soon as the redistribution of iBGP LU routes into LDP was turned on, the
prefix 10.100.1.99/32 also got a local label.

RP/ 0/ O/ CPUO: ABR1#show mpls 1dp bindings 10.100.1.99/32
10.100.1.99/32, rev 24

Local binding: label: 24007
No renote bindi ngs

9. MPLS Activate Interface Command



Example 1. IGP but no LDP

The mpls activate command is needed if there is an IGP taking care of the internal routing, but
there is no LDP to advertise the label bindings. If every hop runs BGP, BGP LU can be used to
advertise prefixes and labels. When it is iIBGP across a link, that link needs to be enabled under
router BGP with the command mpls activate. Refer to this image.

iBGP LU eBGP LU
& "4 @ 4
[ mwomoz : "s*}w&-m 1 10.1001003
| :
AS 65000

Image 14.

R1 and R2 run an IGP and iBGP LU between them. R1 and R2 are directly connected. R2 has an
eBGP LU session to R3.

R3 advertises the prefix 10.100.100.3/2 to R2 over an eBGP LU session. R2 advertises this prefix
to R1 over an iBGP LU session.

The goal is to have an uninterrupted LSP from R1 to R3. Is it there?

RP/ 0/ O/ CPUO: Rl#trace 10.100.100.3 so 10.100.100.1

Type escape sequence to abort.
Tracing the route to 10.100. 100. 3

1 100.1.1 v+ N
There is no label for this prefix at the first hop.

RP/ 0/ O/ CPUO: Rl#traceroute mpls ipv4 10.100.100.3/32 ttl 5

Tracing MPLS Label Switched Path to 10.100. 100.3/32, tinmeout is 2
seconds

Codes: '!' - success, 'Q - request not sent, '.' - tinmeout,



"L'" - labeled output interface, 'B - unlabel ed output interface,
"D - DS Map m smatch, 'F - no FEC mapping, 'f' - FEC m smatch,
"M - malfornmed request, 'm - unsupported tlvs, 'N - no rx |abel,
"P" - norx intf label prot, 'p' - premature term nation of LSP,
"R - transit router, 'I' - unknown upstream i ndex,

"X - unknown return code, 'x' - return code O

Type escape sequence to abort.

0 0.0.0.0 MRU O [No Labell
Q1 ~

So, there is no label. This is not a surprise, because MPLS is not enabled on the interface to R2:

RP/ 0/ 0/ CPUO: R1#show mpls interfaces
RP/ 0/ 0/ CPUO: R1#

The LU prefix advertised by R3 is however present on R1.:

RP/ 0/ 0/ CPUO: Rl#show bgp ipv4 labeled-unicast 10.100.100.3/32
BGP routing table entry for 10.100. 100. 3/ 32

Ver si ons:
Pr ocess bRI B/ RIB SendTbl Ver
Speaker 7 7

Local Label: 24001
Last Modified: Sep 13 14:27:17.510 for 00:11: 39
Paths: (1 avail abl e, best #1)
Not advertised to any peer
Path #1: Received by speaker O
Not advertised to any peer
65001
10.100.1.2 (netric 2) from 10.100.1.2 (10.100.1.2)
Received Label 24002
Oigin IGP, nmetric 0, local pref 100, valid, internal, best,
best, | abel ed- uni cast
Received Path ID 0, Local Path ID 1, version 7

You configure the mpls active command on R1 for the interface to R2:

router bgp 65000
mpls activate

interface G gabitEthernet0/0/0/0
!
address-fam |y ipv4 uni cast
net wor k 10. 100. 100. 1/ 32
al | ocate-| abel all
!
nei ghbor 10.100.1.2
renot e-as 65000
updat e- sour ce LoopbackO
address-fam |y ipv4 | abel ed-uni cast
!
!
!

MPLS is now enabled on the outgoing interface.

RP/ 0/ 0/ CPU0: Rl#tshow mpls interfaces
| nterface LDP Tunnel Static Enabl ed

G gabi t Et hernet 0/ 0/ 0/ 0 No No No Yes

gr oup-



The traceroute now shows that the LSP is uninterrupted.

RP/ 0/ O/ CPUO: Rl1#trace 10.100.100.3 so 10.100.100.1

Type escape sequence to abort.
Tracing the route to 10.100.100. 3

1 10.1.2.2 [WMPLS: Label 24002 Exp 0] 39 nsec 9 nsec 9 nsec
2 10.2.3.3 19 nsec * 9 nsec

RP/ 0/ O/ CPUO: Rl#traceroute mpls ipv4 10.100.100.3/32 ttl 5 source 10.100.100.1

Traci ng MPLS Label Switched Path to 10.100.100.3/32, tinmeout is 2
seconds

Codes: '!' - success, 'Q - request not sent, '.' - tineout,
"L' - labeled output interface, 'B - unlabel ed output interface,
"D - DS Map mismatch, 'F - no FEC mapping, 'f' - FEC m smatch
"M - malfornmed request, 'm - unsupported tlvs, 'N - no rx |labl,
"P" - norx intf label prot, 'p' - premature term nation of LSP,
'R - transit router, 'I" - unknown upstream i ndex,
"X - unknown return code, 'x' - return code O

Type escape sequence to abort.

0 10.1.2.1 MRU 1500 [Labels: implicit-null/24002 Exp: 0/0]
L 1 10.1.2.2 MRU 1500 [Labels: inplicit-null/inplicit-null Exp: 0/0] O

ns
!l 2 10.2.3.3 10 ns
Example 2. Confederation

This example illustrates that the mpls activate command is needed on eBGP (inter-AS)
confederation links when you use BGP LU (RFC 3107) and are not using LDP.

The network in this image is a confederation 65000 with sub-autonomous systems 65501, 65502,
65503, and 65504



confederation

AS 65000 AS 65001
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Image 15.

The idea is to have an MPLS LSP from R1 to R8 (10.0.0.8/32 is advertised by R8 in BGP LU) by
using BGP LU in both autonomous systems.

There is regular eBGP LU between R7 and R8. There is confed iBGP between R2 and R4 and
between R5 and R6. There is confed eBGP between R1 and R2, R4 and R5, and between R6 and
R7. There is next-hop-self on every eBGP session.

The static route to the next-hop of the eBGP peer (typical for inter-AS BGP sessions) is needed
because there is eBGP between the sub-autonomous systems inside the confederation.

Will this be enough to make connectivity between R1 and R8? This means that the goal is to have
an uninterrupted LSP from R1 to R8.

Check this.

RP/ 0/ 0/ CPUO: Rl1#traceroute 10.0.0.8

Type escape sequence to abort.
Tracing the route to 10.0.0.8

* % Xk %
* % Xk %

GarhwWNPEF
* Ok ok ok *

The traceroute does not return any hops/labels and would continue if there were no TTL limit
provided on the command. The routers likely answer the traceroute, but the packets might not
make it back to R1. Do mpls traceroute which is a safer bet.

Note: MPLS traceroute only works if MPLS OAM is enabled on every router along the path.



RP/ 0/ 0/ CPW0: Rl#trace mpls ipv4 10.0.0.8/32
Tracing MPLS Label Swi tched Path to 10.0.0.8/32, timeout is 2 seconds

Codes: '!' - success, 'Q - request not sent, '.' - tinmeout,
"L'" - labeled output interface, 'B - unlabel ed output interface,
"D - DS Map m smatch, 'F - no FEC mapping, 'f' - FEC m smatch,
"M - malfornmed request, 'm - unsupported tlvs, "N - no rx |abel,
"P" - norx intf label prot, 'p' - premature term nation of LSP,
"R - transit router, 'I' - unknown upstream i ndex,
"X - unknown return code, 'x' - return code O

Type escape sequence to abort.

0 10.1.2.1 MRU 1500 [Labels: inplicit-null/24015 Exp: 0/0]
L 1 10.1.2.2 MRU 1500 [Labels: 24003/24014 Exp: 0/0] 10 ns
L 2 10.2.3.3 MRU 1500 [ Labels: inplicit-null/24014 Exp: 0/0] 10 ns

N 3 10.3.4.4 MRU 0 [No Label] 10 ms

You see that the issue is on R4. The outgoing interface is missing in the LFIB:

RP/ 0/ 0/ CPUO: R4#show mpls forwarding prefix 10.0.0.8/32

Local Qutgoing Prefix Qut goi ng Next Hop Byt es
Label Label or ID | nterface

Swi t ched

24014 24014 10. 0. 0. 8/ 32 10.4.5.5 5140

The entry in CEF is not resolved:

RP/ 0/ 0/ CPU0: R4#show cef 10.0.0.8/32
10. 0. 0.8/ 32, version 109, drop adjacency, internal 0x5000001 OxO (ptr
Oxal4160e4) [1], OxO (0xal3f83c8), 0xa08 (0xal6cd370)
Updat ed Sep 13 12:43: 30. 252
Prefix Len 32, traffic index 0, precedence n/a, priority 4
via 10.4.5.5/32, 0 dependencies, recursive [flags 0x6000]
pat h-idx O NHI D 0x0 [ OxaOf 182d8 0x0]
recursion-via-/32

unresolved

| ocal |abel 24014
| abel s i nposed {24014}

MPLS is not enabled on the GEO0/0/0/1 interface:

RP/ 0/ 0/ CPUW0: R4#show mpls interfaces
| nterface LDP Tunnel Static Enabl ed

G gabi t Et hernet 0/ 0/ 0/ 0 Yes No No Yes

The issue is solved with the command to activate MPLS for BGP on the link between R4 and R5.
R4 and R5 have an eBGP confederation session across this link. In reality, this is an iBGP session
within the confederation 65000. As a result of this, the command to activate MPLS is needed to
make sure the prefix on R4 is resolved to the next hop R5. In other regular networks, there would
be LDP taking care of this, but here there is no LDP between R4 and R5 because it is an eBGP
session inside the confederation.

Add the mpls activate command for the interface ge 0/0/0/1 on R4:



router bgp 65502
bgp confederation peers
65501
65503
65504
|
bgp confederation identifier 65000
mpls activate

interface GigabitEthernet0/0/0/1
|

RP/ O/ O/ CPU0: RA#show mpls interfaces

| nterface LDP Tunnel Static Enabl ed
G gabi t Et hernet 0/ 0/ 0/ 0 Yes No No Yes
GigabitEthernet0/0/0/1 No No No Yes

The traceroute now reveals an uninterrupted LSP from R1 to R8.

RP/ 0/ 0/ CPUO: Rl#trace mpls ipv4 10.0.0.8/32
Tracing MPLS Label Switched Path to 10.0.0.8/32, timeout is 2 seconds

Codes: '!' - success, 'Q - request not sent, '.' - tinmeout,
"L'" - labeled output interface, 'B' - unl abel ed output interface,
‘"D - DS Map msmatch, 'F - no FEC mapping, 'f' - FEC m smatch
"M - malformed request, 'm - unsupported tlvs, 'N - no rx |abel
"P" - norx intf label prot, 'p' - premature termnation of LSP
'R - transit router, 'I' - unknown upstream i ndex,
"X - unknown return code, 'X' - return code O

Type escape sequence to abort.

0 10.1.2.1 MRU 1500 [Labels: inplicit-null/24015 Exp: 0/0]
L 1 10.1.2.2 MRU 1500 [Labels: 24003/24014 Exp: 0/0] 10 ns
L 2 10.2.3.3 MRU 1500 [Labels: inplicit-null/24014 Exp: 0/0] 10 ns
L 3 10.3.4.4 MRU 1500 [Labels: implicit-null/24014 Exp: 0/0] 10 ms
L 4 10.4.5.5 MRU 1500 [ Labels: inplicit-null/24014 Exp: 0/0] 20 ns
L 5 10.5.6.6 MRU 1500 [Labels: inplicit-null/24014 Exp: 0/0] 30 ns
L 6 10.6.7.7 MRU 1500 [Labels: inmplicit-null/inplicit-null Exp: 0/0] 30
ns
I 7 10.7.8.8 30 s

RP/ 0/ O/ CPUO: Rl#traceroute 10.0.0.8
Type escape sequence to abort.

Tracing the route to 10.0.0.8

1 10.1.2.2 [WMPLS: Label 24015 Exp 0] 69 nsec 29 nsec 29 nsec

2 10.2.3.3 [ MPLS: Label s 24003/ 24014 Exp 0] 49 nmsec 29 nmsec 29 nsec
3 10.3.4.4 [ MPLS: Label 24014 Exp 0] 19 nsec 19 nmsec 19 nsec

4 10.4.5.5 [ MPLS: Label 24014 Exp 0] 49 nsec 19 nsec 29 nsec

5 10.5.6.6 [ MPLS: Label 24014 Exp 0] 19 nsec 19 nmsec 29 nsec

6 10.6.7.7 [MPLS: Label 24014 Exp 0] 29 nsec 29 nmsec 29 nsec

7 10.7.8.8 29 nmsec * 29 nsecC
There is now an outgoing interface in the LFIB for this entry:

RP/ 0/ 0/ CPUW0: R4#show mpls forwarding prefix 10.0.0.8/32



Local Qutgoing Prefix Qut goi ng Next Hop Byt es

Label Label or ID | nterface
Swi t ched
24014 24014 10.0.0. 8/ 32 Gi0/0/0/1 10.4.5.5 2890

The outgoing label is present on R4 for the prefix and CEF shows the prefix as resolved:

RP/ 0/ O/ CPUO: R4#show cef 10.0.0.8/32
Updated Sep 13 12:43: 30. 252
Prefix Len 32, traffic index O, precedence n/a, priority 4
via 10.4.5.5/32, 3 dependencies, recursive [flags 0x6000]
path-idx O NH D 0x0 [Oxal7420e4 0xO0]
recursion-via-/32
next hop 10.4.5.5/32 via 24016/0/21
| ocal |abel 24014
next hop 10.4.5.5/32 G 0/0/0/1 | abel s i nmposed {Inpl Null 24014}
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