SAN Boot from HyperFlex iISCSI: UCS
Servers Configuration Examples
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Introduction

This document describes the configuration of HyperFlex (HX), a standalone Unified Computing
System (UCS) Server, UCS Server in Intersight Managed Mode (IMM), and UCS Managed Server
in order to do a Storage Area Network (SAN) Boot from HyperFlex Internet Small Computer
Systems Interface (iISCSI).

Contributed by Joost van der Made, Cisco TME, and Zayar Soe, Cisco Software QA Engineer.

Prerequisites

Requirements
Cisco recommends that you have knowledge of these topics:

- The UCS is initialized and configured; refer to the UCS configuration guide

- HyperFlex cluster is created; refer to HyperFlex configuration guide

- ISCSI network is configured with a VLAN; refer to HyperFlex configuration iSCSI configuration
part (record those iISCSI target IP addresses, VLAN, Challenge Handshake Authentication
Protocol (CHAP) information in order to use in this configuration guide)

- The Network Interface Controller or Card (NIC) cards must be Cisco Virtual Interface Card
(VIC) 1300 or 1400 series

Components Used



The information in this document is based on these software and hardware versions:

- HyperFlex Data Platform (HXDP) 4.5(2a)
- UCS 220 M5 servers
- UCS firmware 4.1(3c)

The information in this document was created from the devices in a specific lab environment. All of
the devices used in this document started with a cleared (default) configuration. If your network is
live, ensure that you understand the potential impact of any command.

Background Information

A stateless server is easy in order to replace or expand, and it is only possible when the Boot
Drive isn’t local. In order to achieve this result, boot the server from a device outside the server,
and SAN Boot makes this possible.

This document describes how to boot from iISCSI on HyperFlex using the Cisco UCS platform and
how to troubleshoot. When this document talks about SAN Boot, the iISCSI Protocol is used in
order to boot the server from a HyperFlex iSCSI Target Logical Unit Number (LUN). Fibre-channel
connections are not part of this document.

In HXDP 4.5(2a) and later, the VIC1300 and VIC1400 are qualified to be iSCSI Initiators for
HyperFlex iISCSI Targets. UCS Servers with this type of VICs can perform a SAN Boot from
HyperFlex iISCSI.

This document explains the configuration of HyperFlex, a standalone UCS Server, UCS Server in
IMM, and UCS Managed Server in order to do a SAN Boot from HyperFlex iSCSI. The last part
covers the installation and configuration of Windows and ESXi Operating System (OS) with
Multipath 1/0 (MP1O) Boot from SAN.

The target audience is UCS and HX administrators who have a basic understanding of UCS
configuration, HX configuration, and OS installation.

Configure

High-Level Overview of the SAN Boot from HyperFlex iSCSI

HyperFlex iISCSI in a nutshell:

At the time of the configuration of the iISCSI network on the HyperFlex cluster, a HyperFlex iISCSI
Cluster IP address is created. This address can be used in order to discover the Targets and LUN
by the initiator. The HyperFlex Cluster determines which HyperFlex node connects. If there is a
failure or one node is very busy, HyperFlex moves the Target to another node. A direct log-in from
the initiator to a HyperFlex node is possible. In this case, the redundancy can be configured on the
Initiator side.

The HyperFlex Cluster can consist of one or many HyperFlex Targets. Every Target has a unique
iISCSI Qualified Name (IQN) and can have one or multiple LUNs, and these LUNs automatically
get a LUN ID assigned.

The Initiator IQN is put in an Initiator Group linked to a HyperFlex Target where a LUN resides.



The Initiator Group can consist of one or more initiator IQNs. When an OS is already installed on a
LUN, you can clone it and use it multiple times for a SAN Boot of different servers, which
saves time.

Note: A Windows OS cannot be cloned due to its behavior.

Configure HyperFlex

The configuration of HyperFlex for all three scenarios is the same. The IQN in the UCS Server
configuration can be different compared to this section.

Prerequisites: Before you configure the steps mentioned in this document, a joint task must have
already been done. These steps are not explained in this document.HyperFlex iSCSI Network is
configured in HyperFlex. See HyperFlex Admin Guide about the steps.

Step 1. Open the HX-Connect, choose iSCSI as shown in this image:

inca  Hypeifhes Confect rOCK &3

COnline

Healthy

Step 2. Create a new HyperFlex iISCSI Target as shown in this image:

Create Target

Target Name BF5

Enable CHAP authentication



In this configuration example, we don’t use authentication. Give the Target Name a name without
_ (Underscore) or other special characters. In these examples, CHAP authentication is not
configured. For security reasons, it is possible in order to configure CHAP authentication. In the
examples to install a Windows OS and ESXi on the BootFromSAN LUN, CHAP authentication is
configured.

Step 3. Create a LUN within this Target as shown in this image:

Create LUN

BootLUM

Cancel Create LUN

The name is just for your reference. Choose the appropriate size of the LUN. HyperFlex does not
support LUN masking, and LUN IDs are generated automatically.

Step 4. Create an Initiator Group (IG) on HyperFlex with the IQN of the Initiator as shown in this
image:

Create Initiator Group

Mame

CiMCDemo

Initiators

Initiator IQN

ign.2021-06.com.cisco.bootdemo:servert i

Decide a name for the IG. If you do not know the IQN of the Initiator at this moment, just add any
valid IQN to this IG. Later you can delete it and add the correct initiator IQN name. Document the
IG, in order to quickly find the Initiator name when you must change it.



In an IG, one or multiple Initiators IQN can be added.

If the initiator is outside of the HyperFlex iISCSI subnet, run hxcli iscsi allowlist add -p <ip
address of the initiator> command via the controller or HX WebCLI.

In order to verify if this IP address was added to the allowlist, run hxcli iscsi allowlist show
command.

Step 4.1. Click Create Initiator Group as shown in this image:

Create Initiator Group

Step 5. Link the 1G with the HyperFlex Target. A HyperFlex Target with LUNSs is created, and the
IG is created. The last step for the HyperFlex configuration is to Link the Target with the
IG.Choose the IG and select Linked Targets as shown in this image:

B Create # X CIMCDemo
Name s
Initiators Linked Targets
CIMCDemo %
ESX
Initiator
uUCs

ign.2021-06.com.cisco.bootdemo:server

SelectLink and choose the correct HyperFlex Target.

Step 5.1. Document HyperFlex Target IQN and LUN ID. Later, the HyperFlex Target IQN
gets configured at the initiator. Choose the newly created Target and document the IQN.In this
example, it is ign.1987-02.com.cisco.iscsi:CIMCDemoBoot as shown in this image:



CIMCDemoBoot
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The LUN ID at this target must also be documented and used later at the Initiator configuration. In
this example, the LUN ID is LUNL1.

If multiple targets are configured at the cluster, LUNs can have the same LUN ID on different
HyperFlex Targets IQNs.

Configure UCS Standalone Server - CIMC

The server only has a Modular LAN-on-Motherboard (MLOM) with a network connection in this
example. If there are multiple network adapters, please select the correct one. The procedure is
the same as described here:

Prerequisites: Before you configure the steps mentioned in this document, a joint task must have
already been done. These steps are not explained in this document.

- HyperFlex iSCSI Target, LUN, and IG are configured and linked
- CIMC is configured with an IP address that is reachable from a browser
Network Diagram:

The physical network topology of the setup is as shown in this image:



The UCS Standalone Server is connected via the MLOM to two Nexus switches. The two Nexus
switches have a VPC connection to the Fabric Interconnect. Each HyperFlex node connects the
network adapter to Fabric Interconnect A and B. For the SAN Boot, a Layer 2 iSCSI VLAN network
is configured.

Workflow: The steps to be followed in order to configure SAN Boot from HyperFlex iSCSI LUN are
as shown in this image:

Step 1. Configure the Network Adapter Card. Open CIMC in a browser and choose
Networking > Adapter Card MLOM as shown in this image:
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Step 2. Choose VNICs as shown in this image:

A/ ... [ Adapter Card MLOM / General

General External Ethernet Interfaces | ?H@S | vHBAs

By default, there are already two VNICs configured. Leave them as they are as shown in this
image:

Host Ethernet Interfaces

Add vNIC
Name CDN MAC Address
I:| eth( VIC-MLO. .. ES:EB:34:9B:7F:60
[ ] eth1 VIC-MLO. .. E8:EB:34:9B:7F:61

Step 3. Choose Add vNIC as shown in this image:



Add vNIC

v General
Name: | iscsi
CDN:
MTU: | 1500 (1500 - 5000)
Uplink Port: | 0 v

MAC Address: ':i‘j' Auto

O
Class of Service: [ (0-6)
Trust Host CoS:
PCI Order: | 4 (0 -4)
Default VLAN: (O None
@ | 20
VLAN Mode: @ Access v

This new VNIC transports the iISCSI traffic from the HyperFlex cluster to the UCS Server. In this

example, the server has a Layer 2 iSCSI VLAN Connection. The VLAN is 20, and the VLAN Mode
must be set to Access.

Step 3.1. Ensure Enable PXE Boot is checked as shown in this image:



Rate Limit: (® OFF

Channel Number: (1-1000)
PCILink: 0 (0-1)
Enable NVGRE: [ |
Enable VXLAN: | |

Geneve Offload: | |
Advanced Filter: | |

Port Profile:

Enable PXE Boot: [v|
Enable VMQ: [ |
Enable Multi Queue:

No. of Sub vNICs: (1-64)

EnablgyaRFS: ||
Enable Uplink Failover:

Failback Timeout: (0 - 600)

Step 3.2. Now you can add this vNIC. Use the Add vNIC option as shown in this image:

Step 4. On the left, choose the new created iscsi VNIC as shown in this image:

v VNICs
eth0

Step 4.1. Scroll down to the iISCSI Boot Properties and expand Initiator as shown in this image:



» |nitiator

Name: | ign.2021-06.com.cisco bootdemo:server | (0 - 222) chars
IP Address: | 10.2.20.248
Subnet Mask: | 2552552550

Gateway: | 10.2.20.254

Primary DNS: | 10.2.20.1§

The Name is the IQN of the Initiator. You can create your IQN as described in REC 3720. The IP
address is which IP address the UCS Server gets for the iISCSI vNIC. This address must
communicate with the HyperFlex iSCSI Cluster IP address. The HyperFlex Target doesn’'t have
authentication so leave the rest blank as shown in this image:

Initiator Priority:

Secondary DNS:

TCP Timeout: | 15 (0 - 255)
CHAP Name: (0 - 49) chars
CHAP Secret: (0 - 49) chars

Step 4.2. Configure the Primary Target as shown in this image:

+ Primary Target

Name: | ign.1987-02 com.cisco.iscsi:CIMCDemol | (0 - 222) chars
IP Address: | 10.3.112.13

TCP Port 3260

The Name of the Primary Target is the HyperFlex Target which is linked to the 1G with the IQN
of this Initiator. The IP address is the HyperFlex iSCSI Cluster IP address.

Step 4.3. Ensure the Boot LUN is the correct one as shown in this image:



Boot LUN: | 1 (0 - 65535)
CHAP Name: (0 - 49) chars

CHAP Secret: (0 - 49) chars

Verification can be done in order to see the LUN ID of the LUN at the HyperFlex iSCSI
Target. Click the Save Changes and OK button as shown in these images:

Save Changes

Do you want to save changes?

Settings will take effect upon the next server reset.

OK : | Cancel

Prerequisites: Before you configure the steps mentioned in this document, a joint task must have
already been done. A Service Profile was already created and assigned to a server. This step is
not explained in this part of the document.

Step 1. Configure the CIMC Boot Order. Open the server CIMC and choose to Compute as
shown in this image:

Compute

Step 1.1. Choose BIOS>Configure Boot Order > Configure Boot order as shown in these
images:

A / Compute [/ BIOS

BIOS Remote Management Troubleshooting Power Policies

Enter BIOS Setup | Clear BIOS CMOS | Restore Manufacturing Custom Settings | F

Configure BIOS Configure Boot Order Configure BIOS Profile



Configure Boot Order

Step 2. For iSCSI, we must use the Advanced Tab and choose Add iSCSI Boot as shown in
these images:

Configure Boot Order

Configured Boot Level: Basic

Basic Advanced

Configured Boot Level: Basic

Basic Advanced

Add Boot Device
Add Local HDD
Add PXE Boot
Add SAN Boot
Add iSCS5I Boot
Step 2.1. When you add iSCSI boot, the Name is for your reference.Ensure the Order is set to the

lowest number, so it tries to boot from it first. The Slot in this example is MLOM. The port is set
automatically to 0 as shown in this image:

Add iISCSI Boot

Mame | iscsi

State = Enabled L

Order 1 (1-1)
Slot MLOM {1-255, “MLOM", "L™)
Port | 0 (0 - 255)




Verify:

SAN Boot from HyperFlex iSCSI LUN. Reboot the server and verify that the BIOS sees the
HyperFlex iISCSI LUN. When the Boot Order is set up correctly, it does a SAN boot from
HyperFlex iISCSI LUN. On the BIOS screen, you see the Cisco VIC Simple Network Protocol
Driver, and it shows the IQN of the HyperFlex Target LUN with the size of the LUN as shown in
this image:

NINE
CiISCO

bd .00 LB

If the HyperFlex Target has multiple LUNs, they must be shown here.

When there is no OS installed on the LUN, you need to install it via vMedia or manually via the
Keyboard, Video, Mouse (KVM).

Configure UCS Manager

Network Diagram:

The physical network topology of the setup is as shown in this image:
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The UCS Server is connected via Fabric Interconnects connected to the Nexus switches. The two
Nexus switches have a VPC connection to the HyperFlex Fabric Interconnects. Each HyperFlex
node connects the network adapter to Fabric Interconnect A and B. In this example, the iISCSI
goes over different VLANSs to show how you configure HyperFlex for this network situation. It is
recommended that you eliminate Layer 3 routers and only use Layer 2 iSCSI VLANS to prevent
this situation.

Workflow:

The steps to be followed in order to configure SAN Boot from HyperFlex iSCSI LUN are as shown
in this image:



Step 1. Currently, there are no iISCSI vNICs configured on the Service Profile. There is only one
entry under vNICs as shown in this image:

UCS-BF5-Demo

15CSI vNICs

» vHBAs
* vNICs
P vNIC vNIC-VM

Step 1.1. Choose vNICs and clickAdd to add another vNIC for the iSCSI boot traffic as shown
in these images:

»* | UCS-BFS-Demo
ISCS wMICs
» vHEAS

p vNIC vNIC-VM



viNICs

Y, Advanced Filter 4 Export  #% Print

MName MAC Address Desired Order Arctual Order Fabric ID

vINIC vINIC-... 00:25:B5:0D:50. .. 1 | A

(+) Add
The Name is the name of the vNIC, and this name is needed later in the Boot Order Policy.

Step 1.2. Choose an already created MACPool.You can choose to have multiple vNICs for iSCSI
over Fabric-A and Fabric-B or in order to select Enable Failover.In this example, the iISCSI vNIC
is only connected over Fabric A as shown in this image:

Create vNIC

Mame :  vnic-iscsiboot

MAC Address

MAC Address Assignment; MACPool(1 7/24) ¥

The MAC address will be automatically assigned from the selected pool
The MAC address assignment change will be effective only after server reboot.

Use yNIC Template : W

Fabric 1D : ») Fabnc A Fabric B Enable Failover

VLAN in LAN cloud wall take the precedence over the Appliance Cloud when there 15 a name clash,

Step 1.3. Choose the VLAN which the iSCSI traffic is supposed to use. This example has the
same iSCSI VLAN used by HyperFlex iSCSI Network as shown in this image:



VLAN in LAN cloud wall take the precedence over the Appliance Cloud when thera is a name clash.

| WLANS | V0LAKN Groups

T, Schvanced Filter 4 Export 4 Pring

Select Mame Mative VLAN VLAN ID
A IS T2 6.0 5
Green-MGMT-10.2.12.0 12
-q hx-inband-iscsi-2014 o 2014
Infra_20 20
Orange-MGMT-10.2.21.0 21

CON Source - (&) viNIC Name User Dafined

AT 000

Note: Ensure this iISCSI VLAN is the Native VLAN. This is only a native VLAN from the
server to the Fabric Interconnect and this VLAN doesn’t have to be native outside of the
Fabric Interconnects.

The best practice for iISCSI is to have Jumbo Frames, which have an MTU size of 9000. If you
configure Jumbo Frames, ensure it is end-to-end Jumbo Frames. This includes the OS of the
Initiator.

Step 1.4. Click Save Changes and Yes as shown in these images:

Save Changes

Save Changes %

Your changes
Create: vNIC vnic-iscsiboot (org -roots-UCS-BFS- Demasether -vric -iscsibool)
Create: Network hx-inband-izcsi-2014 | org-roolis-UCS-8F 5 - Demafether - vwic - iscsiboolif - - inband -sosi- 201 4)

Will cause the Immediate Reboot of:
Service Profile UCS-BFS-Demo | ong -rooiis-U0S-BF 5-Demal [Server: sysirack-unit-4]

Are you Sure you want 10 apply the changes?

There are now two vNICs for the Service Profile.

Step 2. Add an iSCSI vNIC. Choose iSCSI vNICs and select Add as shown in these images:



* LUCS5-BF5-Demo
b vHEAS
» vNICs
» vMIC vnic-iscsiboot

b wMNIC vNIC-VIM

iISCSl vNICs
4 = TyAdvanced Filter <4 Export & Print
ame Owverlay vMIC Mame 2051 Adapter Policy

Mo data avadable

+ Add

An iISCSI vNIC is now created.

Spoiler

Note: iSCSI vNIC is an iSCSI Boot Firmware Table (iBFT) placeholder for iISCSI boot
configuration. It is not actual vNIC, and therefore a vNIC that underlies must be selected.
Please do not assign a separate MAC address.

Note: iISCSI vNIC is an iSCSI Boot Firmware Table (iBFT) placeholder for iSCSI boot
configuration. It is not actual vNIC, and therefore a vNIC that underlies must be selected. Please
do not assign a separate MAC address.

Step 2.1. The Name is just an identifier. In VLAN, there is only a choice of one VLAN, which must
have been the Native VLAN.Leave the MAC address Assignment in order to Select(None used
by default) as shown in this image:



Create ISCSI vNIC

Mame ;| bootiscsivnic
Cverlay vMIG : |wnic-iscsiboot ¥
1ISCSI Adapter Policy @ | <not set> Lreate 15051 Adapter Policy
WLAN : |hx=mband-=1scsi-2014 (natne
isCSl MAC Address
MAC Address Assignment: Select(None used by default) v

Step 2.2. Change/Add Boot Policy. On the Service Profile, choose Boot Orderas shown in this
image:

Servers | Service Profiles | root / Service Profile UCS-B...

General Storage Metwork IS5 vNICs viedia Policy Boot Order

Actions

Modify Boot Policy

Step 2.3. You can modify the Boot Policy only when other servers don’t use this Boot Order
Policy. In this example, a new Boot Policy is created. The Name is the name of this Boot Policy. If
the BOOT LUN doesn’t have any OS installed, ensure you choose, for instance, a Remote CD-
ROM. This way, the OS can be installed via KVM Media. Click Add iSCSI Boot as shown in these
images:

Modify Boot Policy

Boot Policy: default ¥



Create Boot Policy

BT SlSlBoat
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Hoot Mode ) Liesgaty Llef
WARNINGS:

The type [primanysecondany) does nod ndicale & boot onder presente
The effectne coder of boot devices withen tha same devcl class (LANStoragefiSCSEl) is determined by PCle bus scan ordar

If Enforce vMIGHYHBANRSCS] Hame is selected and the whNICHRHBANSCS! does not exist, & config emor will be repoed.
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4+ Local Devices Boot Order
o R— T, Advanced Filg & E . P
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Mo data available

¥ wNICs

+) vHBAS

ISCSI vNICs

+! EFl Shell

Step 2.4. The iSCSI vNIC is the name of the iISCSI vNIC that was created. Enter the same as
shown in this image and click OK:

Add 15CSI Boot

ISCS wMNIC - | bootiscsivnic

Step 3. The example in this step shows how to create one boot entry. A dual boot entry is possible
with two VNICs. The iSCSI Target can still be the same. Because of Windows OS installation,
there is a requirement that there must be a single boot entry or single path only at the time of
installation. You have to return here and add after OS installation is done and MPIO is configured.
This is covered in the section: MPIO.

Step 3.1. Select the Boot Policythat you just created and Expand iSCSI as shown in this image:



Modify Boot Policy

Haat Policy! ISCSBoot ¥
Tarme iSCSIBoot
Daescripbon
Reboot on Boot Ovder Change @ Mo
Brdorce wNICHWHBANSES] Mame @ Yes
Boot Mode Logacy
WARNINGS:
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Modify iSCSI vNIC Set iSCEl Boot Parameters

If you do not see Modify iISCSI vNIC, the iSCSI vNIC was not the one you created.

Step 3.2. Choose Set iISCSI Boot Parameters. In this example, no authentication is used.The
Initiator Name Assignment is via an IQN-Pool. This IQN-Pool can be created if it is not there.The
Initiator IP address Policy is an IP Pool where the UCS Initiator gets its IP address. It can be
created if there is no IP Pool created yet as shown in this image:



Set ISCSI Boot Parameters

Mame : bootiscsivnic

; Create iSC51 Authentication Profile
Authentication Profile © | <pnot set> » e R

Initiator Name

Initiator Name Assignment] |[QNPool(2/5)

Initiator Mame

Create QN Suffix Pool

Reset Intiator Mame

The IGM will be assigned from the selected pool.
The availableftotal IONs are displayed after the pool name.

Initiator Address

Intiator IP Address Policy: iISCSI-IP-Pool(2/4) *

IPvd Address  : 0.0.0.0
Subnet Mask o 255.255.255.0
Default Gateway - 0.0.0.0
Primary DNS © 0.0.0.0
Secondary ONS : 0.0.0.0
Create IP Pool

The IP address will be automatically assigned from the selected pool.

Of course, it is possible to assign IP addresses manually.

Step 3.3. Scroll down and choose iSCSI Static Target Interface and click Add as shown in this
image:



& ISCSI Statc Target Interface ISCSI Auto Target Interface

MName Prionty Fort Authentication Pr 1SCS! 1PV Addre

Mo data avanlable

+) Add

Minimum one instance of iISCS] Static Target Interface and maximum two are allowed.

Step 3.4. The iSCSI Target Name is the HyperFlex iSCSI Target IQN documented at the time of
the HyperFlex Target configuration.The IPv4 address is the HyperFlex iSCSI Cluster IP
address.The LUN ID is the LUN ID that is documented at the time of the HyperFlex Target
configuration as shown in this image:

Create 1SCSI Static Target

ISCSI Target Name  © | ign. 1987 -02.com.cisco.is(

Priority -1

Port o 3260

Authentication Profile © | <not set> v Create iISCS| Authentication Profile
IPva Address : [10.20.14.13

LUN 1D Sk

Step 3.5. Choose OK and Yes in order to modify the boot policy as shown in these images:



set iISCS| Boot Parameters %

Qf Successfully set boot parameters for iscsi-boot-params.

OK

Modify Boot Policy %

Your changes:

Modify: Service Profile UCS-BFS-Demo (org-rootis-UCS-BFS-Demo)
Froperty: Boot Policy Name

Modify: boot=vnic-bootiscsivnic (org-roobls-UCS-8F5-Demo/iscsi-bool-params/boot-vinc-boolisc s
Froperty: MAG Pool

Will cause the Immediate Reboot of;
Service Profile UCS-BFS-Demo (g -rools-UCS-BF5-Demao) [Server: sysirack=-unit=4]

Arg you sure you want 1o apply the changes?
Fress Yes to disregard the warning and submit changes, No to quit the wizard
or Cancel to make changes 10 the current configuration.,

------------------------

Yes [ [+] * Cancel

Step 4. Find Initiator IQN. The IQN of the UCS Initiator is not shown in the profile when this
configuration is used. Navigate to SAN and choose the used IQN Pools as shown in this image:

* [Poaols
w» oot
» [OMN Pools

¥ Pool default

Pool IONPool

server: ] - server:h

Step 4.1. Note down the IQN of the Profile as shown in this image:

iqn.2021-07 local hx_clusterservers senvers Yes org-root/ls-OrgBF Sfiscsi-iscsivmic org-root/ls-iISCSIBoot/iscsi-iscsivnic

This Initiator name must be configured in HyperFlex Initiator Group linked to the HyperFlex



Target LUN where the server connects to the SAN Boot, as shown in this image:

Edit Initiator Group

Initiators

niitiator ION Add Initiators

When you use a pool, the IQN name is not known in advance. If you create an IG with all the
initiator IQNs, those Initiators can see all the same LUNSs of the Target. This can be a situation that
is not wanted.

Result:

SAN Boot from HyperFlex iSCSI LUN as shown in this image:

Cisco VIC iSCSI, Boot Driver VUersion 4.4(2e)
(C) 2016 Cisco Systems, Inc.

PO:Z25:b5:60:00:0f 15C51 HYPRFLE
Uption RUM 1nstalled successfully

Install an OS on the Boot LUN if the LUN does not have any OS installed as shown in this
image. The ESXi is installed on the LUN, and after installation, it boots from this LUN:

Confirm Install

The installer is configured to ESXi 7.8.1 on:
t10.HYPRFLEXHX . Vo luneStoraged53f550c3e9etach9563ch60908 11 1f .

Harning: This disk will be repartitioned.

Troubleshoot iISCSI boot on UCS Manager CLI:



When there is a configuration error, you see Initialize Error 1 as shown in this image:

UIC iSCSI, Boot Driver Uersion 4.4(2e)
2016 Cisco Systems, Inc.

Initialize error 1

Different causes can give this error.UCS Manager CLI can get more information about the Initialize
Error. SSH to the UCS-Manager and log in. In our example, server 4 has the service profile, and
there is only an MLOM present. This gives the value of 4/1. Type the commands in the UCS
Manager CLI as shown in this image:

using dumb terminal
adapter 0/4/1
for

using dumb terminal

: 0/4/1 (mcp) :

When you type help, you see a whole list of commands that are now possible. The commands for
the iISCSI configuration are as shown in this image:

connectivity

Problem 1: Ping Stats: In Progress

On the SSH session, type iscsi_get_configand check the output as shown in this image:



The Ping Stats is In Progress.This means the initiator cannot ping the HyperFlex iISCSI Cluster
IP address. Verify the network path from the initiator to the HyperFlex iSCSI Target. In our
example, the Initiator iISCSI IP address is outside the iISCSI Subnet configured on the HyperFlex
Cluster. The Initiator IP address must be added to the HyperFlex iSCSI Allowlist. SSH to the
HyperFlex Cluster IP address and enter the command:

hxcli iscsi allowist add -p <lInitiator |P address>
In order to verify if the Initiator IP address is in the allowlist, use the command:

hxcli iscsi allowist show
Problem 2: Target Error: "ISCSI_TARGET_LOGIN_ERROR"
On the SSH session, type iscsi_get_configand check the output as shown in this image:



host 1d:
link state:

Initiator :
initiator state: ISCSI INITIATOR READY
initiator error code: ISCSI BOOT NIC NO EREROR

IP Addr:
Subnet Mask:
Gateway:

INVALID
:SC’EI_TI'-_RL:T I"'E_' SESSION INFO
;ECEI_’L‘ER:_—:L’_ I_LJ_l LH*&C‘H
HX
10.3.112.13
Port: 3260
Boot Lun: 0
Ping Stats: Success (20.260ms)
adapter 0/1/1 (mc .} adapter 0/1/1 (mcp
adapter 0/1/1 (mcp) I

The Target Error is ISCSI_TARGET_LOGIN_ERROR. If authentication is used, verify the name
and secrets. Ensure the Initiator IQN is in the HyperFlex Initiator Group and Linked to a Target.

Problem 3: Target Error: "ISCSI_TARGT_GET_HBT_ERROR"

On the SSH session, type iscsi_get_configand check the output as shown in this image:




adapter

The Target Error is ISCSI_TARGET_GET_HBT_ERROR. In the configuration of the BOOT
LUN, awrong LUN ID was used. In this case, the BOOT LUN was set to 0, and it must have
been assigned tol.

Working SAN Boot Configuration:

The SAN Boot From HyperFlex iSCSI must work when the iSCSI configuration is correct and you
have the output as shown in this image:



INITIATOR READY

BOOT NIC NO ERROR

status:

ION:

IP Addr:
Subnet Mask:

Gateway:

TARGET READY
_ TARGET DISABLED
NO ERROR

. —_ X,
s LALSLO) .

Session
sess510n i1d:
hﬁ;t_ﬁhﬁEE:?
bus number:
target id:
'1/1 (mcp) :514
3/1/1 (mcp) :514

Configure IMM
Prerequisites:
- Fabric Interconnects are claimed in Intersight

- Intersight Server Profile is already created and attached to a server
Network Diagram:




The physical network topology of the setup is as shown in this image:

The UCS Server is in IMM and controlled via Intersight. The two Nexus switches have a VPC
connection to the different pairs of Fabric Interconnect. Each HyperFlex node connects the
network adapter to Fabric Interconnect A and B. A Layer 2 iSCSI VLAN network is configured
without Layer 3 device delays for the SAN Boot.

Workflow:

The steps to be followed in order to configure SAN Boot from HyperFlex iSCSI LUN are as shown
in this image:



Step 1. In order to log in to Intersight, use https://intersight.com as shown in this image:

SR
CISCO

INTERSIGHT

Cisco ID Single Sign-On (SS0)

If you do not have a Cisco ID,
create one

Email

' sign Inwith Cisco 1D ' SignInwith SSO

Don't have an Intersight Account? Ci

Step 2. Create a new Boot Order Policy. A new Boot Order policy is created for this server.Choose
Configure > Policies as shown in this image:




2% CONFIGURE

Orchestration

Profiles

Templates

Policies

Step 2.1. Click Create Policy at the right top corner as shown in this image:

Step 2.2. On the left, choose UCS Server.Choose Boot Orderfrom the policies as shown in this
image and click Start:

Select Policy Type

Filters L. Search

PLATFORM TYPE

Adapter Configuration

All
BIOS

®) LUCS Server
&) Boot Order

N

Step 2.3. In Step 1., give it a unigue Name as shown in this image and click Next :



Step 1
O General

D:; Add a name, description and tag for the policy.

Organization *

default v
Name *
IMMBESServer3
Set Tags
D ipti
escription P
<="1024

Step 2.4. In Step 2., choose UCS Server (FI-Attached). For this example, leave the Configured
Boot Mode at Legacy. Expand the Add Boot Device and select iSCSI Boot as shown in this
image:



Step 2
’@ Policy Details
bl polcy details
I

All Platlorms M5 Berver (Sandalons) LICS Server (Fl-&lached)

Configured Bool Mode |

& Legacy Unified Extensible Firmware Interface (UEFT)

Add dool Devios

1SC5 Bom
Lsal G

Lol Dietke '&I

Step 2.5. Give it a Device Name and an Interface Name as shown in this image:

iS5 Baot (IMMBFSServed3)

Darvios Namae *

IMMEFSSenver? g ISCSbootnac

The name of the Interface Name must be documented, and it is used in order to create a new
VNIC. Click Create, a pop up must show on the screen as shown in this image:

Successfully created policy
©  |MMBFSServer3 L

Step 3. Change LAN Connectivity. A new LAN Connectivity can be created. In this example, the
current LAN Connectivity of the Server Profile is edited.Search for the user policy at the Policies
overview as shown in this image:

Q, Search IMMBFSLan »  Add Filter

Platform Type

IMMEFSLan UCS Server LAN Connectivity

Step 3.1. Choose Edit Policy as shown in this image:



In this case, the Policy Name is IMMBFSLan. There is already a vNIC present in this
configuration. Do not change anything in Step 1. as shown in this image and click Next:

{/’ General

Drvisdi Misra

Step 3.2. In Step 2., choose Add vNIC as shown in this image:

Step 4. Change the Server Profile. The LAN Connectivity policy was updated, and the Boot Order
must be changed in this Server Profile. Choose CONFIGURE > Profiles from the left bar in order
to locate the UCS server profile, as shown in this image:

LECS. Server T-emplatis:




The UCS Profile can be selected directly from the UCS Server as shown in this image:

The Name must be used in the Boot Order policy. The server only has one network adapter, the
MLOM. This must be configured in Slot ID.Leave the PCI Link at 0. The Switch ID for this
example is A, and the PCI Order is the number of the latest vNIC which is 1. The Ethernet
Network Control Policy, Ethernet QoS, and Ethernet Adapter can have default values. The

best practice for iISCSI is to have an MTU of 9000, which can be configured in the Ethernet QoS
Policy.

Step 4.1. Choose Ethernet Network Group Policy > Select Policyas shown in this image:
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