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Introduction

This document describes the initial installation of Enterprise Chat and Email (ECE) 400-agent High
Avalilability (HA).

Prerequisites

Requirements
Cisco recommends that you have knowledge of these topics:

- Enterprise Chat and Email (ECE) 12.X
- Windows Server 2016
- SQL Server Enterprise edition 2016

Components Used

The information in this document is based on these software versions:

. ECE 12.5(1)
- SQL Server 2016 Enterprise Edition
- Windows 2016
The information in this document was created from the devices in a specific lab environment. All of

the devices used in this document started with a cleared (default) configuration. If your network is
live, ensure that you understand the potential impact of any command.

Background

Enterprise Chat and Email 12.0 and later now support full, high-availability installation for both the
400-Agent and 1500-Agent deployments. The 1500-Agent deployment requires a total of 30
Virtual Machines (VMs) when installed in an HA configuration. Once the File Server and SQL
Server Installation and configuration is done, the remainder of the install, follows the same order
and steps as the 1500-Agent non-HA deployment did previously. The 400-Agent deployment only
requires 4 total servers, but due to the shared nature of the collocated server, the installation
requires careful deployment to ensure success. Almost all of the most critical steps are done prior
to the actual installation of ECE. This article goes through what is required to do the full install from
start to end.

Terminology

Throughout this document, these terms are used.

- Windows Server Failover Cluster (WSFC) — This Microsoft Windows Server feature allows
multiple physical servers to provide resiliency for the others. When you have multiple servers
in a cluster, this does not remove functions or capabilities from any server that is not currently
the primary node, it simply provides a way for the servers to know the status of the others.
Each server can own one or more roles at any one time.



- AlwaysOn Availability Groups (AG) — This is a Microsoft SQL Server redundancy feature
which gives a high level of protection to databases while minimizing the time required to move
from one side or node to the other. Unlike the older, and now deprecated, Failover Cluster
Instance, all SQL Server nodes in an Availability Group can be fully operational at all times
and have a full copy of the database. When Microsoft SQL Server is deployed on Windows
Servers, the Availability Group requires a Windows Server Failover Cluster to operate.

There are several key terms related to AGs that you may see in this document.

Instance — An instance an independent SQL Server with its own executables and databases.
A single physical server can host multiple instances of SQL Server.Replica — A replica is a
distinct instance in an AG. There are two types of replicas in an AG. Primary Replica — The
Primary Replica, or just Primary, allows both read and write operations on the databases in
the AG. There can only be one Primary replica in an AG. The primary replica is also the only
replica that allows most database backup operations.Secondary Replica — All other nodes in
the AG are referred to as Secondary Replicas or Secondaries. A Readable Secondary is a
Secondary Replica that allows read operations against the databases but not write operations.
Readable Secondaries allow a specific type of database backup called a copy-only backup. If
a normal backup is attempted on a Secondary, an error message as follow is shown, "This
BACKUP or RESTORE command is not supported on a database mirror or secondary
replica."Listener — A Listener is a component of the Availability Group. Whichever node is
Primary owns the Listener. A Listener has at least one IP and port. If the nodes of the
Avalilability Group are separated across different subnets, then the Listener must have valid
IPs in each subnet to ensure availability. The Listener shows up as a Computer object in
Active Directory.Availability Database — An Availability Database is any database on a SQL
Instance that has been joined to the AG. An Instance can also have databases which are not
members of an Availability Group. These databases are normal SQL databases as far as
read/write operations are concerned. When an instance is the Primary Replica, you may use
the Listener name to access any local databases or resources, however when that server is
no longer the Primary, access to the database must be done by use of the server name.

- SQL Server Integration Services (SSIS) — SSIS is a feature included with Microsoft SQL
Server that allows for data clean-up, transformation, manipulation, and other data tasks at run-
time. SSIS Packages allows developers to extract data from many data sources, then use
scripts to load that data into one or more databases. ECE uses this functionality to copy data
from the Active database into the Reports database on a regular basis.

- Distributed File System (DFS) — This add-on feature for Microsoft Windows Server allows
multiple SMB file shares to be presented as a single entity. It also allows for the automatic
synchronization and replication of files across servers.

There are two components that make up DFS. DFS Namespaces — A Namespace is a logical
view of a share. One or more servers may host the files in the namespace, but the all access
to the files is done by use of the network path to the namespace.

There are two types of namespaces. Domain-based namespace — A Domain namepace is
accessed through the UNC path in the format, \\<domain>\<DFSRoot>. This type of
Namespace gives the highest availability and is an object in the Active Directory tree. This is
the only Namespace that ECE supports.Standalone namespace — A Standalone namespace
is accessed through the UNC path in the format, \\<servername>\<DFSRoot>. While
replication can be used to keep multiple servers in sync and ensure that they contain the
same files, if the server that is the host of the namespace goes down, then the namespace



becomes unavailable. ECE does not support Standalone namespaces.DFS Replication — A
DFS Replication group is a way to keep files across multiple physical servers in sync.There
are several DFS terms which you may see in this document.

Namespace server — A namespace server hosts a namespace. Each namespace server
contains a local path folder that contains the DFS root folders.Namepsace local path — A
directory that exists on each Namespace server. This directory must be separate from the
directory which is shared into the namespace. Namespace root — This is the start point of the
namespace. In a domain-based namespace, the root is the identifier that is immediately after
the domain name. Each namespace root is represented by a physical folder that exists in the
Namespace local path.Folder — Folders are used in one of two ways in the namespace. A
folder with no Folder target is used to organize data into logical views. ECE does not use this
type of folder.A folder with one or more Folder targets is used to present data to the user of
the namespace. When a user or application navigates to this folder, DFS transparently
redirects them to the mapped folder target.Folder Targets — A folder target is UNC path to a
shared folder that contains the actual content. In ECE, the Folder targets are the ECE Shared
directories which host the content that the File server role is responsible for.

- Service Principal Name — This is often abbreviated as SPN. You may hear this referred to as
spin. The Service Principal Name is the unique identifier of a service instance. In ECE, when
Windows Integrated Authentication is used to access the databases — as is required in an HA
deployment, the SPN allows the SQL Server Service account to perform a proxy
authentication to Active Directory on behalf of another account. When an ECE Service
accesses the database, it does so through the ECE Service account. This account is then
passed through to Active Directory for authentication and authorization.

Example Layout

Throughout this document, a lab system is used for screenshots and example commands. This
gives the details of the Active Directory domain, Usernames, and Machine names and IP
addresses. The specific configuration items may be repeated later on in the document, closer to
where they are used.

Active Directory

- Fully qualified domain name: massivedynamic.com
- Pre-Windows 2000 domain: MASSIVE

User Accounts

Description Account Name
SQL Server Service account SQLServerSvc
ECE Service Account ECESvc

Virtual Machines and Logical Resources

Identifier Name/Value P Description ECE Roles
Addresses

VM-1A CC2K125ECEA 14.10.162. Side-A collocated File Server (DFS Node 1), Database (Avail



A

Group Replica), Messaging, Services,

168 server Application

CC2K125ECE 14.10.162.

VM-2A WA 169 Side-A web server  Web Server
CC2K125ECEA 14.10.172. Side-B collocated e Server (DFS Node 2), Database (Avail
VM-1B Group Replica), Messaging, Services,
B 168 server R
Application
CC2K125ECE 14.10.172. _.
VM-2B WEB 169 Side-B web server  Web Server
14.10.162.
WSFC- CC2K125ECEF 170
CNO  OC 14.10.172. CNO for WSFC
170
14.10.162.
Listener CC2K125ECED 161 SQL AG Listener
B 14.10.172. Name
171
Listener 1433 N/A SQL AG Listener
Port Port
14.10.162. Virtual IP for ECE on
ECE-VIP ECE 96 Loadbalancer
Drive Letters and Contents
Drive .
Letter Size Usage Notes
C 80 GB Windows OS, SQL SQL Server not present on Web server
Executables
D N/A DVD Mount Point
E 50GB ]I;CI;IZrAppllcatlon and SSIS Drive not present on Web server
F 300GB SQL Database files and Drive not present on Web server

SQL Backups

File and Directory Objects

This lists the file and directory objects that are referenced throughout the documentation. While
the specific directory names are not mandatory, it is best to keep a common structure across all

Servers.

Identifier

Shared
Directory

ECE
Home
Directory

SSIS
Directory

SQL
Install

Path

E:\ECEFile

E:\ECE

E:\ssis_data

C:\Program

Description Notes

Directory on collocated servers that is

the Folder target in the DFS Does not exist on web server.
Namespace.

Directory on all servers that ECE uses
at run-time for application execution,
temporary files, and logs.

Directory on collocated servers where
SSIS templates are stored and used
as a temporary directory by the SSIS
packages.

Directory on collocated servers where All system DBs, including Templ

On web server only, ECE Home
directory is on the C: drive.

Files\Microsoft SQL  Microsoft SQL Server is installed. and the SSISDB should remain



Server C: drive with SQL executables.
. Directory on collocated server where
FAMSSQL\Data the 3 ECE databases are installed.

SQL Data
Directory
SQL
Backup  F:\MSSQL\Backups
Directory

DFS \\massivedynamic.co Domain based DFS Namespace used
Share M\ECE_Root\ECE  for shared ECE files.

DFS Root ECE_Root The root portion of the DFS

Directory on collocated servers used
for database backups.

Namespace.
DFS The folder that is shared in the DFS
ECE
Folder Root.
DFS Local ~. Folder on collocated servers where
path C\DFSRoots the DFS Root folder is stored.

System Preparation
This must be done before you start the steps in the main body of this document.

Download and Deploy the OVA Template

You need 2 VMs on each side, 1 web server and 1 collocated server. The OVA template identifies
these VMs as follows.
Web Server

- Label: Web Server

- Details: (12.5 v1.0 OVA used, check current OVA for your version to validate exact details)
2 vCPU with 2200 Mhz

2GB RAM

80 GB disk

Collocated Server

- Label: All Servers except Web Server

- Details: (12.5 v1.0 OVA used, check current OVA for your version to validate exact details)
4 vCPU with 4000 Mhz

20 GB RAM (20 GB reservation)

Disks:

80 GB disk — OS and SQL Executables

50 GB disk — ECE Application

300 GB disk — Databases

Install Windows Server on All 4 Servers

(As of 12.5, Windows 2016 must be used, check the current documentation prior to install)

Format the 50 GB and 300 GB Disks on the Two Collocated Servers

Install SQL Server on the Two Collocated Servers

(As of 12.5, SQL Server 2016 Enterprise Edition must be used, check the current documentation



prior to install)

The same SQL Server Instance name must be used on both servers. There is no requirement
that a specific instance name be used or that the default instance be used. The example in this
document uses the default instance.

Caution: It is critical that SQL Server Enterprise Edition be used. ECE requires all three
databases to be in the same SQL Server instance or Availability Group. While SQL Server
Standard does support AlwaysOn Availability Groups, it only supports a single database in
each. If the incorrect version of SQL Server is installed, installation of ECE may appear to
succeed, but you will be unable to join all three databases to the Availability Group. Prior to
installation of ECE, if you find that the edition of SQL Server installed is incorrect, you can
use the SQL Server installation ISO and select the option to upgrade a current installation of
SQL Server.

Preinstallation Steps

Step 1. Add Required Windows Features

Before you start any configuration, you need to add two Roles & Features to both collocated

servers.
Repeat these steps on both collocated servers.

1. From the Server Manager, select Manage, then Add Roles and Features.

2. Select Next until you reach the Server Roles page.

3. Scroll down to File and Storage Services, then select to expand. Select File and iSCSI
Services, then select to expand.

4. In the list, find and place a check-box beside both DFS Namespaces and DFS Replication
as shown in the image.



| Lamain M SIS MO0

o [z Add Roles and Features Wizard - | "y
Select server roles R e

Before You Begin Select one or more roles to install on the selected server.

Installation Type Roles Description

Server Selection ' ] A Directory Certificate Services ~|  DFSMamespaces enables you to

IEEETEE O o 0o Domsin Sences group shared flders located on
different servers into one or more

[ Active Directery Federation Services

e [ Active Directary Lightweight Dirsctany Services logically structured namespaces.
Confirmation [[] Active Directary Rights Management Services E“_"' TEMESPacE Appaars o users as
[[] Device Health Attestation a single shared folder with a senes
] DHCP Server of subfolders. However, the
[] DNS Server undertying structure of the
[ Fa Server namespace can consist of numerous

shared falders located on different

4 [W] File and Storage Services (2 of 12 installed) 3 Kinke sites
servers and in multiple sites,

4 [B] File and i5C5 Services (1 of 11 installed)
»f File Server (Installed)
[] BranchCache for Metwork Files
[C] Data Deduplication
DFS Replication
[] File Server Resource Manager
[] File Server V55 Agent Service
[7] iSCS1 Target Server w

I<Prwiuu:.|| Mext = | . rn&ta-ll

|
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Features button to accept this.
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6. Select Next to go on to the Features page.
7. Find the Failover Clustering in this list and place a check-box beside of it.
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[] Containers

[[] Data Center Bridging
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. If you receive a pop-up that states additional tools are required, select the Add Features

button to accept this.
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[Tools] Failover Cluster Module for Windows PowerShe

I >

Include management tocls (if applicable)

Add Features Cancel

9. Select Next, then check the box beside Restart the destination server automatically if
required, and select Finish.

10. Monitor install until it is complete. Allow server to restart if necessary.
Step 2. Prepare Active Directory

Before you start the configuration of the Windows Server Failover Cluster and SQL Availability
Group Cluster, there are several configuration items that need to be performed in Active Directory
with an account that has Domain Admin rights.

Warning: It is critical that these steps are followed very carefully as failure to do these
results in the in failure two clusters to work.

1. Create required Service AccountsYou need to create two User Accounts in Active
Directory to be used as Service Accounts. These accounts only need to be a member of
Domain Users group, but must be configured so that their password either does not expire
or has a very long expiration time. If you need to change the password for these accounts



once the system is in operation, you require a full outage of ECE.

This document does not cover or show the specific steps to create these as it is a matter of
preference for where the accounts physically reside in the Active Directory tree, the object
names, and other configuration items.

As a reminder, these two accounts are used throughout the rest of this document.
SQL Server Service Account — SglServerSvc
ECE Service Account — ECESvc

. Prestage the Cluster Name Object (CNO)You need to create a CNO in Active Directory for
use by the WSFC. When all of the preinstallation steps have been completed, Active
Directory contains two CNOs.

- The first CNO is the name of the WSFC. You create this manually in the steps that follow.
This name is needed to perform the inital setup of WSFC and then later, to connect the
WSFC management console to the cluster.

- The second CNO is the name of the SQL Server AG Cluster. This is automatically created
by the Availability Group Wizard. ECE uses this name for all database communications. In
addition, you use this name when you use SQL Server Management Studo to perform most
database related tasks. Of the two names, the second is the most important and is used in
day-to-day operations and troubleshooting.

Note: Both of these names are limited to 15 characters as they are NetBIOS names.As a
reminder, this document uses these CNOs:

CC2K125ECEFOC — CNO for the WSFC Failover Cluster

CC2K125ECEDB — CNO for the SQL Server Availability Group cluster

In Active Directory Users and Computers, expand the domain, then create a new
Organizational Unit to hold the CNOs.Create the WSFC CNO as follows. In the new OU,
right-click and select New, then select Computer.Type the name for the computer object,
then select OK.As a best practice, right-click the computer object that you just created and
select Properties. Select the Object tab, check the box marked, Protect object from
accidental deletion, then select OK.Finally, right-click the computer object and select
Disable Account.Select Yes to confirm.

Note: The computer account must be disabled so that the cluster creation process can
confirm that it is not currently in use by a computer or cluster.

. Grant User PermissionsYou need to grant permissions to control the CNO to the user
account that you use when you run the WSFC wizard. In Active Directory Users and
Computers, select the View menu, then ensure that Advanced Features has a check
beside it. If this is not selected, select it, then expand the Active Directory tree again.
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Assign permissions to the CNO as follows. Right-click the CNO, then select
Properties.Select the Security tab, then select Add.Type in the name of the user account,
or a group of which the user is a member, then select OK.Select the user or group that you
just added, then in the bottom section, select the Allow check-box next to Full
Control.Select OK.

. Grant CNO Permissionsin order for failover to work properly, the CNO must be able to
control the computer objects in the OU. This allows the WSFC CNO to create the SQL
Server CNO through the wizard. In Active Directory Users and Computers, select the
View menu, then ensure that Advanced Features has a check beside it. If this is not
selected, selected it and then expand the Active Directory tree again.Right-click the OU that
you created and select Properties.Select the Security tab, then select the Advanced
button.In the Advanced Security Settings dialog box, select Add.Select Select a
principal.In the Select User, Computer, Service Account or Group box, select the Object
Types... button. Check the box beside Computers, then select OK.Type in the CNO name,
then select OK. You see a warning that you are about to add a disabled object, select OK as
this is expected.Ensure that the Type is Allow and that the Applies to: is set for, This
object and all descendant objects.In the Permissions list, find Create Computer objects
and Delete Computer objects, and check the box beside of each.Select OK.

. Register SPNBecause ECE HA install requires the use of Windows Authentication to access

the SQL Server, it is mandatory to register the SPN in Active Directory. This step does not

require the SQL Server AG to be configured. Only the SQL Server Agent account must be
configured. Note: You must to be a member of Domain Admins in order to perform these
tasks.Before you begin, please have this information available.

From any server which is currently on the domain, and while logged in as a member of the
Domain Admins group, open a Command Prompt as Administrator.Run these commands.
Update each them to match your environment.

In the setspn command, the :MSSQLSERVER is the SQL Instance name you chose. If you

setspn - A MSSQ.Svc/ CC2K125ECEDB. nmassi vedynam c. com 1433 MASSI VE\ Sql Ser ver Svc



setspn - A MSSQ.Svc/ CC2K125ECEDB. massi vedynami c. com MSSQLSERVER MASSI VE\ Sql Ser ver Svc
setspn - A MSSQ.Svc/ CC2K125ECEDB: 1433 MASSI VE\ Sqgl Ser ver Svc
setspn - A MSSQ.Svc/ CC2K125ECEDB: MSSQLSERVER MASSI VE\ Sgl Ser ver Svc

Run this command to ensure that the SPN registration was successful.
setspn - Q MSSQ.Svc/ CC2K125ECEDB*

You should see output similar to this.

Checki ng domai n DC=nmassi vedynani ¢, DC=com

CN=SQL Server Service, OU=Servi ce Accounts, O=Speci al Accounts, DC=rmassi vedynamni ¢, DC=com
MBSQLSvc/ CC2K125ECEDB: MSSQLSERVER

MSSQ.Svc/ CC2K125ECEDB: 1433

MSSQLSvc/ CC2K125ECEDB. massi vedynamni c. com MSSQLSERVER
MSSQLSvc/ CC2K125ECEDB. massi vedynami c. com 1433
MBSQLSvc/ CC2K125ECEAB: MSSQLSERVER

MBSQ.Svc/ CC2K125ECEAB: 1433

MSSQLSvc/ CC2K125ECEAB. massi vedynami ¢c. com MSSQLSERVER
MSSQLSvc/ CC2K125ECEAA. massi vedynami c. com 1433
MBSQLSvc/ CC2K125ECEAA: MSSQLSERVER

MBSQ.Svc/ CC2K125ECEAA: 1433

MSSQLSvc/ CC2K125ECEAA. massi vedynami ¢c. com MSSQLSERVER

Exi sting SPN found!

Validate configuration of SQL Service Account. Open Active Directory Users and
Computers from either a domain controller or a machine with the Active Directory
Management Tools installed.Navigate to the SQL Service Account in the tree, right-click the
account and select Properties.Select the Account tab, then in the Account options: box,
scroll through and ensure that these options NOT are selected. Account is sensitive and
cannot be delegatedDo not require Kerberos preauthenticationSelect the Delegation
tab and ensure that the Trust this user for delegation to any service (Kerberos only) IS
selected.

Note: If you do not see the Delegation tab, then either the setspn -A commands have not
been run or the Domain Controller you are on does not contain an up-to-date copy of the
configuration. Either connect to a Global Catalog Domain Controller, wait until domain
replication completes, or return to steps 5.2 and 5.3 to validate that the setspn -A commands
were run correctly.Validate configuration of Servers In Active Directory Users and
Computers, navigate to the computer account for each collocated server.Right-click and
select Properties, then select the Delegation tab.Ensure that the Trust this computer for
delegation to any service (Kerberos only)is selected.After you make any required
changes, select OK.

Step 3. Create Required Directories

Unlike the standalone installation of ECE, you need to create a directory to use for the File server
role. This directory, known as the File Server Directory or Shared directory, is used in the DFS
Namespace and Replication group. This directory MUST be separate from the ECE Home
Directory.

As a reminder, in this document, ECE is installed on the E: drive.
These directories are created in this section.
Shared directory — E:\\ECEFile



SSIS directory — E:\ssis_data
SQL backup directory — F:\MSSQL\Backups
SQL data directory — F:\MSSQL\Data

Perform these steps on both collocated servers.

1. Create the shared directoryOn the E drive, create a new directory named ECEFile.Right-
click the directory and select Properties, then select the Sharing tab.Select the Advanced
Sharing... button.Check the Share this folder box, then select the Permissions button.In
the Permissions for ECEFile box, select the Add... button. In the Select Users,
Computers, Service Accounts, or Groups box, enter the name of the service account you
created to run the ECE service, select Check Names, then select OK. Ensure that the
account you just added is selected in the list, then check the box in the Allow column beside
Full Control. Select OK to return to the Advanced Sharing properties box.Select OK, then
OK again.

2. Create the SSIS directoryOn the E drive, create a new directory named ssis_data.Right-
click the directory and select Properties, then select the Security tab.Select the Edit button,
then in the Permissions for ssis_data box that pops-up, select the Add... button.In the
Select Users, Computers, Service Accounts, or Groups box, type the name of the service
account you created to run the SQL Server service, select Check Names, then select OK.
Note, if you did not create an account to run the SQL Server, then type the name of the
service account created for the ECE Service.Check the box in the Allow column beside
Modify. This automatically grants Write permission, but scroll down to ensure that there is
not a check-box in the Deny column for any of the permissions fields.Select OK, then OK
again.

3. Create the SQL Server data and backup directoriesOn the F: drive, create a new folder
named MSSQL.Inside of the MSSQL folder, create two other folders, Backup and Data.

Step 4. Configure Distributed File System

As described in the terminology section, DFS must be configured as a Domain Namespace and
must also have a Replication Group to synchronize the two servers. The DFS feature Was added to
each collocated server in the previous steps. Next, configure both the Namespace and Replication
Group.

Unlike most previous steps, you only need to complete this on one of the two servers. Once setup,
either server can manage DFS by use of the management snap-in.

Tip: Itis generally easier to troubleshoot if you use the side-A server for all setup tasks.

1. Create the NamespaceFrom the Server Manager, select Tools then DFS Management.In
the DFS Management snap-in, select the Namespaces node, then in the Actions pane at
the right, choose New Namespace.Type the name of the side-A, collocated ECE server in
the Server name box in the New Namespace Wizard box, then select Next >.
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Namespace Server

s
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Sl .
Enter the name of the zerver that wil host the namespace. The server you specify
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Namespace Name and Settings  Server
CCHK125ECEAA

Namespace Type

Review Settings and Create
=
r‘:n::-'l\!:!.:-;."u:r.'

Corfirmation

[ ] | o

On the Namespace Name and Settings page, type the Namespace root name in the Name
field of the next screen. In this document, the Namespace name is, ECE_Root.Select the
Edit Settings... button. In the Edit Settings pane, select the Administrators have full

access; other users have read-only permissions option, then select OK. Select Next > to
continue to the next page.



N Edit Settings

Namespace server:

CC2K125ECEAA

Shared folder:

ECE_Root

gs

Local path of shared folder:

CADFSRoots\ECE_Root

Shared folder pemissions:

() All users have read-only permissions

permissions

pemissions

() All users have read and write permissions

(O Use custom permissions: Customize.

OK

Bmwse..,_

® Administrators have full access; other users have read-only

O Administrators have full access; other users have read and write

Cancel

lic

On the Namespace Type page, ensure that the Domain-based namespace option is

selected. Leave the Enable Windows Server 2008 mode option checked, then select Next

> to continue to the next page.
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i Namespace Type
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Namespace Server

Select the type of namespace to create

(@) Domainbaszed namespace

Namespace Name and Settngs :
8 2 - g A domain-based namespace is slored on one or more namespace senvers and in Active Drectory

Domain Services. You can increase the avadabiity of a domain-based namespace by using

Namespace Type muiple servers. When created in Windows Server 2008 made, the namespace suppods
Review: Satlios and Create ncreased scalabiity and access-based enumeration

Namespace

Corfimation E#] Enable Windows Server 2008 mode

Preview of domain-based namespace
bbb thinto it b i

C_.l Stand-alone namespace

A gland-alone namespace is stored on a single namespace server, Tou can increase the
avadabilty of a stand-glone namespace by hosting & on a fadover cduster

[TTEVISNE O MC Sone RereoRRCY
\\CC2K125ECEAR\ECE_Root

<P | [Rt> ] [ Cor

On the Review Settings and Create Namespace page, note the Namespace Name, this is
the UNC path where you access the share. There is also a local path listed similar to,
C:\DFSRoots), the local path of namespace shared folder is NOT the same as the physical
location where the DFS files are located. After the namespace is created, The local path
contains a pointer folder to the shared folder location. The files are physically stored in the
shared folder location.
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Review Settings and Create Namespace

You seecied the folowing settings for the new namespace. F the settings are
espace Serde comedd, chick Create fo create your new namespace, To change a sefting, click

Previous, or select the appropniate page in the onentation pane
Mamespace Mame and Settings

Namespace setings

Namespace Type =
Mamespace
Review Settings and Create Hamespace name: \massivedynamic cxmECE_Root
Mamespace Mamespace type: Domain (Windows Server 2008 mode)
Namespace server UK T25E80EAA
Confemnation Roct shared folder: A shared folder will be created f one doés nol east

of namespace shared folder: CADFSRools"ECE Root
Permissions for namespace shared folder: Admirsstrator full control
everyone read

Check the Confirmation page to ensure that the Task shows Success and that there were
no Errors. Select Close to return to the DFS Management pane.

2. Add the Namespace Serverin the DFS Management snap-in, expand, DFS Management
> Namespaces, then select the Namespace that you created.In the Actions pane at the
right, choose Add Namespace Server....In the Add Namespace Server box, type the name
of the side-B collocated server in the Namespace server: box.Select the Edit Settings
button, then select the Administrators have full access; other users have read-only
permissions option, then select OK to add the side-B server.Select the Namespace
Servers tab and check that both servers are listed.

3. Add Folder and Folder Targets and Configure Replicationin the DFS Management
snap-in, expand, DFS Management > Namespaces, then select the Namespace that you
created.In the Actions pane at the right, choose New Folder...In the New Folder box, type a
name for the share in the Name: box. When you install ECE, this is the folder name in the
DFS Root. In this document, the folder name is, ECE.Select the Add... button under the
Folder targets box.In the Path to folder target: box, type the UNC path to the side-A server
and share created in step 3. In this document, this is \CC2K125ECEAA\ECEFile.



Name:
ECE

Preview of namespace:
\\massivedynamic com\ECE_Root\ECE

Folder targets:

1 Add Folder Target X

Path to folder target: |
\\CC2K125ECEAA\ECEFile| | Browse...

Example: \\Server\Shared Folder\Folder

OK | | Cancel

Select OK to add the first target.Select the Add... button once again and add the side-B
server and share created. In this document, this is \CC2K125ECEAB\ECEFile.Select OK to
add the second target.Back in the New Folder box, and after you add the Folder target to
each ECE server, select OK to complete the New Folder dialog.



New Folder X

Name:
ECE

Preview of namespace:
\\massivedynamic.com\ECE_Root\ECE

Folder targets:

\\CC2K125ECEAA\ECEFile
\\CC2K125ECEAB\ECEFile

Add...

OK Cancel

When prompted to setup Replication, select Yes.In the Replicate Folder Wizard, select
Next > through the first two screens. At the Primary Member page, select either server. If
there are already files in the two directories which have the same name, whichever server is
chosen as primary is considered authoritative. For an initial install, this is not an issue as
there must not be any files or folders in the ECE File share. After you choose the primary
server, select Next >.In the Topology Selection pane, ensure that the Full mesh option is
chosen, then select Next >.In the Replication Group Schedule and Bandwidth pane,
select the Replicate continuously using the specified bandwidth option and leave the

Bandwidth selection as Full. Select Next >.Review the final page, then choose the Create
button.



4 Replicate Folder Wizard

{5 Rewview Settngs and Create Rephcabon Group

g

Fephcation Group and
Replicated Folder Name

Repheation Ehgibiy
Primary Member
Topalogy Selection

Rephcation Group Schedule
and Bandwidth

Review Settings and Create
Replication Group

TYou selected the fobowang settings for the new repbcation group. I the: settings are
comect, dick Create to create the new replication group. To change a setting. click
Preasious. or select the approprste page in the onentation pane.

Replication group settings:

Replication Group Name: ..~

massvedymamic comiece_root'\ece

Demain of Replication Group
massivedynamic com

Rephcation Group Members (2}
CCK125ECEAA
CC2KI125ECEAR

Replicated Folder Name:
ECE

Rephcated Folder Paths:
CC2K125ECEAA: DMECEFie
CC2K125ECEAR: DNECERe

Primary Folder Target:
CC2K125ECEAA

Topalagy type:
Fidl mesh W

| <Provoss [ Cese ]|

Cancel

On the Confirmation page, ensure that all Tasks show Success and that there are no

Errors shown.
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Replication Group and
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files to be replicated. For mare information, see the staging folder
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Select Close to return to the DFS Management pane. You may see an information box with
the title, Replication Delay. Select OK to close this as this simply warns you that replication
is not available until all servers in the group have the configuration. For the the initial setup in
most environments, this should be very fast. In larger Active Directory domains, there may be
a delay before this is complete.

. Configure Staging folder QuotaThis topic to be updated at a later time.

. Test the DFS Namespace and Replication GroupOpen the Windows File Explorer on the
side-A collocated server.Navigate to the Shared Directory. In this document, this is
E:\ECEFile.Open Notepad and create a new text file with the content, 'Side A Creation'.
Save this as E:\ECEFile\ReplTest.txt, then close Notepad.Switch to the side-B collocated
server and open Windows File Explorer.Navigate to the Shared Directory and confirm that
you see the ReplTest.txt file. If you do not see this immediately, wait a minute or two for
Replication to synchronize.Open the file on side B and add a new line with the content, 'Side
B Update', then Save the file.Switch back to the side-A server and open the file once more to
confirm that you now see both lines.While still on the side-A collocated server, type the full
UNC path to the DFS share into the location bar in Windows File Explorer. Example:
\\massivedynamic.com\ECE_Root\ECE.Verify that you see the ReplTest.txt folder.Create a
new folder named, DFSTest. Move the ReplTest.txt file into this folder.In Windows File
Explorer navigate to the local Shared Directory and validate that you see the DFSTest
directory and that the ReplTest.txt file has been moved correctly.Finally, switch back to the
side-B server and validate that the new directory is present and the file has been moved.



Step 5. Configure Windows Server Failover Cluster

These steps need to be done from only one server.

Warning: It is imperitive that you complete the steps in Prepare Active Directory before
you start this section. Failure to do so may result in a cluster which is either not setup or is

only partially setup.

1. Initial Cluster SetupFrom Server Manager, select Tools then Failover Cluster
Manager.In the Failover Cluster Manager snap-in, choose Create Cluster... in the
Actions pane on the right.Select Next > on the Before You Begin page, then in the
Select Servers page, add both of the collocated servers. Ensure that the validation check
succeeds and that you see both servers listed by fully qualified name in the Selected
servers: box, then select Next > to continue to the next page.

5 Create Cluster Wizard by
3%? Select Servers
Before You Begin Add the names of all the servers that you want Lo have in the custer. You must add al least one server
E Select Servers ___|
Erter server name | Browse
Celected servers CC2K1 25ECEAA massivedynamic com

CC2K125ECEAR massivedynamic com

On the Validation Warning page, leave the option selected as Yes. When | click Next,
run configuration validation tests, and then return to the process of creating the

cluster, then select Next >.



ﬁ Create Cluster Wizard

ﬁ Validation Warning

1l

Before You Begin y For the servers you selected for this cluster, the reports from duster configuration validation lests
Colict & A appearto be missing orincomplete. Microsoft supports a custer solution only i the complete
’1 configuration (servers, network and storage) can pass all the tests in the Validate a Configuration
wizard.
Access Port for Do you want to nun corfiguration validation tests before continuing?
Admirgstenng the
Chster
Confirmation
7 Creating New Cluster ) .
4 @‘r‘u.Vﬂml&dc“m,mmﬁgmmvﬂdﬂm!eﬂs,mdmwm&mmn&mmg
Summary the cluster

® No. | do not require support from Microsoft for this cluster, and therefore do not want to run the
validation tests. When | cick Next, continue creating the duster.

More about cluster validation tests

On the Validate a Configuration Wizard, select Next >.

& validate a Configuration Wizard

ﬁ Before You Begin

Before You Begin This wizard runs validation tests to determine whether this configuration of servers and attached storage is
Testing Options set up comectly to support failover. A cluster solution is supported by Microsoft only i the complete

. 9 configuration (servers, network, and storage) passes all tests in this wizard. In addition . all hardware
Corfirmation components in the cusler solution must be "Certiied for Windows Server 2016”.
Vakdating You must be a local administrator on each of the servers that you want to validate.
Summary To continue, cick Next.

Mare about cluster validation tests
[[] Do not show this page again

[ Net> ]| Concel

LI

Select Next > through the Wizard and allow the tests to proceed. You can see the
example validation in the image.
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: . amourd of time
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: 100" V » Operating
Ry 100" 1 ;
100°
o 100 -
100% Valhdate Same Processor Architecture
100% Validate Service Pack Levels
0% Vahdate Software Update Levels

£ >

A Test iz cumently nunning L

Cancel

After all tests complete, select View Report... to show the report in a browser. You should
not have any failures. The Network category may show the status of Warning with the
message that the nodes are only accessible by one network interface. You can safely
ignore these. If you see any warnings about software update levels, ensure that you apply
the same patches to both servers. You can see an example summary screen with the
Network warning and a System Configuration warning in the image. The System
Configuration warning in this example is because one server did not have a Windows
Defender Update which the other did. Select Finish after you review the report.



-'@ Validate a Configuration Wizard =,

3;? Summary

Testing has completed for the tests you selected. You should review the wamings inthe Report. A
I . cluster solution is supported by Microsoft only & you run all cluster valdation tests, and all tests
= succeed {with or without wamings) i

Results by Category A
Irventory Success

Metwork Waming

Storage Mot Applcable

System Configuration Waming

- Result Summary 4
Testing has completed for the tests you selected. You should review the
wamings in the Report. A duster solution is supported by Microsoft only

# you run all chuster vabdation tests, and all tests succeed (with or without

WETHNGS)
Warnings
| o e AR T AD ki il s te e e Enne Wi ]
4 To wiew the report created by the wazard, cick View Repost View Repod . L

To close this wizard, click Finish

Select Next > to reach the Access Point for Administering the Cluster pane. Use this
information to complete this page, then select Next > once complete. Cluster Name —
This must be the CNO configured for the Failover Cluster. This must NOT be the name
that you defined for use by ECE to access the database.Address field of Networks box —
This is the IP address that your cluster uses. If your collocated servers are in two different
subnets, you need an IP address in each subnet. When the cluster switches the owner
node, then the WSFC updates DDNS to reflect the correct IP. This ensures that the name
is always accessible.

Note: You are only be able to change the host portion of the Address

field.
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ﬁ Access Point for Administering the Cluster

Before ou Begin Type the name you want to use when administering the custer

:;S&u-::lﬁmm

Access Poirt for
Administering the

The NetBIOS name is kmited to 15 dharacters. One or more [Pv4 addresses could not be configured
automatically. For each network to be used, make sure the network is selected, and then type an

Cluster
Corfirmation address.

Creating New Ouster
| bt Networks Address

Summary |
oy 14.10.162 0./24 14.10.162.170
1410172024

E ‘
g

[<Pevows ]| Net> | [ Concel

On the Confirmation page. Ensure that Add all eligible storage to the cluster is
checked, then select Next >.

Note: The cluster is created immediately after you select Next >.Review the output to
ensure there are no errors, select Finish on the Summary screen.

Note: You may see a message that there was no appropriate disk found as the witness
disk. This is corrected in the next steps.

E4 Create Cluster Wizard b4

Summary

1 Before You Begin & You have successfully completed the Create Ouster Wizard.
| Select Servers =
Access Poet for
Administenng the Mode Majorty -~
Sy IP Address
Confimmation 14.10.162.170
Creating New Cluster 1410172170
Warnings

J * No approprate disk could be found for the wiiness disk

* An appropriate digk was not found for configuring a disk witness. The

cluster is not configured with a witness. As a best practice. configure a

witness to help achieve the highest avadlabdty of the cluster. i this

custer does not have shared slorage, corfigure a File Share Witness or

& Cloud Witness i

To view the report created by the wizard, click View Repot. iew Repot..
1 To close this wizard, click Finish




2. Configure Cluster QuorumSince ECE does not have an extra physical drive that is
shared between the two nodes, Windows Server Failover Cluster requires a shared UNC
path drive to act as the quorum drive. The quorum does not require much space, 500
megabytes is ideal. It must be a drive though that is available to both collocated servers,
has some level of redundancy/high-availability, but is not part of the local DFS share. For
a lab system, there are several ways to implement this. For a production system though,
the placement of this drive is quite important. It is outside the scope of this document to
cover how to setup the shared quorum drive.

Once you allocate the share in your environment, setup the Quorum drive location . In the
Failover Cluster Manager, select the new cluster that you created, then select More
Actions > Configure Cluster Quorum Settings... in the Actions pane on the right.In the
Configure Cluster Quorum Wizard box, select Next > past the first page.On the Select
Quorum Configuration page, choose the Select the quorum witness option, then
select Next >.0n the Select Quorum Witness page, choose Configure a file share
witness option, then select Next >.0On the Configure File Share Witness page, in the
File Share Path: box, type the UNC path to the file share or choose Browse to select a
network location. Select Next > when this is done.Review the next page, then select Next
>. Finally, review the Summary page, and select Finish.

3. Review ClusterAt this point, the cluster should be fully setup and confirmed to work
properly. Review the Failover Cluster Manager for any errors. In the Cluster Events node,
you can find Windows Events which are directly related to the WSFC cluster. There are
two which you can safely ignore in a dual-subnet WSFC. These are Event ID 1069 and
1045. Because the IP address that matches the subnet of the non-primary server is not be
accessible until the cluster switches sides, it is expected that these show up. If you see
other errors, investigate and resolve each.

Another helpful tool is the Validate Cluster tool. This is what was run in step 5.1.5. If you
run it after you set up the cluster, you can check for any errors or warning.

Note: The management and support of the WSFC is outside the scope of this document.
Please contact a Microsoft professional for support if needed.Warning: It is extremely
important that the WSFC cluster is setup and works without error before you proceed to
setup the SQL AG or install ECE. It is much more difficult to troubleshoot and fix the
WSFC cluster after the SQL AG or ECE has been installed.

Step 6. Configure SQL Server

The last step to prepare for the installation is to create the SQL Server Availability group.
Remember, you must run SQL Server 2016 Enterprise Edition to support ECE. These steps do all
work with SQL Standard Edition. You are even be able to install ECE and associate one database
with the Availability Group. When you attempt to associate more than one database though, SQL
Server returns an error. If you receive this, you must first do an in-place upgrade of SQL Server
from Standard to Enterprise, then you can add the databases to the Availability Group.

Before you begin, document this information and have it available.

ltem Example Value
CNO for SQL Server ccok125ECEDB



Listener

IP Address in Subnet
on side A

IP Apldress in Subnet 14.10.172.171
on side B

SQL Listener Port 1433

14.10.162.171

Note: Values used in this document are shown in the Example column.

1. Enable SQL Server Availability GroupsDo the next steps on both SQL Servers. From the
Start Menu, open the folder, Microsoft SQL Server 2016, then select SQL Server 2016
Configuration Manager.In the Sql Server Configuration Manager, choose SQL Server
Services, then right-click SQL Server (MSSQLSERVER) and choose Properties. Note, if
you used an instance name other than the default when you installed SQL Server, the
service hame contains your instance name in the parentheses.In the SQL Server
(MSSQLSERVER) Properties page, choose the AlwaysOn High Availability tab.Validate
that you see the Windows failover cluster name that was created. If you do not, go back and
troubleshoot your WSFC setup. If you do, check the Enable AlwaysOn Availability Groups
box.



SQOL Server (MSSQLSERVER) Properties ? X

Log On Service FILESTREAM
AlwaysOn High Availability Startup Parameters Advanced

Windows failover duster name:

CC2K125eCEFOC

[V Enable AlwaysOn Availability Groups

Allow this instance of SQL Server to use availability groups for high
availability and disaster recovery.

OK Cancel Apply Help

Select OK to apply this change. You may see a message that the changes do not take effect
until the service is stopped and restarted, select OK.Right-click and restart the SQL Server
(MSSQLSERVER) service.

. Create a Temporary DatabaseBefore you start the setup of the Availability Group, you need
to create a temporary database to be used in the Wizard. This is not the same as the SQL
Server's TempDB, it is a user database but can be removed after ECE is setup. The
database simply needs to exist and can be quite small with no data in it. Two different ways
are shown to create this database.

Open SQL Server Management Studio and connect to one of the two collocated servers.
Tip: It is generally easier to troubleshoot if you use the side-A server for all SQL AG setup
tasks. This also helps to ensure that the side-A server is the Primary Replica when the setup



is complete.Use one of these the database Via GUI Right-click Databases and choose New
Database.Give the database a unique name, accept the default Initial Size (MB) values that
SQL Server uses.Select the Options node and ensure that Recovery model: is set to
Full.Select OK.Via T-SQL

This creates a database named AGTemp with a data and log file of 1MB.

Select New Query.Paste the TSQL that follows. Ensure that you make any required changes

to place the data files where you want.
CREATE DATABASE [ AGTenp]

ON PRI MARY

(NAME = N AGTenp' , FILENAME = N F:\ MSSQL\ DATA\ AGTenp. ndf' , S| ZE = 1024KB, FI LEGROMH =
8KB )

LOG ON

(NAME = N AGTenp_l og' , FILENAME = N F:\ MSSQL\ DATA\ AGTenp_| og. | df' , SIZE = 1024KB ,
FI LEGROMH = 8KB )
o)

ALTER DATABASE [ AGTenp] SET RECOVERY FULL
(€0)

Select Execute to run this.Make a Full Database Backup After You Create the
DatabaseYou can use either the GUI method or the TSQL method to create this backup.
Both methods are shown next, and assume that you already have SQL Server Management
Studio open and that you use the AGTemp database name. Via GUI Right-click the
AGTemp database and choose Tasks > Back Up...Check the Back Up Database -
AGTemp box that comes up and ensure that the Backup type: is set to Full and that the
Destination is Disk. Also ensure that the location shown is correct for your system. Use the
Add / Remove buttons to make any necessary changes.Select OK and ensure that you see
The backup of database 'AGTemp' completed successfully.Via T-SQL Select New
Query.Paste the TSQL that follows. Ensure that you make any changes required for both

database name and backup file location.
BACKUP DATABASE [ AGTenp]

TO DI SK = N F:\ M5SQL\ Backups\ AGTenp. bak’
W TH NAME = N AGTenp-Initial Full Backup',
COVPRESSI ON, STATS = 25

GO

Select Execute to run this. Check the Messages tab to see a line similar to this.

BACKUP DATABASE successfully processed 322 pages in 0.054 seconds (46.567 MB/sec).

. Create the Availability GroupBefore you start, all previous steps must be done. You must

have this information on hand.

SQL Server Availability Group CNO

IP Address(es) for CNO

1. In SQL Server Management Studio, right-click the Always On High Availability node
and choose, New Availability Group Wizard.

2. Select Next > past the Introduction page.

3. Fill our the Specify Availability Group Options page as follows. Type a display name for
the Availability Group into the Availability group name box. While this name does not
need to be the same as the CNO, it is generally best to use this as it simplifies
management. The examples shown in this document use the same name for both. The
only valid Cluster type is Windows Server Failover Cluster. Ensure that Database
Level Health Detection is not selected. Optionally, select Per Database DTC
Support.Select Next > to proceed.
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4. On the Select Databases page, check the box beside of the temporary database created
for this purpose. Ensure that the Status shows Meets Prerequisites. If it does not, fix any

issues reported.
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5. Fill out each tab on the Specify Replicas page as follows. On the Replicas tab. Select
Add Replica... below the Availability Replicas: box. In the Connect to Server box, type
the host name of the other collocated server, then select Connect.Change the
Availability Mode for each Server Instance to Synchronous commit.Change the
Readable Secondary for each Server Instance to
Yes.
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Specify Replicas
Introduction ©) Help
Specify Options
Specify an instance of SQL Server to host a secondary replica.
Select Databases
: - Replicas Endpoints Backup Preferences Listener Read-Only Routing

Specify Replicas

Availability Replicas:
Select Data Synchronization -

Initial Automatic
Validation Server Instance Role Failover (Upto  Awvailability Mode Readable Secondai
3

B CC2K125ECEAA Primary ]| Synchronous commit |~ | Yes
Results CC2K125ECEAB Secondary | Synchronous commit |~ | Yes

< >

Add Replica... Remove Replica

Summary for the replica hosted by CC2K125ECEAB
Replica mode: Synchronous commit

This replica will use synchronous-commit availability mode and will only support manual failover.

e - res
In the secondary role, this availability replica will allow all connections for read access, including connections running
with older clients.

Required synchronized secondaries to commit 0 -

< Previous Next > Cancel

On the Endpoints tab. Ensure that the port numbers are open and that the firewall rules
have been updated to allow these to pass. Make any desired changes to the ports.On the
Backup Preferences tab. Choose the option, Any Replica.On the Listener tab. Choose
the Create an availability group listener option, then fill out these details. Listener DNS
Name: Provide the NetBIOS host name of the SQL Server Availability Group
CNO.Port: Provide the SQL Listener port you have chosen. This is generally 1433, but
can be changed to meet your specific needs. If you change this port, ensure that you open
the firewall on both servers and that you enter the port in the databases section of the
ECE install later in the document.Network Mode: Select Static IPSelect the Add... button
below the Subnet and IP Address box. In the Add IP Address box, choose the
appropriate Subnet: from the drop-down.In the IPv4 Address box, type the full IPv4
address you have allocated for the SQL Server Availability Group.Repeat as required for
each Subnet in your

cluster.
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Select Data Synchronzation
) Do not create an availability group Bstener now

Validation .
: e You can create the listener Later wsing the Add Availability Group Listener dialog.

UMy

® Create an availabiity group listener

Results Specify your stener preferences for this avalability group.

Listener DNG Marme: |CC2K125SECEDE

Pt 1143231
Metwork Mode: Static IP 4
Subnet P Address
14.10.162 (w24 114.10.162.171
[1410072024 AL 1T

Remove

You can skip the Read-Only Routing tab as ECE currently does not use this
feature.Select Next > after you complete the tabs.

6. Fill out the Select Initial Data Synchronization page as follows. Choose the Full
database and log backup option. In the Specify the file share path in Windows
format: box, type, or browse to a file share which both servers can access. You can
create a directory on the E: drive of one of the servers, share this, then use it for the inital

setup.After you complete this page, select Next
>,
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1 Select Initial Data Synchronization
ntroduction ki Help

Specify Options
Lelect your data 11_,'nthnni.raﬁ|rm pra_-lrn,-nn:.
Select Databases

:-_-\_.' Avrlomualic -u-rding
‘:upe--: iy I'-!-e-pi iCas :

SN Server automatic u'll:,.' creates databases for every selected nrrnnd.:r}' rtpl:l:a. Automahic wvm‘l:ng

requires that the data and log file paths are the same on every S0L Server instance participating in the
.]'.l.}ll,_uh.ll:y group,

Select Data Synchronization

Validation

) Full database and bogy backug
Sumimary Starts data synchronzation by performing full database and log backups for each selected database.
Recults These databaczes are restored to each secondary and joined to the availability group. Make sure the file
i share is accessible to all replicas and 5 mounted to the same directony on all Linue replicas.

Specify the file shase path in Windows format:
.'-"-CCEK'ESECFJ"J‘-}.DES‘,‘H{

Specify the file share location in Linwe format:

(3 Join only
Starts data synchionization where you have already rectored database and log backups to each
secondary server, The selected databases are joined to the availability group on each secondary.

() Skip initial data synchronization
Choose this option if you want to perform your own database and log backups of each primary
database.

< Previous Bt = Cancel

7. On the Validation page, review checks. Ensure that all return as Success. If there are any
that fail, review the reason and take corrective action. If any changes are required, use the
< Previous and Next > buttons to step through the screens and make any required
changes. Select the Re-run Validation after you correct any issues to validate. When all
validation checks succeed, select Next >.
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Introduction % Help
Specify Ophions
Results of avalabulity group valsdalion
Select Databazes
Mame Roesult
Repl

SP“I'? i a Chﬂ lclng fnl: irH d!slc space on the !.E'n.ﬂer |n$t-.|nre !bal hosts E.EI:'DI‘IEFIF) rEpIII;d CC2KT 25 m
Select Data Synchronization @ Cbccl:lrlg i the selected databases alrtad,r st on the server instance that hosts second... | usccess

_ ﬂ Checking for the exstence of the database I'sle-s. on the Sener m;'t,am:e that hosts seconda.. Succqsq

\ﬂ f_h:q l:lng lI’|:|r cumpdtlhlhty -n'F t!u da'l,uh.r.e'l'llg |I:|I'.d|l|:||'|1. on 1]'|E ".en-:: msl.unre that hn-.f Su:tm

Sumimary @ Chl:clnng whethes the :ndpmnt i :nl:t:,lptcd using a cnmpn‘tﬂbf-c algurﬂhm | Sucgess
Results ﬂ Checking shared network lecation | jy_g_{s;s_
a Che{lclng r:pll: 4 d‘-'ﬂllﬂhl!l‘t}' mode Success
@_ Checking the listener configuration | Bucgess

| Re-run Validation [

e Co

8. Review the Summary page for accuracy, then select Finish. to create the Availability
Group.
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:. Summary
Introduction ﬁ' Help
Specity Dplions
Verify the choices made in this wizard.
Select Databases :
Click Finish to perform the following actions
specity Rephcas "
- Availability group: CCZK125ECEDE -
Select Data Synchronization Premary replica: CCIK125ECEAM
Validaticn Cluster type: Windows Server Failover Cluster
Availability group lstener CCIK125ECEDE
Automated backup preference: None
Resiits Databate health trigger: False
Per database DTC support enabled: False
- Databases
AGTermp (9.0 ME)
Initsal data synchionization: Full database and log backup
Backup location in Windows fermat: \WCCZK125ECEASNDESync
- Replicas |
- Senver instance name CCAK125ECEAR i
Role: Primany |
Lwailability mode Synchronous commit
Faslover mode: Manual
Headable *\.er_nnd,w}: Mo
Read-anly routing URL:
Read-only routing list:
Automated backup prionty: 50
= : nv:!'pu:'nt: Had r_-r_n{!r_lu':nt
URL: TCPACC2K125ECEAA mastivedynamic com: 5022
Encrypled: Yes
Service account: MASSIVEVSOL ServerSve ks
Saipt  |*

9. Select the More details drop-down button to watch each task. If you encounter an error,
manually correct the issue or clean up the Availability Group completely from both servers
(and Active Directory if necessary), then repeat the configuration.
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Results
ki Help

\@ The wizard completed successfully

Specify Replicas Summans

Select Data Synchronization Mame Regult
& Configuring endpoints, FRCTESS
| Starting the ‘AblwaysOn_health’ extended events session on 'CC2K125ECEAN

Summary _-‘J Configuning endpoints

J Starting the "AhadysOn_he ﬂ'._:'.'-:--.l-.-1|-'|-:|:.--:i.:-'.--.-n:-. setiaon on OO 23ECEAR .

o Creating availability group "CCZK125ECEDE’ HUCCeLY
j Want nig for availabdity growp "CCIKI125ECEDS to
& Creating Availability Group Listener "'CC2K1 B,
.fj Joning sec es to availability group 'CC2E125ECEDB
j Va .:‘I.-In":]'..l".'!n.'.-'. Server Fallover Cluster guomum vote conf guration LY T s
& Creating a full backup for "AGTemp’. Succes
o Restosing "AGTemp” on "CCZK125ECEAR Success

"j Backing up log for 'AGTemp
_\g Restoning ‘AGTemp’ log on ‘'CC2K1Z5ECEAR",

Close

4. Verify Availability Group SetupOnce the wizard has run successfully, do this to validate
that the Availability Group is setup and works properly. Note, it can take several minutes for
the Availability Group setup to be complete. After you see the Success screen, the servers
still must copy over the database backup, then restore it on the secondary, then setup the
High Availability and Disaster Recovery (HADR) connection. Unless the two ECE collocated
servers are on the same physical LAN, you may need to wait 5-10 minutes before you do
these checks.

Verify that the Availability Group exists on the primary replica.

Note, the primary replica is generally be whichever side you ran the wizard from initially. The
side which is primary is not important at this time, but you do need to know this for the post-
install configuration steps.

While still in SQL Server Management Studio on the side you ran the Wizard from, right-
click the server name in the Object Explorer pane on the left and choose Refresh.Expand
Databases and check that the temporary database you created now shows
(Synchronized). Expand Always On High Availability > Availability Groups then finally
expand the Availability Group name you created and validate each of these. Ensure that you
see (Primary) beside the AG Name.Expand each node under the AG name and validate
each of these. In Availablity Replicas, check that both servers listed. One is marked as
(Primary) the other is marked as (Secondary).In Availability Databases, check that the
temporary database used to run the wizard is shown. It should have a green indication next



to the cylinder icon.In Availability Group Listeners, check that the listener name created in
the wizard exists. Right-click the listener and choose Properties. Check that the port and IP
addresses are all as configured.Verify that the Availability Group exists on the secondary
replica. Open SQL Server Management Studio on the second collocated server and
connect to the server by name.Expand Databases, and check these items. Ensure that you
see the database you created on side A to run the wizard. The wizard should have
automatically created this database on side B.Beside the database name, you should see
(Synchronized). If you do not, see the steps in the Availability Group checks section.Expand
down to Always On High Availability > Availability Groups then finally expand the
Availability Group name you created and validate these items. Ensure that you see
(Secondary) beside the AG Name.Expand each node under the AG name and validate
these items. In Availability Replicas, check that both servers are listed. When you view this
from the secondary node, the primary node is listed, but have no indication beside of it. The
node you are on shows (Secondary).In Availability Databases, check that the temporary
database used to run the wizard is shown. It should have a green indication next to the
cylinder icon. If it does not, do these steps. Right-click the database and choose Join
Database.Select OK in the Join Database to Availability Group box and check that there
are no errors.Refresh the Databases node and validate that the database now shows
(Synchronized).In Availability Group Listeners, check that the listener name created in
the wizard exists. Right-click the listener name and choose Properties. Check that the port
and IP addresses are all as configured.Verify that the Availability Group is accessible via the
Listener Either open a new SQL Server Management Studio or in an already open SQL
Server Management Studio select Connect > Database Engine... from the Object Explorer
on the left.In the Connect to Server box, type the name of the listener that you created, then
choose Connect. You should now see the same nodes as are present on the primary
replica.Expand Databases and verify that you see the temporary database and that it shows
(Synchronized).Expand the other nodes as desired.Verify via the Availablity Group
Dashboard

SQL Server has built in a dashboard which can be used to monitor the Availability Group
health, events, and perform certain functions like Failover. This is an extremely useful tool to
understand.

Via SQL Server Management Studio, connect to either the Listener name or the primary
replica. In a production system where you do not know which node is primary, connect with
the Listener name.Right-click Always On High Availability and choose, Show Dashboard.
Alternatively, expand Always On High Availablity > Availability Groups and right-click the
Avalilability Group name and choose Show Dashboard. If you chose Show Dashboard from
the Always On High Availability node or from the Availability Groups node, you see a
dashboard that shows the Availability Group name, the current primary replica, failover
mode, and whether there are any current issues. While ECE does not require the use
multiple Availability Groups on the same set of servers, a system with more than one
Availability Group shows all Groups on this page and the current, high-level details.

From here, select the hyperlink name of the Availability Group.
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If you chose Show Dashboard from the Availability Group name, or if you selected on the
hyperlink from the summary dashboard, you now see a dashboard with far more details. The
key items to look for here are as follows. If you see errors, select the links Availability
group state: This should be Healthy.Availability replica: This should list both servers in
the AG and indicate the role of each.In the bottom portion of the dashboard, you see both
servers listed with all databases that are a member of the AG. Both servers should list the
same number of databases, Synchronization State should show Synchronized, and
Failover Readiness should show No Data
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. Update Dynamic DNS (DDNS) ConfigurationAs a best practice, the DDNS configuration
must be updated. By default, DDNS records are refreshed every 20 minutes. Microsoft
recommends that this value be changed to 300 seconds. This must be done on both
collocated servers. Note: The commands in this section must be entered in sequence, while
in the same PowerShell window. If the window is closed accidentially, you must start with the
first command again to ensure that the subsequent commands do not fail. There is no issue
if the same command is exeuted twice, but you must not skip any steps.Open PowerShell
window via Run as Administrator.Type, or copy and paste the command to import the

FailoverClusters module.
I nport - Mbdul e Fail overd usters

Identify the resource name. Type, or copy and paste the commands into the PowerShell



window. Change the input value of SnameAGCluster parameter to match the Availability

Group Name you chose.

$nanmeAGO ust er = " CC2K125ECEDB"

Get-Cluster | Get-ClusterResource | ?{$_. ResourceType -like "Network Nane" -and
$_. Omer G oup -eq $naneACCl uster}

In the output, identify the value of Name.

PS C \ W ndows\ systenB2> Get-Cl uster | Get-C usterResource | ?{$_. ResourceType -like
"Network Nanme" -and $_. Owner Group -eq " CC2K125ECEDB"}

Name State Omer G oup ResourceType

CC2K125ECEDB_CC2K125ECEDB Onl i ne CC2K125ECEDB Net wor k Nane
Update mandatory settings Type, or copy and paste the commands into the PowerShell
window. Change the input value of $SnameResource to match your environment.

$nanmeResour ce = " CC2K125ECEDB_CC2K125ECEDB"
Get - C ust er Resour ce $naneResource | Set-C usterParaneter Host RecordTTL 300

Ensure that the properties were stored. The warning message is expected.

PS C:\ W ndows\ syst enB2> Cet - Cl ust er Resour ce $naneResource | Set-C usterParaneter
Host Recor dTTL 300

WARNI NG The properties were stored, but not all changes will take effect until
CC2K125ECEDB_CC2K125ECEDB is taken offline and then online again.

Repeat on the commands second collocated server.Restart the AG
This must be done from only one server.
Type, or copy and paste the script into the PowerShell window.

St op- O ust er Resour ce $nameAGCI ust er
Start-C usterResource $nanmeAGC ust er
Start-C usterGoup $naneACC ust er

Ensure that all three commands are successful.

PS C.\ W ndows\ syst en82> St op- C ust er Resour ce $nanmeAGCl ust er

Name State Omer G oup ResourceType

CC2K125ECEDB O fl i ne CC2K125ECEDB SQ. Server Availability G oup

PS C \ Wndows\ systenB82> Start-C usterResource $naneACO ust er

Name State Omer G oup ResourceType

CC2K125ECEDB Onl i ne CC2K125ECEDB SQL Server Availability G oup

PS C.\ Wndows\ systenB82> Start-C usterGoup $naneACC ust er

Nane Owner Node State

CC2K125ECEDB CC2K125ECEAA Onli ne

Type, or copy and paste the commands into the PowerShell window
Get - Ol ust er Resour ce $nanmeACGC ust er
Get - Cl ust er G oup $naneAGC ust er

Ensure that both show the State as Online.
PS C.\ W ndows\ syst enB2> Get - O ust er Resour ce $naneAGC ust er

Nanme State Omner G oup ResourceType

CC2K125ECEDB Onl i ne CC2K125ECEDB SQL Server Availability G oup



PS C.\ W ndows\ syst enB82> Get - O ust er G oup $naneAGO ust er

Nanme Owner Node State

CC2K125ECEDB CC2K125ECEAA Onl i ne

Configuration Checkpoint

Now that all of the prerequisites have been done, you are ready to install ECE. Before you
continue, check that all of each item in the list has been completed.

- Both web servers have been deployed, Windows 2016 installed, and all desired Microsoft
updates completed.

- Both collocated servers have been deployed, Windows 2016 and SQL Server 2016 Enterprise
Edition installed, and all desired Microsoft updates completed.

- Distributed File System must be installed and the required directories for the ECE File server
component created, a Domain Namespace and Replication group configured, and all
permissions verified.

- Windows Server Failover Cluster must be installed and functional. You must a UNC share as
the Quorum drive.

- SQL Server Availability Group must be enabled, a new Availability Group created, with a test
DB added. While not in the scope of this document, failover for the Availability Group must be
fully tested and either collocated server must be able to become the primary replica.

Before you continue, carefully read the ECE Installation Guide for the version of ECE and which
corresponds to the deployment of Contact Center you have in your environment (UCCE or PCCE).
Many of the install steps of ECE are the same for both UCCE and PCCE integrated systems,
however, it is important that you follow the correct document as the configuration steps on the
Contact Center side are quite different. PCCE is largely automated, but has different certificate
requirements due to the use of SPOG (single pane of glass). UCCE has more prerequisite steps
on the Contact Center side and is administered through the traditional methods. (Internet Explorer
to the ECE server at, https://ece.example.com/default, etc.)

This document does not cover the install steps that are common to both standalone and HA
installs such as the creation of the ECE Service account, the configuration of the Windows firewall
rules, anti-virus/anti-malware scanner exclusion configuration, etc. nor does it give a step-by-step
walk through of the install steps. Instead, the remainder of this document assumes that you are
familiar with how to install ECE, have completed all of the pre-installation steps covered in

the Enterprise Chat and Email Installation and Configuration Guide, and now have the ECE Fresh
Install iso file mounted on all 4 servers and are ready to begin the install.

Install ECE

The installation of ECE requires you to run setup five times. You run setup twice on the side-A
collocated server, then one time each on the other three servers. The same name convention for
the servers that is used in the product documentation is used for this document. For reference,
here are the names and roles of each server along with the names that are used, (where names
are shown) in the remainder of the document.

VM Identifier VM Role ECE Roles VM Example VM Exam|


https://ece.example.com/default

Name
Side-A File Server (DFS Node 1), Database

VM-1A collocated (Availability Group Replica), Messaging, XCZKlZSECEA 14.10.162
server Services, Application

VM-2A Side-Aweb \yoh server CC2KIZ25ECE 1410162
server WA
Side-B File Server (DFS Node 2), Database

VM-1B collocated (Availability Group Replica), Messaging, CB:C2K125ECEA 14.10.172
server Services, Application

VM-2B SideBweb  \yep server COZKI23ECE 14 10172
server WB

Note: Before you begin the installation, validate and note which database server is the
primary replica. You need to know this in order to complete the post-installation steps.

Note: ECE HA does not support SQL Server Authentication. You must use Integrated
Authentication. Please ensure that you have completed the section of the pre-installation
steps to properly configure SQL Server to allow Integrated Authentication to succeed.

Step 1. Install ECE on VM-1A

1. Run setup.exe the first time.

This is the only server where you need to run setup twice. The first time, the File Server and
Database Server components are installed.

At the Installation Options page, select ONLY File Server and Database Server, then
select Next >.When prompted to enter the File Server Directory/NAS Path, enter the UNC
path of the DFS share you created in the format
\\massivedynamic.com\ECE_Root\ECE.Fill out the next screens as required for your
installation.When prompted for SQL Server Database Authentication, select Integrated
Authentication.Be very careful to enter the correct information when you configure the
databases. When you enter the Server name for any of the databases, you must use the
fully-qualified name of the Listener. Example: CC2K125ECEDB.MassiveDynamic.com.The
Server Instance Name can generally be left blank unless you have configured a named
instance of SQL Server.The Database Listen Port is the port configured for the Listener.The
Datafile Path is the location on the 300GB drive which you created for the databases.
Example: F:\MSSQL\DATAThe Reports Database SSIS Parameters page must be
completed as follows. SSIS Datafile Path— Location on the 50GB drive you have configured
for SSIS. This is the directory configured in the pre-install steps. Example:
E:\ssis_dataDomain User Name — Username for the SQL Server Service account in the
format of, DOMAIN\user. Example: MASSIVE\SQL ServerSvcDomain Password — Active
Directory password for the selected user.The Reports Database SSIS Catelog Parameters
page is the encryption password for the SSIS catalog. This information is required to
complete the Post-Installation steps.The Domain User Account Parameters page is where
you populate the username and password for the service account created to run ECE.After
you provide this information, ECE install begins. As this install configures the File and
Database components, this takes the longest amount of time. Please wait until it is complete,
then continue.

2. Run setup.exe the second time.



The second time that you run setup.exe, the Messaging, Services, and Application
components are installed on the side-A collocated server. At the Installation Options page,
select ONLY, Messaging Server, Application Server, Services Server, then select Next

> When prompted to enter the File Server Directory/NAS Path, enter the UNC path of the
DFS share you created in the format \\massivedynamic.com\ECE_Root\ECE.When
prompted to enter the Enterprise Chat & Email Home Directory, enter the location on the
50GB drive you wish to use for ECE at run time. This directory must NOT be the same as the
directory that is shared in the DFS. Example: E:\ECEFill out the other pages as
required.After you reach the summary screen and select Finish, ECE install begins.

Step 2. Install ECE on VM-1B

In contrast to the collocated server on side A, you only need to run setup a single time on side B.

1.

At the Installation Options page, select ONLY, Messaging Server, Application Server,
Services Server, then select Next >.

. When prompted to enter the File Server Directory/NAS Path, enter the UNC path of the

DFS share you created in the format \massivedynamic.com\ECE_Root\ECE.

. When prompted to enter the Enterprise Chat & Email Home Directory, enter the location

on the 50GB drive you wish to use for ECE at run time. This directory must NOT be the same
as the directory that is shared in the DFS. Example: E:\ECE

. Fill out the other pages as required.

Note: Ensure that all configuration items such as Context Root, Partition Name, etc. match
the side-A collocated server.

. After you reach the summary screen and select Finish, ECE install begins.

Step 3. Install ECE on VM-2A and VM-2B

The process to install ECE on VM-2A and VM-2B is quite straightforward. You need to run setup a
single time.

1.
2.

At the Installation Options page, select ONLY, Web Server, then select Next >.
When prompted to enter the Enterprise Chat & Email Home Directory, enter the path on
the 80GB drive you wish to use for ECE at run time. Example: C:\ECE

. At the Application Server Parameters, provide this information Enter the Application

Server Name as the fully-qualified name of the collocated server on the same side as the
web server.

Example:

CC2K125ECEWA Web Server must point to the CC2K125ECEAA Application Server
CC2K125ECEWB Web Server must point to the CC2K125ECEAB Application ServerEnter
the Jetty HTTP Port that you configured when you installed the collocated servers.

. At the 1IS Web Site Parameters page, select the 1IS Web Site Name you wish to use for

ECE. Generally this is Default Web Site.

. Ensure that the Context Root and Partition Name match what is configured when you

installed the collocated servers.

. If you install the Web servers off of the domain, you must create a local username and

password on each server to use when prompted for Domain Username and Domain User
Password.



7. After you reach the summary screen and select Finish, ECE install begins.

Once you have completed these steps, ECE is installed. Before you start the services though,
there are several post-installation tasks which must be completed.

Complete Post-Installation Tasks

To complete the installation of ECE, you need to do these steps. There is one step referenced in
the documentation which must be completed in a different order based on the version of ECE you
have installed.

Step 1. Assign Permissions to ECE Directories

. On both collocated servers, open the Windows File Explorer.

. Navigate to the drive that contains the ECE Home directory. Example: E:\

. Right-Click the ECE Home directory and choose Properties.

. Select the Permissions tab, then select the Edit button.

. In the permissions window that comes up, select the Add... button.

. Enter the name of the service account you created to run ECE into the Enter the object
names to select box. Example: MASSIVE\ECESvc

. Select OK to return to the permissions window.

. Ensure that the account you just added is selected in the list, then select the Allow check-
box beside Full control.

9. Select OK then OK again.
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Step 2. Start then Stop ECE Service on Collocated Servers

Before you run the ReportsDB utility, the ECE service must be started, then stopped on each
collocated server. When the service starts the first time, ECE copies files from the DFS share to
the ECE Home directory on the server. These files are required for the ReportsDB utility to run
later in this process.

1. Log in to both collocated servers.

2. Open the Windows Services Control Panel and navigate to the Cisco Service and start
the service.

3. Repeat this on the second collocated server.

4. Open Task Manager, select the Details tab and sort the processes by User name. Monitor
until you see the processes start. There are 20-30 processes on one of the collocated
servers and 9-10 processes on the second one. The total time to start all processes the first
time may be close to 15 minutes.

5. Once you see that new processes have started in Task Manager, return to the Services
Control Panel and stop the Cisco Service.

6. Monitor Task Manager again until all processes stop. The shutdown of ECE generally take
3-5 minutes. Subsequent service startup is faster as the files are already copied down.

Step 3. Prepare Databases to Join the Availability Group

1. Open SQL Server Management Studio and connect to the Primary Node.



2. Change Recover model for each database. To do this via the GUI, do these steps. Expand
Databases and do these steps on each of the three ECE databases. Right-click the
database and choose Properties.Select the Options page in list on the left of the Database
Properties - <Databasename> tab.In the drop-down next to Recovery Model:, select
Full.Select OK.Repeat for each database.To do this via T-SQL, do these steps. Choose
New Query in the tool bar.In the new query window, copy/paste or type these three

commands. Change the database name as required.

ALTER DATABASE eGActiveDB SET RECOVERY FULL W TH NO WAI T
ALTER DATABASE eG\Vast er DB SET RECOVERY FULL W TH NO WAI T
ALTER DATABASE eGReportsDB SET RECOVERY FULL W TH NO WAI T

Select Execute in the toolbar to run the query

3. Make a full backup of all three databases.
You can use either the GUI method or the T-SQL method to create this backup. Both
methods are shown and assume that you already have SQL Server Management Studio
open and that you used the default database names for ECE. Via GUI Right-click the
eGActiveDB database and choose Tasks > Back Up...Check the Back Up Database -
eGActiveDB box that comes up and ensure that the Backup type: is set to Full and that the
Destination is Disk. Also ensure that the location shown is correct for your system. Use the
Add / Remove buttons to make any necessary changes.Select OK and ensure that you see
The backup of database 'eGActiveDB' completed successfully.Repeat for the
eGMasterDB and eGReportsDB databases.Via T-SQL Select New Query in the tool bar.In
the new query window, copy/paste or type these three commands. Ensure that you make

any changes required for both database name and backup file location.
BACKUP DATABASE eG\ast er DB

TO DI SK = N F:\ M5SQL\ Backups\ eGVast er DB. bak'

WTH NAME = N eGvasterDB-Initial Full Backup',

COWPRESSI ON, STATS = 25

e}

BACKUP DATABASE eGActi veDB

TO DI SK = N F:\ M5SQL\ Backups\ eGAct i veDB. bak'
W TH NAME = N eGActiveDB-Initial Full Backup',
COWPRESSI ON, STATS = 25

(co)

BACKUP DATABASE eGReport sDB

TO DI SK = N F:\ M5SQL\ Backups\ eGRepor t sDB. bak'
WTH NAME = N eCGReportsDB-Initial Full Backup',
COWPRESSI ON, STATS = 25

(€O

Select Execute to run this. Check the Messages tab to see a line similar to this for each of
the three databases.
BACKUP DATABASE successfully processed 110986 pages in 8.153 seconds (106.350
MB/sec).

4. Make a transaction log backup of all three databases.
You need to make a Transaction Log backup of all three databases in order to join them to
the Availability Group. Use one of the two methods shown to do this. Via the GUI. Right-click
the eGActiveDB database and choose Tasks > Back Up...In the Back Up Database -
eGActiveDB box verify each item below. The Backup type: is set to Transaction LogThe
Destination is Disk and the location shown is correct for your systemUse the Add /
Remove buttons to make any necessary changes.Select OK.Ensure that you see The
backup of database 'eGActiveDB' completed successfully.Repeat for the eGMasterDB
and eGReportsDB databases.Via T-SQL Select New Query in the tool bar.In the new query



window, copy/paste or type these three commands. Ensure that you make any changes

required for both database names and file location.
BACKUP LOG eGvast er DB
TO DI SK = N F:\ M5SQL\ Backups\ eGvast erDB. trn'

WTH NAME = N eGvasterDB-Initial T Log Backup',
COWPRESSI ON, STATS = 25

e}

BACKUP LOG eGActi veDB

TO DI SK = N F:\ MSSQL\ Backups\ eGActi veDB. trn'
WTH NAME = N eGActiveDB-Initial T Log Backup',

COVPRESSI ON, STATS = 25

€o]

BACKUP LOG eGReportsDB

TO DI SK = N F:\ M5SQL\ Backups\ eGReport sDB. trn'

W TH NAME = N eCReportsDB-Initial T Log Backup',
COWPRESSI ON, STATS = 25

(€O

Select Execute to run this. Check the Messages tab to see a line similar to this for each of
the three databases.

BACKUP DATABASE successfully processed 110986 pages in 8.153 seconds (106.350
MB/sec).

Step 4. Restore Database Backup on Side-B Server

Before the databases can be added to the Availability Group, you first need to restore the backup
on side B.

1.

w

Copy the 3 .bak files and 3 .trn files that you created in steps 3 and 4 to the side-B collocated
server. Ensure that you copy these files to the same location where they were on side A. For
instance, if you followed the examples given, copy the databases to the F\MSSQL\Backups
folder on the side-B server.

. Open SQL Server Management Studio and connect to the side-B server.
. Select New Query in the tool bar.
. In the new query window, copy/paste or type these commands. Ensure that you make any

changes required for your system.

RESTORE DATABASE eG\ast er DB

FROM DI SK = N F:\ M5SQL\ Backups\ eGVast er DB. bak’
W TH NORECOVERY, STATS = 25

o)

RESTORE DATABASE eGActi veDB

FROM DI SK = N F:\ MSSQL\ Backups\ eGAct i veDB. bak’
W TH NORECOVERY, STATS = 25

GO

RESTORE DATABASE eGReport sDB

FROM DI SK = N F:\ M5SQL\ Backups\ eGRepor t sDB. bak'
W TH NORECOVERY, STATS = 25

GO

RESTORE LOG eGvast er DB

FROM DI SK = N F:\ MSSQL\ Backups\ eGvasterDB. trn’
W TH NORECOVERY, STATS = 25

GO



RESTORE LOG eGActi veDB

FROM DI SK = N F:\ M5SQL\ Backups\ eGActi veDB. trn'
W TH NORECOVERY, STATS = 25

GO

RESTORE LOG eCReportsDB

FROM DI SK = N F:\ MsSQL\ Backups\ eGReportsDB. trn'
W TH NORECOVERY, STATS = 25

(€0)

Note: Ensure that you use the WITH NORECOVERY option when you restore each
database. This allows SQL Server to join the database to the Availability Group successfully
in the next step.

. Select Execute to run these queries. Review the Messages tab to see that all 6 RESTORE

statements completed successfully.
Note: All three databases are listed with the word Restoring next to their name. This is
expected.

Step 5. Join Databases to the Availability Group

Now that the databases are restored on the side-B collocated server, add them to the AG.

a b~ NP

. Open SQL Server Management Studio and connect to the Primary Node.

. Expand Always On High Availability > Availability Groups.

. Right-click the Availability Group name you created and choose Add Database...

. Select Next > until you see Select Databases.

. All three ECE databases should be shown and the Status should be Meets prerequisites.

Select the box beside each database, then select Next >. Note: The SSISDB must NOT be
added to the Availability Group.

. On the Connect to Existing Secondary Replicas screen, select the Connect... button

beside the side-B server, then select Connect in the Connect to Server box. Select Next >
to continue to the next page.

. On the Select Initial Data Synchronization page, choose the option Join Only. Select Next

> to continue to the next page.

. On the Validation page, ensure that all checks are successful. If you receive any errors,

select the error in the Results column, and take any necessary corrective action. Select
Next > once all show green.

. Review the Summary page, then choose Finish to join the databases to the Availability

Group.

10. On the Progress page, select the More details button to monitor the specific steps. When

you see all steps show a Result of Success, select Close.

Step 6. Validate Availability Group

Once you have done these steps, open the Availability Group Dashboard used after you created
the Availability Group to see that all databases are now added to the Availability Group and show
synchronized with no data loss.

Step 7. Run Reports DB Utility



Due to a defect in the 12.0 base release, the reportsDBULility included on the install media does
not work. If you installed 12.5 or higher, proceed with the next steps. If you installed 12.0,
complete the next major section, Patch ECE, then return and complete the last three tasks in this
section.

1. Copy the directory to the side-A collocated server. On a 12.5 or higher release, open the
DVD drive, then navigate to the Utilities directory and copy the ReportsDB Utility (SQL
Server Always ON) directory to the same drive where you have installed ECE. Example:
E:\ReportsDB Utility (SQL Server Always ON).On as 12.0 release, after you apply the
latest ES in the Patch ECE section, open the location where you unzipped the ES, then
navigate to the Utilities directory and copy the ReportsDB Utility (SQL Server Always ON)
directory to the same drive where you have installed ECE. Example: E:\ReportsDB Utility
(SQL Server Always ON).

2. Update the batch file. In the directory you copied over, edit the reportsdb_utility.bat file in
notepad.Find the line that reads, SET JAVA_HOME=<JAVA_HOME> and replace the
<JAVA_HOME> with the local directory which is shared into DFS.

Example: SET JAVA_HOME=E:\ECEFile\env\jdkSave the file and exit notepad.

3. Update the .properties file
Note: Since this file is used by Java, certain characters need to be escaped. One of these is
the \. Whenever a file location is referenced, the path must be escaped correctly. For
example, E:\ssis_data needs to be escaped as E:\\ssis_data. The DFS share must be fully
escaped. Pay close attention to the example. This holds true throughout the entire file.In the
same directory, edit the reportsdb_utility.properties file in notepad.Edit these lines
ECE_HOME_DIR=C:\\ECE — Update to the properly escaped DFS share. Example:
ECE_HOME_DIR=\\\massivedynamic.com\\ECE_Root\ECEREPORTS_DB_SERVER_NA
ME= — Provide the fully qualified server name of the server which was the secondary replica
server at install time. If you have performed a failover after install, ensure that you failover
the Availability Group back to the original configuration. One way to tell is that the secondary
replica generally does not have the SSISDB on it. Example:
CC2K125ECEAB.massivedynamic.comREPORTS_DB_LST_PORT= - Provide the
Listener port. Typically this is 1433.REPORTS_DB_INSTANCE_NAME= - If you installed
the listener on a named instance, provide that instance name here. Otherwise, this can be
left blank.REPORTS_DB_NAME-= — Provide the name of the reports database. Example:
eGReportsDBACT_DB_SERVER_NAME= — Provide the fully qualified server name of the
server which was the secondary replica server at install time. If you have performed a
failover after install, ensure that you failover the Availability Group back to the original
configuration. One way to tell is that the secondary replica generally does not have the
SSISDB on it. ;Example: CC2K125ECEAB.massivedynamic.comACT_DB_LST PORT= -
Provide the Listener port. Typically this is 1433.ACT_DB_INSTANCE_NAME= - If you
installed the listener on a named instance, provide that instance name here. Otherwise, this
can be left blank.ACT_DB_NAME= — Provide the name of the active database. Example:
eGActiveDBIf present — MAST_DB_NAME= — Provide the name of the master database.
Example: eGMasterDBSSIS _INSTALL_PATH= — Provide the path to the SSIS folder
created on the secondary server. Example: E:\\ssis_dataSSIS_USER_ID= — Provide the
SSIS Username that you gave when you set up ECE. Example:

MASSIVEW\SQL ServerSvcSSIS _USER_PASSWORD= - Provide the Active Directory
password for the SSIS User which was given in the initial
setup.SSIS_CATALOG_PASSWORD= - Provide the SSIS Catalog password chosen when



you installed ECE.If the field is not referenced in this list, then it can be safely left at its
default setting or left blank.Save the file and exit notepad.

4. Run the batch file Open a new command prompt and change to the location where you
copied the ReportsDB Utility (SQL Server Always ON) directory. Example: cd
e:\ReportsDB Utility (SQL Server Always ON)Run the command exactly as shown.
reportsdb_utility.bat createDBObjectsThis can take several minutes to complete. Once
the command prompt returns, open the Windows File Explorer and navigate to the same
directory, then open the logs directory.Open the log file that ends with ReportsDBUtil.log.
Example: eg_log_CC2K125ECEAA_ReportsDBULtil.logScroll to the bottom of the file and
ensure that you see a line which contains this line.
com.egain.platform.module.reportsdbutility. CreateReportsDB <@> main() <@>
Frekkrkkkkekkiekik ReportsDB utility is executed successfully [ Fxxkkxkkxkirkiit: <@>1f you do
not see the success output, review the the ReportsDBUtil.log file and other log files in the
directory to determine the cause.

Step 8. Fix SSIS Server Maintenance Job

When the SQL Server Integration Services is enabled, Microsoft creates a job in the SQL Server
Agent jobs named SSIS Server Maintenance Job. Without any intervention, this job fails. Use
these steps to resolve the issue that causes this failure.

1. Log in to both collocated servers.

2. Open SQL Server Management Studio and connect to the SQL Sever by the local server
name.

3. Select New Query from the toolbar.

4. In the new query window, paste these T-SQL commands.
USE [ SSI SDE]
o)

GRANT EXECUTE ON [internal].[cleanup_server_execution_keys] TO
[ ##MS_SSI SSer ver Cl eanupJobUser ##]
€o)

GRANT EXECUTE ON [internal].[cl eanup_server_log] TO [##M5_SSI SServer O eanupJobUser ##]
€o)

GRANT EXECUTE ON [internal].[cl eanup_server_project_version] TO
[ ##MS_SSI SSer ver Cl eanupJobUser ##]
€o)

GRANT EXECUTE ON [internal].[cleanup_server_retention_w ndow] TO
[ ##MS_SSI SSer ver Cl eanupJobUser ##]
€o)

5. Select Execute in the toolbar and monitor the Messages tab for this line.
Commands completed successfully.
6. Repeat this on the other collocated server.

Step 9. Schedule Database Backups

Database backups are important in any production system, but when ECE is installed in an HA
configuration, they become vital to ensure that the product remains stable and that your disks do
not become completely full. When a SQL Sever database is in Full recovery mode, different rules



apply to how the transaction log is managed. In a Simple recovery model database, the
transaction log can be reused as soon as the data in it has been committed to the data file and
there are no open transactions which reference the data. In a Full recovery model database
however, the transaction log can only be reused after one of two things occurs.

1. A Full database backup — Once a full database backup has been completed, then the
transactions in the transaction log are automatically committed into the data file(s) and therefore
the log can be safely reused.

2. A Transaction log backup — This is a special backup which is only valid for Full or Bulk Logged
recovery models. A full database backup is required before the first transaction log backup can
occur, but after this, the transaction log can be backed up and the log space reused.

Because of this, you must carefully design your database backup plan. If backups are not done
frequently enough, the transaction log continues to grow and, after time, fill up the entire disk. One
possible backup plan is shown, but there are many others. This document does not give the
specifics on how to configure the backups. Please consult Microsoft documentation or a qualified
SQL Server expert for detalils.

Here are the definitions of some terms used.

Full Backup

— This backup type results in a single file that contains an the entire backup of a database. This file
contains all information required to restore the database to the point-in-time at which the backup
was made.

— To fully restore this backup, you simply need the backup file which corresponds to the last full
backup.

Differential Backup

— This backup type contains the differences in the database since the last full backup. Since most
databases grow at a fairly consistent rate, each differential backup file is quite a bit smaller than
the Full backup.

— To fully restore restore the database, you need the file that contains the last Full database
backup, plus the file that contains the last differential backup.

Note: SQL Server does not have any native concept of an incremental backup.

Transaction Log Backup

— This backup type contains the changes in the transaction log since the last backup. The last
backup can be any one of the three backup types, Full, Differential, or Transaction Log. If
performed on a regular basis, the size of the transaction log backup can be extremely small,
sometimes only 1-2MB. Since the size is dependent on how busy the database is and when the
last backup occurred, it is almost always better to do more frequent Transaction Log backups
rather than fewer. Transaction log backups do allow you to restore a database to a point in time. If
you know that data corruption happened at, for example 14:53:27.003 server time yesterday
afternoon, you could restore the backup files in the correct order and choose to roll the database
forward to 14:53:27.000. Any data after this time would be lost, but you would have a known good
database.

— To fully restore the database, you need all of these:

— File that contains the last full backup

— File that contains the last differential backup

— ALL of the files that contain Transaction log backups made since either the last full or differential
backup, whichever occurred last.

User Database — In Microsoft SQL Server, a user database is any database that is not required to
run the server itself.



System Database — In Microsoft SQL Server, a system database is one of the 4 databases which
the server requires in order to run, plus the distribution database if SQL Replication is configured.
The four databases are, master, model, msdb, and tempdb. In SQL Server Management Studio,
the system databases are in a folder named System Databases under the Databases folder node
in the tree.

1. Full Backup - In this plan, all User databases are scheduled for a Full backup each Sunday
morning at 01:30AM server time. The backups are compressed and the last 8 weeks of
backups are retained on the server. A SQL Job is used to purge the SQL Backups older
than 8 weeks.

2. Differential Backup — In this plan, all User databases are scheduled for a Differential backup
every morning, with the exception of Sunday morning, at 01:30AM. The backups are
compressed and the last 2 weeks of backups are retained on the server.

3. Transaction Log Backup — In this plan, all User databases are scheduled for Transaction Log
backup that starts at 01:30AM and repeats every 1 minute. The backups are UNcompressed
and the last 49 hours of backups are retained on the server. While every 1 minute can seem
extreme, since this backup file size is based the rate of change of the transaction log since
the last backup, the total size of the files over time remains roughly the same whether this is
done ever 1 minute, 5 minutes, 30 minutes, or longer. If a backup is made every 1 minute
however, the actual transaction log is allowed to be reused much more quickly and this, over
time, reduces the overall space required to store both the database files and the backup files.

The details to implement this plan are outside the scope of this document. Please consult
Microsoft SQL Server documentation for assistance.

Step 10. Update Key Configuration Files

There are two files on each web server which generally need to be updated in a HA installation of
ECE.

The first is the ece_config.js file that is used to load the Finesse gadget. At install, this file is
created that contain the fully qualified host name of the web server. Since most HA ECE is
accessed through a fully qualified name that is not a part of one server or the other, This file must
be updated to ensure the proper functionality of the Finesse gadget.

The second file is not required to be updated, but it makes later changes the Finesse desktop
layout much easier if it is updated.

Tip: Download and use a text editor such as Notepad++ to make these and other files on
ECE much easier to edit. If you open the files in either Notepad or Wordpad you may see
display issues and cause format corruption.

. Log in to each web server.

. Navigate to the ECE home directory.

. In this directory, navigate to this path, eService\templates\finesse\gadget\.

. Update the ece_config.js file. Navigate in to the agent directory.Locate the ece_config.js
file and make a backup copy in a safe location.Open the current ece_config.js file in a text
editor.Locate these two lines and update them to match your deployment.

The web_server_protocol must be https, update if required.
Update the web_server_name to match the fully qualified name that you allocated to use to

A WDN PR



access ECE. Example: ece.massivedynamic.com var web_server_protocol = "https";var
web_server_name = "CC2K125ECEWB.massivedynamic.com";

5. Review and, if desired, update the agent.xml file.
This update is not required. The contents of this file are designed to be copied, then pasted
directly into the Desktop Layout in Finesse CFAdmin. The file is not used directly by ECE,
but if you update it with the correct configuration, it makes any required changes to Finesse
at a later time much easier.
Return to the gadget directory, then navigate to the layout directory.Locate the agent.xml
file and make a backup copy in a safe location.Open the current agent.xml file in a text
editor.Locate and update the URL that is shown between the <gadget> and </gadget> tags
to match the fully qualified name that you allocated to use to access ECE.

Once you have reached this point, ECE is fully installed and you are ready to log in to Partition 1
and Partition 0 to complete the setup. Please review the final notes section for other items which
you may need to configure or check based on your deployment. There are many items which you
may need to configure which are outside of the scope of this document. Some are listed in the
final notes section, but this is by no means an exhaustive list. Please ensure that you review all
relevant documentation for the most up-to-date configuration requirements.

Patch ECE

It is recommended that ECE be kept as close as possible at the latest ES and ET patch level. This
is especially important for issue resolution. All defects are fixed based on the latest patch release.
You may be asked to apply the latest patch before a new defect can be confirmed. ECE does not
currently support non-stop updates. This means that all patches must be applied while in a
maintenance window when ECE can be completely stopped.

Step 1. Prepare Servers to be Patched

1. Stage Patch FileDownload the patch and copy it to all four servers.Unzip the file, then
carefully review the included readme.

2. Stop ECE Processeslf ECE does not have any active email accounts or if all email accounts
configured are for test purposes only, this step may safely be skipped. After you have run
ECE in a production environment with email data for which you do not want to risk any loss,
perform this step in order to test the ability to log in to ECE and even receive chats without
the risk of data loss due to the retrieval of new emails by ECE. Since emails are deleted off
the mail server when they are retrieved, this minimizes the possibility of loss of data should
you need to uninstall the ES and restore the database backup.

Tip: The system partition is also known as partition 0.Open Internet Explorer and navigate
to the ECE system partition. Example: https://ece.massivedynamic.com/systemlLog in
with the sa account.In the Consoles screen, select the System console.Expand Shared
Resources > Services > Email. Under this are two folder, Dispatcher and Retriever. Do
these tasks in each folder. In the top half of the right-hand side of the page, select each
process.In the bottom half of the right-hand side, select the drop-down arrow beside Start
type and select Manual.Select the save button that is just above the General tab.Back in the
top half, select the Stop button.Monitor the State column until it reads Stopped.Repeat with
any other processes.

3. Stop ECELog in to both collocated servers.Open the Windows Services Control Panel and



https://ece.massivedynamic.com/system

navigate to the Cisco Service and stop the service.Repeat this on the second collocated
server.Open Task Manager, select the Details tab and sort the processes by User name.
Monitor until all processes which are owned by the ECE Service account have stopped.
There are be 35-40 processes on one of the collocated servers and 9-10 processes on the
second one. The total time to stop all processes is generally 5-10 minutes.

Step 2. Backup Servers

1. Backup SQL DatabasesBefore you apply any patch to ECE or start any upgrade, a
database backup of all three databases must always be made. When is in HA mode, ECE
mandates that backups be scheduled on a regular basis. Even though the backup is
scheduled, you must always make a separate backup before you start the patch or update
installation so that you have an up-to-date copy. Open SQL Server Management studio and
connect to the Listener.Select New Query in the toolbar.Copy and paste the SQL shown into

the query window. Make any required changes to the path or database names.
BACKUP DATABASE eGAct i veDB

TO DI SK = N E:\ MSSQL\ Backup\ eGAct i veDB_Pr ePat ch. bak’

W TH NOFORMAT, NO NI'T, NAME = N eGActiveDB-Full Backup Before Patch',

SKI P, NOREW ND, NOUNLOAD, STATS = 25

&0

BACKUP DATABASE eG\vast er DB

TO DI SK = N E:\ MSSQL\ Backup\ eGvast er DB_Pr ePat ch. bak’

W TH NOFORMAT, NO NI'T, NAME = N eGvasterDB-Full Backup Before Patch',
SKI P, NOREW ND, NOUNLQAD, STATS = 25

&0

BACKUP DATABASE eCReportsDB

TO DI SK = N E: \ MSSQL\ Backup\ eGReport sDB_Pr ePat ch. bak'

W TH NOFORMAT, NO NI T, NAME = N eGReportsDB-Full Backup Before Patch',
SKI P, NOREW ND, NOUNLOAD, STATS = 25

GO

Select Execute in the toolbar.Monitor the Messages tab until all three database have
completed backup. You should see lines similar to these after each successful backup.
BACKUP DATABASE successfully processed 111346 pages in 9.877 seconds (88.072
MB/sec).
BACKUP DATABASE successfully processed 130283 pages in 9.629 seconds (105.704
MB/sec).
BACKUP DATABASE successfully processed 3533 pages in 0.298 seconds (92.611
MB/sec).

2. Backup Key FilesLog in to each web server.Make a backup of any chat entry point
directories you have customized.Make a backup of these files.
Note: Replace {install_directory} the the ECE home directory on your system.
{install_directory}\eService\templates\finesse\gadget\agent\ece config.js{install_directory}\eS
ervice\templates\finesse\gadget\layout\agent.xml

Step 3. Install Patch

1. Install patch on Side-A Collocated Serverlinstall the patch on the side-A collocated server
in accordance with the readme file included with the patch.

2. Install patch on Side-B Collocated Serverlinstall the patch on the side-B collocated server



in accordance with the readme file included with the patch.

3. Install patch on Side-A Web Serverinstall the patch on the side-A web server in
accordance with the readme file included with the patch.

4. Install patch on Side-B Web Serverlinstall the patch on the side-B web server in
accordance with the readme file included with the patch.

Step 4. Post-patch Validation

1. Check and Update Key filesAfter you patch ECE, you must review the files that were
backed up and merge any changes back in. You must not simply replace the new files with
the backup copies as any changes made by the patch may be lost. Log in to each web
server.Navigate to the ECE home directory.Compare these two files with the two that you
made a back up of prior to the patch. Merge any changes into the new files.

Note: Replace {install_directory} the the ECE home directory on your system.
{install_directory}\eService\templates\finesse\gadget\agent\ece _config.js{install_directory}\eS
ervice\templates\finesse\gadget\layout\agent.xml

2. Merge Chat Template ChangesWhen you apply a patch to ECE, you must review the
documentation included with the patch. Each patch indicates the files which have changed in
the chat templates. Merge the new files with the customized files from your system.

3. Start ECELog in to both collocated servers.Open the Windows Services Control Panel and
navigate to the Cisco Service and start the service.Repeat this on the second collocated
server.Open Task Manager, select the Details tab and sort the processes by User name.
Monitor until you see the processes start. There are 20-30 processes on one of the
collocated servers and 9-10 processes on the second one. The total time to start all
processes the after the install of a patch may be close to 15 minutes.

4. Log in to ECE Web PagesOpen the URL that you use to access ECE administration pages.
Verify that you are able to log in and that the processes and instances for all services have
started.

If you installed the product with the default names for the two partitions, then the URLs are
similar to these. Business Partition — https://ece.massivedynamic.com/defaultSystem
Partition — https://ece.massivedynamic.com/system

5. Log in to Finesse and ECE GadgetLog in to Finesse and load the ECE gadget. You should
now be able to log in as an agent.

6. Start ECE ProcessesOnce you have completed any tests that you wish to do, start the
Processes that you stopped before the patch.
Tip: The system partition is also known as partition 0.Open Internet Explorer and navigate
to the ECE system partition. Example: https://ece.massivedynamic.com/systemLog in
with the sa account.In the Consoles screen, select the System console.Expand Shared
Resources > Services > Email. Under this are two folders, Dispatcher and Retriever. Do
these tasks in each folder. In the top half of the right-hand side of the page, select each
process.In the bottom half of the right-hand side, select the drop-down arrow beside Start
type and select Automatic.Select the save button that is just above the General tab.Back in
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the top half, select the Start button.Monitor the State column until it reads Running.Repeat
with any other processes.Expand Partitions > Default > Services > Email. Under this are
two folders, Dispatcher and Retriever. Do these tasks in each folder. In the top half of the
right-hand side of the page, select each instance.In the bottom half of the right-hand side,
verify that Start type is has Automatic selected.Select the Start button and monitor the
State column until is reads, Running.Repeat with any other instances.

Final Notes

Now that ECE is installed, there are several configuration items which you need to complete. Most
of these are covered in the product documentation. A partial list of items which must be reviewed
and configured per your site's needs is shown.

- Create a SSL certificate request, have this signed, and then assign this in Internet Information
Services Manger to the website where you installed ECE

- Log in to the business partition and configure the Web Server URL or Load Balancer URL
partition level setting to match the URL you allocated to use to access ECE
Note: Ensure that you include the protocol when when you configure this setting. Failure to do
this may result in erratic system behavior. Example: https://ece.massivedynamic.com

- If you plan to use one of the secure methods to access your email server such as secure
IMAP, POP3, or SMTP/ESMTP, and if your email server is an on-premises mail server that is
signed with a non-public certificate authority, ensure that you import the appropriate
certificates into the shared keystore on the collocated server.

- If you plan to configure Single Sign-On (SSO), ensure that you import the appropriate
certificates from your Cisco IDS server into the shared keystore on the collocated server
Note: All certificates must be imported into the keystore located in the Shared Directory, in the
\env\jdk folder.

- Configure the load balancer for your environment.

It is outside of the scope of this document to provide specific guidance on load balancer
configuration. Cisco does not recommend any specific load balancer. There are, however,
several very specific configuration requirements which must be followed exactly to ensure
proper system functionality. The most critical of these are as follows. The load balancer
should be configured in a way that only one-half of the web servers are used at any time.
Ideally, these should all be located in the same datacenter. For the 400-agent deployment,
this means that only one of the two web servers should be active.The load balancer must
keep all connections sticky via cookie insert. Since only one of the two web server should be
used at a time in the 400-agent deployment, it is less critical that the cookie insert method be
used. In the 1500-agent deployment however, you must use cookie-insert to maintain sticky
sessions.The load balancer should perform regular health checks on the server to ensure
availability. It is important to note that ECE does have some error handling built into the web
server. If the back-end application server is down or offline, the web server does not show a
normal html error page. For this reason, ensure that the health check that you choose
monitors the content of the web page and not simply the HTML return code.

There are some special considerations when you integrate with a Packaged Contact Center

Enterprise (PCCE) solution. PCCE does almost all management through the CCE Administration

page which is also referred to as the single pane of glass (SPOG). When ECE is to be integrated

with a PCCE system, the only items which should be configured via the classic ECE web pages
are these.



https://ece.massivedynamic.com

- Partition Administrator Single Sign-on configuration
Note, you must configure this even if you do not plan use agent or supervisor SSO.

- In addition to the changes to the ece_config.js, covered in the post-installation steps, there is
a similar file that is used to load the ECE gadget in SPOG. You can find this under the ECE
home directory on each web server at this location,
eService\templates\finesse\gadget\spog. Edit spog_config.js and update the parameter, var
web_server_name to match the fully qualified name you enter when add the ECE web server
to the PCCE Inventory.

- Ensure that you import the SSL certificate that is assigned to ECE to the keystore on all
Admin Workstations, then restart the Apache Tomcat Service before you attempt to open the
ECE gadget.

It is recommended that you download several tools and keep them on the ECE Servers. These
make it far easier to troubleshoot and maintain the solution over time.

- A text editor such as Notepad++

- A archive tool such as 7-Zip

- One of the many Tail for Windows programs
A few examples are: Baretail — https://www.baremetalsoft.com/baretail/Tail for Win32
— http://tailforwin32.sourceforge.net/



https://www.baremetalsoft.com/baretail/
http://tailforwin32.sourceforge.net/
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