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1 Introduction

1 Introduction

The Cisco Meeting Server 2000 is a high performance, scalable platform for voice, video and
web content, it interoperates with a wide variety of third-party products from Microsoft, Avaya
and other vendors. With the Cisco Meeting Server 2000, people connect regardless of
location, device, or technology.

The Cisco Meeting Server 2000 is based on Cisco UCS technology running Cisco Meeting
Server software as a physical deployment, not as a virtualized deployment. This gives better
performance and utilizes the high performance capabilities of the UCS platform.

The Cisco Meeting Server 2000 is a core network device designed to handle a large number of
calls. To support this capability only the Call Bridge, and Web Bridge components are available
for configuration. The Cisco Meeting Server 2000 is not suitable as an Edge server in a split
Meeting Server deployment, because the TURN server edge component is not available.
Deployments that need firewall traversal support for Cisco Meeting Server web app users must
deploy the TURN server on a separate Cisco Meeting Server 1000 or specification-based VM
server.

In addition, the Recorder and Streamer components are not available on the Cisco Meeting
Server 2000, as they are more suited to the lower capacity Cisco Meeting Server 1000 and
specification-based VM servers.

The Cisco Meeting Server 2000 can be deployed as a single server on the internal network, as
the core server in a single split server deployment, or one of multiple core nodes of a scalable
deployment. It can be part of a deployment that includes Cisco Meeting Server 1000s, and
specification-based VM servers, providing they are all running the same software version. The
functionality, and user experience for participants, is identical across all platforms running the
same software version.

Note:
e |tis not possible to create a backup from a virtualized deployment and to roll it back on a
Cisco Meeting Server 2000, or vice versa.

* Meeting Server does not support secure boot.

Note: From around August 2019, Fabric Interconnect failover should be enabled by default on
new Cisco Meeting Server 2000s. However, If you need to manually configure your device to
enable failover, see here for more information.

Note: Meeting Server 3.0 introduced a mandatory requirement to have Cisco Meeting
Management 3.0 (or later). Meeting Management handles the product registration and
interaction with your Smart Account (if set up) for Smart Licensing support.
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1 Introduction

1.1 Cisco Meeting Server 2000 overview
The Cisco Meeting Server 2000 is based on Cisco UCS technology, and consists of:

® 3 Cisco UCS 5108 Blade Server Chassis. The Chassis is 6 RU high, and weighs
approximately 115+ kg (254+ Ibs) when the blades are fitted.

® two Cisco UCS 6324 Fabric Interconnect modules, providing redundancy if one fails. Both
Fabric Interconnect modules host and run Cisco UCS Manager, which enables configuration
of the modules. Each Fabric Interconnect module has:

¢ 4 x 10 Gbps SFP+ network ports. Port 1 on both Fabric Interconnects are configured as
“Uplink Ports” and mapped to Port A for the Cisco Meeting Server. Both Fabric
Interconnects are configured to support failover, if one of the Fabric Interconnects fails
the Cisco Meeting Server 2000 fails over to using the other one. If Ethernet Port 1 fails
on either Fabric Interconnect then network traffic is moved to the other Ethernet Port 1.
Port 4 on both Fabric Interconnects are reserved for internal use. Ports 2 and 3 are not
used.

* aconsole port to connect to a serial terminal, for configuring the Fabric Interconnect
modules through Cisco UCS Manager. You can also use it to configure and control the
chassis via Cisco UCS Manager command line interface (CLI) commands.

» out-of-band 100/1000 Mbps Management port (labeled MGMT) to configure and
control the chassis using the UCS Manager command line and graphical interfaces.
This port also provides out-of-band access to the MMP serial console, see Section
1.1.1. For further information on using this port, see the Cisco UCS Manager GUI
configuration guide.

¢ USB port not currently used.

® eight Cisco UCS B200 Blade Servers (M5 or M4). The blade server fitted in slot 1 has 2 hard
drives configured as a RAID 1 mirror. Blade Server 1 acts as the control blade or MMP for the
Cisco Meeting Server application, it is configured through the MMP command line interface.
The other seven blade servers do not have a hard drive and are used for media processing,
they require no configuration.

B four hot-swappable power supplies.

® eight hot-swappable fan modules, providing cooling for the whole chassis.

The blade servers and power supplies are installed from the front of the unit, see Figure 1.
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1 Introduction

Figure 1: Front of unit showing the 8 server modules and four replaceable power supplies

Blade 1

<« Server blades

“— Replaceable power
supplies

The Fabric Interconnect modules and fan modules are fitted from the rear of the unit above the
power supply cord sockets, see Figure 2

Figure 2: Rear of unit showing the Fabric Interconnect modules, eight fan modules and four power supply
cord sockets

3 Fabric Interconnect modules

Fan modules

Power supply cord sockets
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1 Introduction

Notes about redundancy features: The Cisco Meeting Server 2000 supports all of the
redundancy features provided by the Cisco UCS-B platform, this includes: fans, power
supplies, Fabric Interconnect failover, server blade failure, and network failover.

Fabric Interconnect failover - Ethernet Port 1 on each Fabric Interconnect is configured to
support failover.If one of the Fabric Interconnects fails the Cisco Meeting Server 2000 fails
over to using the other one. If Ethernet Port 1 fails on either Fabric Interconnect then network
traffic is moved to the other Ethernet Port 1.

Seven media blades (numbered 2 through 8) used for media processing. If any of these
blades are offline or removed, the Cisco Meeting Server 2000 will continue to run, but ata
reduced capacity. The blade server in slot 1 is critical as the MMP and Application of the
Cisco Meeting Server will not function if that blade is offline or faulty.

Four hot-swappable power supplies. While the server can safely operate on 3 power
supplies, we recommend that you replace faulty powers supplies as soon as possible.

Eight hot-swappable fan modules, providing cooling for the whole chassis. The fan
controller uses temperature sensors to decide whether to spin the remaining fans at a faster
rate when there are fan failures or a fan module is removed.

1.1.1 Interface and Management

There are three layers to the Cisco Meeting Server 2000: the Cisco Meeting Server platform
and application layers, and the physical hardware platform underneath the Cisco Meeting
Server software.

The Cisco Meeting Server‘s platform layer is configured through the Mainboard
Management Processor (MMP) command line interface. The MMP is used for low level
bootstrapping, and configuration of Cisco Meeting Server components (Call Bridge, Web
Bridge, database). In the Cisco Meeting Server 2000, Blade 1 acts as the MMP for the
server. A Serial over LAN (SolL) connection is provided to give access to the MMP; using SoL
means that you do not need phyical access to the chassis. Before accessing the MMP you
need to configure the network settings for the Fabric Interconnect modules, see Section 3.
Once the Fabric Interconnect modules are configured, you can use SSH to log in to the
MMP.

The Cisco Meeting Server application layer runs on top of this management platform with its
own configuration interfaces. The application level administration (call and media
management) is done through the Cisco Meeting Server Web Admin Interface, and/or REST
API; the APl is routed through the Web Admin Interface. During the initial configuration of the
MMP, the administrator defines a network interface and assigns it an IP address (labeled the
‘A’ network interface). This MMP network interface is used for accessing the application
layer and its management interfaces (Web Admin and REST API). In a Cisco Meeting Server
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1 Introduction

2000, this ‘A’ network interface is a virtual connection that is connected to the external
network through uplinks configured on Port 1 of the Fabric Interconnect modules.

Note: Cisco Meeting Server 2000 platform does not support more than one interface (i.e.
configuring 'ipv4 bl ¢ | d' is not supported on Cisco Meeting Server 2000 platform).

® The hardware platform hosts the Cisco Meeting Server software. For the Cisco Meeting
Server 2000, this is the UCS chassis managed through UCS Manager. UCS Manager runs on
the clustered pair of Fabric Interconnect modules installed in the chassis and is self-
contained. When configuring the hardware, or the virtual elements it provides, administration
is done through UCS Manager’s command line interface or web interface. UCS Manager
interfaces are accessed via the serial console or out-of-band 100/1000 Mbps Management
ports on the Fabric Interconnect modules.

CAUTION: Ensure the platform (UCS chassis and modules managed by UCS Manager) is up
to date with the latest patches, follow the instructions in the Cisco UCS Manager Firmware
Management Guide. Failure to maintain the platform may compromise the security of your
Cisco Meeting Server.

Tip: When configuring the Cisco Meeting Server 2000, it is important to understand which layer
to use for the configuration task you wish to undertake, and use the appropriate network
connection.

1.2 How to use this Guide

This guide is part of the documentation set provided for Cisco Meeting Server 2000 and Cisco
Meeting Server software, see Figure 3.

The guide covers:

B the physical installation of your Cisco Meeting Server 2000, see Chapter 2.

® configuration of the Fabric Interconnect modules, see Chapter 3.

B setting up access to the MMP and configuring the Call Bridge, see Chapter 4.

® yploading purchased licenses and activation codes to the Call Bridge, see Chapter 1.

You then need to configure the Cisco Meeting Server for your particular deployment, see the
deployment guides in Figure 3 for guidance.

1.2.1 Commands

In this document, commands are shown in black and must be entered as given—replacing any
parameters in <> brackets with your appropriate values. Examples are shown in blue and must
be adapted to your deployment.
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1 Introduction

Figure 3: Cisco Meeting Server installation and deployment documentation
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2 Installing the server

2 Installing the server

2.1 Overview
This chapter covers:
B jnstalling the Cisco Meeting Server 2000 in a 19" racking system.

B connecting cabling and power supply.

2.2 Installing the chassis in a rack system

The Cisco Meeting Server 2000 is shipped with all eight blade servers installed, and weighs
approximately 115+ kg (254+ Ibs). You are advised to carefully remove the blade servers from
their slots, making a note of which slot each server was shipped in, and store the bladesin a
safe location while you install the chassis in an industry standard 19" rack system. The chassis
requires 6 RU of space.

Tip: Label each blade with the slot number it was shipped in, so you can be sure of which slot to
reinstall it in after the chassis is installed in the rack. Failure to note which blade goes in which
slot will result in additional time and configuration necessary to complete the installation.

WARNING: Have at least 2 adults lift and install the chassis into the racking system. The
chassis is too heavy for a single adult to lift safely.

Once the chassis is installed, carefully reinsert each blade in the chassis, making sure that the
blade server that has two hard disks is inserted in slot 1. You are advised to insert the other
blades back into the same slots that they were shipped in, if not you will need to follow the
steps in Swapping a blade server between slots on page 65.

Follow the instructions in the Cisco UCS 5108 Blade Server Chassis Installation Guide for:

B ambient temperature range required external to the chassis,
® how to move the chassis,

B jnstalling rails on the chassis,

B jnstalling the chassis in the rack,

B and connecting the power supply.

For information on:
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2 Installing the server

® removing a Blade Server from the chassis,

® installing a Blade Server,

® the meaning of the LEDs on the front panel of the blade servers,
® ysing the Reset button,

B technical specifications of the Blade Server.

follow the instructions in the Cisco UCS B200 M5 Blade Server Installation and Service Note or
Cisco UCS B200 M4 Blade Servers Installation and Service Note as appropriate.

2.3 What you’ll need to connect the Cisco Meeting Server 2000 to the
network

® 2 x 100/1000 switch ports to connect to the Management ports on the Fabric Interconnect
modules.

® 2 x 10 Gbps switch ports to connect to Port 1 on each Fabric Interconnect module.
® Five IP addresses:

° Three static IP addresses, one per Management (MGMT) port on each Fabric
Interconnect, and a shared address. These IP addresses should be on your management
VLAN. See Section 3.2.

° One static IP address to access the MMP serial console on Blade Server 1 using Serial
over LAN (SoL). This IP addresses should be on your management VLAN, as SolL access
is via the MGMT port on the Fabric Interconnect modules. See Section 3.4

o QOne static IP address to access the Cisco Meeting Server application through port 1 (Port
A) on both Fabric Interconnect modules. This IP address should be on a different VLAN to
the management VLAN. See Section 4.3.

2.4 Connecting cabling
On Fabric Interconnect A, connect the following:
® the management portto a 100/1000Mbps switch port on your management network,

B install an appropriate 10Gbps SFP+ transceiver module in port 1 and connect the portto a
10Gbps switch port on your network, note that this must be a switch port and not configured
as a trunk.

® the serial console port to a console terminal to configure the Fabric Interconnect module.

® Ports 2 and 3 are not currently used.

Repeat the connections for Fabric Interconnect B.
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2 Installing the server

Note: Do not install SFP+ transceivers in port 4 of Fabric Interconnect A or B, nor connect either
port 4 to the network. Port 4 is for internal use only.

2.5 Powering on/off

Fit the power supply cords to the power supply sockets at the rear of the unit. Once power is
supplied to the chassis, the Fabric Interconnect modules will begin to boot up. The blade
servers will remain in standby mode (yellow LED on) until powered on, see Section 3.10. Once
powered on, the blade server LED will go green.

Before removing power to the chassis, the blade servers must be put into standby mode, see
Appendix G.1.

2.6 Next Steps

After the physical installation of the Cisco Meeting Server 2000 you need to configure the
Fabric Interconnect modules so that the server connects to your network. See Chapter 3.
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3 Configuring the Fabric Interconnect modules

This chapter details the initial configuration of the Fabric Interconnect modules, so that the
server connects to your network.

This chapter covers:

changing the default admin password assigned to both Fabric Interconnect modules.

assigning new static IP addresses to manage the Fabric Interconnects over SSH. This

includes defining a shared address to manage the Fabric Interconnect modules as a cluster.

changing the default admin password to access the MMP layer of the Cisco Meeting Server

using Serial over LAN (SolL). SoL is used to connect to the serial port on one of the Fabric
Interconnect modules in the chassis, this will give access to the MMP of the Cisco Meeting
Server.

assigning a new static IP address to access the MMP via SoL.

changing the system name.

configuring DNS for the Meeting Server.

configuring the timezone of the Meeting Server.

configuring NTP for the Meeting Server.

configuring the uplink speed of Port 1.

powering on the blade servers.

using UCS Manager to check the operation of the blades.

installing certificates for the Fabric Interconnect modules.

You will need to supply the following information during the initial setup:

password for the admin account for the Fabric Interconnect modules. Choose a strong
password that meets the guidelines for Cisco UCS Manager passwords.

new IPv4 (or IPv6) address, subnet mask, and default gateway for each Fabric Interconnect
module and a shared IP address. All IP addresses need to be on the management network
VLAN.

admin password to access the MMP serial console using SoL.

new IPv4 (or IPv6) address to access the MMP command line over the SoL connection.
system name.

IPv4 address (or IPv6 address) of the DNS server on your management VLAN.

the timezone used by the Fabric Interconnect modules.

MAC address of the MMP network port.

Cisco Meeting Server Release 3.7 : Install. Guide for Cisco Meeting Server 2000
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3 Configuring the Fabric Interconnect modules

After completing the tasks in this chapter, you will be ready to log into the MMP of the Cisco
Meeting Server 2000 and configure the Meeting Server components (Call Bridge, Web Bridge
etc.), see Chapter 4.

3.1 Changing the default admin password for the Fabric Interconnect
modules

To undertake the initial configuration you need to connect a serial terminal to the console port
of each Fabric Interconnect module.

1. Connect a serial terminal to the console port of Fabric Interconnect A.

2. Setthe parameters of the serial terminal to 9600 baud, 8 data bits, no parity, 1 stop bit.
3. Login as “admin” using the default password for UCS Manager of “C1sc0123”
4

Using the commands shown in the example below, change the password for the admin
account.

Note: You do not need to repeat these steps for Fabric Interconnect B, as the Fabric
Interconnect modules are clustered.

For example:

Cisco UCS Mini 6324 Series Fabric Interconnect
UCS-A login: admin
Password: Clsc0123

Cisco Nexus Operating System (NX-0S) Software

TAC support: http://www.cisco.com/tac Copyright (c) 2009, Cisco Systems, Inc.
All rights reserved.

The copyrights to certain works contained in this software are
owned by other third parties and used and distributed under
license. Certain components of this software are licensed under
the GNU General Public License (GPL) version 2.0 or the GNU
Lesser General Public License (LGPL) Version 2.1. A copy of each
such license is available at
http://www.opensource.org/licenses/gpl-2.0.php and
http://www.opensource.org/licenses/lgpl-2.1.php

UCS-A# scope security

UCS-A /security # set password
Enter new password:

Confirm new password:

UCS-A /security* # commit-buffer
UCS-A /security # exit

UCS-A#
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3 Configuring the Fabric Interconnect modules

3.2 Assigning new IP addresses for the Fabric Interconnect modules

Assign a new static IP address to each Fabric Interconnect module, and assign another address
that is shared by both modules. The shared IP address is used to access the UCS Manager
running on the clustered Fabric Interconnect modules.

All three IP addresses need to be changed simultaneously, and need to be on the same subnet,
such as your management VLAN subnet.

Configuring the addresses can be done through one of the Fabric Interconnect modules.
For example, if using IPv4:

UCS-A# scope fabric-interconnect a

UCS-A /fabric-interconnect # set out-of-band ip 10.1.1.111 netmask
255.255.255.0 gw 10.1.1.110
UCS-A /fabric-interconnect* # scope fabric-interconnect b

UCS-A /fabric-interconnect* # set out-of-band ip 10.1.1.112 netmask
255.255.255.0 gw 10.1.1.110

UCS-A /fabric-interconnect* # scope system

UCS-A /system* # set virtual-ip 10.1.1.113

UCS-A /system* # commit-buffer

UCS-A /system #exit

UCS-A#

For example, if using IPv6:

UCS-A# scope fabric-interconnect a

UCS-A /fabric-interconnect # scope ipvé6-config

UCS-A /fabric-interconnect/ipv6-config # set out-of-band ipv6 2001:10::157
UCS-A /fabric-interconnect/ipv6-config* # set out-of-band ipv6-gw 2001:10::1
UCS-A /fabric-interconnect/ipv6-config* # set out-of-band ipvé6-prefix 64
UCS-A /fabric-interconnect/ipv6e-config* # scope fabric-interconnect b

UCS-A /fabric-interconnect* # scope ipv6-config

UCS-A /fabric-interconnect/ipv6-config* # set out-of-band ipvé 2001:10::158
UCS-A /fabric-interconnect/ipv6e-config* # set out-of-band ipvé-gw 2001:10::1
UCS-A /fabric-interconnect/ipvé-config* #set out-of-band ipvé6-prefix 64
UCS-A /fabric-interconnect/ipvé-config* # scope system

UCS-A /system* # set virtual-ip ipv6é 2001:10::156

UCS-A /system* # commit-buffer

UCS-A /system #exit

UCS-A#

3.3 Changing the default admin password for the MMP Serial over LAN
account

The MMP (Mainboard Management Processor) is accessed using the SoL connection. When
you connect to this virtual serial port, you will be prompted for a username and password
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specific to the SoL interface before being passed to the Cisco Meeting Server console. A
default account and password is set at the factory, for security you need to change this default
password. You can also create a new admin account if you prefer not to use the default of
mmp, see Section 3.3.1.

1. While logged into the command line interface of one of the Fabric Interconnect modules,
change the admin password for the MMP Sol account from the default of c1sco1234.

For example:

UCS-A# scope org /CMS

UCS-A /org/ # enter ipmi-access-profile CMS2000-IPMI
UCS-A /org/ipmi-access-profile # enter ipmi-user mmp
UCS-A /org/ipmi-access-profile/ipmi-user # set password

Enter a password:
Confirm the password:

UCS-A /org/ipmi-access-profile/ipmi-user* # commit-buffer
UCS-A /org/ipmi-access-profile/ipmi-user #exit

UCS-A /org/ipmi-access-profile #exit

UCS-A /org #exit

UCS-A#

3.3.1 Creating a new user account for SoL access

If you decide to create a new user for SOL access, rather than use the default mmp account,
then follow these steps replacing the name £red with an appropriate user name:

Note: The show ipmi-user line and response are optional.

UCS-A# scope org /CMS

UCS-A /org # enter ipmi-access-profile CMS2000-IPMI

UCS-A /org/ipmi-access-profile # create ipmi-user fred

UCS-A /org/ipmi-access-profile/ipmi-user* # set privilege admin
UCS-A /org/ipmi-access-profile/ipmi-user* # set password

Enter a password:

Confirm the password:

UCS-A /org/ipmi-access-profile/ipmi-user* # commit-buffer
UCS-A /org/ipmi-access-profile/ipmi-user #exit

UCS-A /org/ipmi-access-profile # show ipmi-user

IPMI user:
User Name End point user privilege Password Description
fred Admin A A
mmp Admin el
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UCS-A /org/ipmi-access-profile #exit
UCS-A /org #exit
UCS-A#

3.3.2 Deleting the mmp user account for SoL access
After creating a new user account for SoL access, delete the default mmp account.

UCS-A# scope org /CMS

UCS-A /org # enter ipmi-access-profile CMS2000-IPMI
UCS-A /org/ipmi-access-profile # delete ipmi-user mmp
UCS-A /org/ipmi-access-profile* # commit-buffer

UCS-A /org/ipmi-access-profile #exit

UCS-A /org #exit

UCS-A#

3.4 Assigning a new IP address to access the MMP Serial over LAN
connection

Assigning an IP address to access the Serial Over LAN connection is achieved by creating an IP
address block consisting of a single IP address, and then assigning DNS servers for primary use
and secondary use.

Follow these steps:

1. Check the existing configuration for a block of IP addresses assigned to the Serial Over LAN
connection. If a block of a single IP address has been assigned and its value is suitable for
your deployment, then go onto the next section. Otherwise, use the delete block<first
ip address> <last ip address>command to unallocate the block.

2. Create a block of a single IP address . Use the create block <first ip address> <last
ip address> <gateway IP address> <subnet mask>command. This should contain a
single IP address and should be in the same management subnet as your Fabric
Interconnect management IP addresses.

Note: Cisco does not recommend using a different VLAN or subnet for the Cisco Meeting
Server 2000 MMP Sol connection.

3. Specify the primary and secondary DNS IP addresses.

For example, if using IPv4:

UCS-A# scope org /CMS
UCS-A /org/ # enter ip-pool CMS2000-MMP-CIMC
UCS-A /org/ip-pool # show block detail

Block of IP Addresses:
From: 10.1.1.51
To: 10.1.1.51
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Default Gateway: 10.1.1.1
Subnet Mask: 255.255.255.0
Primary DNS: 0.0.0.0
Secondary DNS: 0.0.0.0

UCS-A /org/ip-pool # delete block 10.1.1.51 10.1.1.51

UCS-A /org/ip-pool* # commit-buffer

UCS-A /org/ip-pool # create block 10.1.1.2 10.1.1.2 10.1.1.1 255.255.255.0
UCS-A /org/ip-pool/block* # set primary-dns 10.1.1.3 secondary-dns 10.1.1.4
UCS-A /org/ip-pool/block* # commit-buffer

UCS-A /org/ip-pool/block #exit

UCS-A /org/ip-pool #exit

UCS-A /org #exit

UCS-A#

3.5 Changing the UCS Manager system name
You can change the system name to reflect the location or use of the server.
For example:

UCS-A# scope system

UCS-A /system # set name CMS2000-London

Warning: System name modification changes FC zone name and redeploys them non-
disruptively

UCS-A /system* # commit-buffer

UCS-A /system #exit

CMS2000-London#

3.6 Configuring DNS for UCS Manager

You need to configure the DNS server that the Fabric Interconnect modules will use for UCS
Manager.

Note: The DNS server used by UCS Manager may be different to the primary and secondary
DNS servers set in Section 3.4 and used by the Cisco Integrated Management Controller
(CIMC) on blade 1.

UCS-A# scope system

UCS-A /system # scope services

UCS-A /system/services # create dns 10.1.1.3
UCS-A /system/services* # commit-buffer
UCS-A /system/services #exit

UCS-A /system #exit

UCS-A#
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3.7 Configuring the Timezone
You need to configure the timezone for the Cisco Meeting Server 2000.

UCS-A# scope system
UCS-A /system # scope services
UCS-A /system/services # set timezone

Please identify a location so that time zone rules can be set correctly.
Please select a continent or ocean.

1) Africa 4) Arctic Ocean 7) Australia 10) Pacific
Ocean

2) Americas 5) Asia 8) Europe

3) Antarctica 6) Atlantic Ocean 9) Indian Ocean

Please select a country.
1) Anguilla 19) Dominican Republic 37) Peru
) Antigua & Barbuda 20) Ecuador 38) Puerto Rico
) Argentina 21) E1l Salvador 39) St Barthelemy
) Aruba 22) French Guiana 40) St Kitts & Nevis
) Bahamas 23) Greenland 41) St Lucia
) Barbados 24) Grenada 42) St Maarten (Dutch)
) Belize 25) Guadeloupe 43) St Martin (French)
) Bolivia 26) Guatemala 44) St Pierre & Miquelon
) Brazil 27) Guyana 45) St Vincent
0) Canada 28) Haiti 46) Suriname
1) Caribbean NL 29) Honduras 47) Trinidad & Tobago
2) Cayman Islands 30) Jamaica 48) Turks & Caicos Is
3) Chile 31) Martinique 49) United States
14) Colombia 32) Mexico 50) Uruguay
)
)
)
)

15) Costa Rica 33) Montserrat 51) Venezuela
16) Cuba 34) Nicaragua 52) Virgin Islands (UK)
17) Curacao 35) Panama 53) Virgin Islands (US)
18) Dominica 36) Paraguay

#7249

Please select one of the following time zone regions.
1) Eastern (most areas) 16) Central - ND (Morton rural)

2) Eastern - MI (most areas) 17) Central - ND (Mercer)

3) Eastern - KY (Louisville area) 18) Mountain (most areas)
4) Eastern - KY (Wayne) 19) Mountain - ID (south); OR (east)
5) Eastern - IN (most areas) 20) MST - Arizona (except Navajo)
6) Eastern - IN (Da, Du, K, Mn) 21) Pacific

7) Eastern - IN (Pulaski) 22) Alaska (most areas)

8) Eastern - IN (Crawford) 23) Alaska - Juneau area

9) Eastern - IN (Pike) 24) Alaska - Sitka area

10) Eastern - IN (Switzerland) 25) Alaska - Annette Island
11) Central (most areas) 26) Alaska - Yakutat

12) Central - IN (Perry) 27) Alaska (west)

13) Central - IN (Starke) 28) Aleutian Islands

14) Central - MI (Wisconsin border) 29) Hawaii
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15) Central - ND (Oliver)
#7221

The following information has been given:

United States

Pacific

Therefore timezone 'America/Los Angeles' will be set.
Local time is now: Sat Apr 23 05:08:43 PDT 2011.

Universal Time is now: Sat Apr 23 12:08:43 UTC 2011.
Is the above information OK

1) Yes
2) No
#21

UCS-A /system/services* # commit-buffer
UCS-A /system/services #exit

UCS-A /system # exit

UCS-A#

3.8 Configuring NTP

After configuring the timezone, you need to configure the NTP server that the Fabric
Interconnect modules will use.

UCS-A# scope system

UCS-A /system # scope services

UCS-A /system/services # create ntp-server pool.ntp.org
UCS-A /system/services* # commit-buffer

UCS-A /system/services #exit

UCS-A /system #exit

UCS-A#

3.9 Configuring the uplink speed of Port 1

Note: Use a 10Gbps connection for the uplink port on each Fabric Interconnect module.

For both Fabric Interconnect modules, you need to configure the speed of the uplink port.

UCS-A# scope eth-uplink

UCS-A /eth-uplink # scope fabric a

UCS-A /eth-uplink/fabric # scope interface 1 1

UCS-A /eth-uplink/fabric/interface # set speed 10gbps
UCS-A /eth-uplink/fabric/interface* #commit-buffer
UCS-A /eth-uplink/f