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Introduction

Cisco Network Function Virtualization Infrastructure (Cisco NFVI) provides the virtual layer and hardware environment in which virtual network functions
(VNFs) operate. VNFs provide a well-defined network function that offers routing, intrusion, detection, Domain Name Service (DNS), caching, Network
Address Translation (NAT), and other network functions. While the network functions required a tight integration between a network software and hardware
in the past, VNFs decouple the software from the underlying hardware.

Cisco NFVI 4.4.0 is based on the Train release of OpenStack, an open source cloud operating system that controls large pools of compute, storage, and
networking resources. The Cisco version of OpenStack is Cisco Virtualized Infrastructure Manager (Cisco VIM). Cisco VIM manages the OpenStack
compute, network, and storage services, and all Cisco NFVI build and control functions.

Key roles of Cisco NFVI pods are:

® Control (including Networking)

® Computes

® Storage

® Management, logging, and monitoring

Hardware used to create the Cisco NFVI pods include:

® Cisco Unified Computing System (UCS) C240 M4 or C240 M5 or C220 M5: Performs management and storage functions, and services. Includes
dedicated Ceph (UCS 240-M4 or UCS 240-M5) distributed object store and the file system. Only Red Hat Ceph is supported.

Cisco UCS C220/240 M4 or M5: Performs control and compute services.

HP DL 360 Gen9: Supports as a third-party compute where the control plane is Cisco UCS server.

Dell PowerEdge R740: Supports as a third-party compute with Cisco UCS server as control and ceph node (on Intel XXV710 NIC).

Combination of M5 series servers for VIC or NIC (40G) based hyper-converged and Micropod offering.

Quanta servers: Used as an alternate for Cisco UCS servers for the cloud installation at the core and edge. Supports automated installation of the
Central Ceph cluster for providing Glance image services to the edge pod.

® Cisco VIM UCS based pod to act as a Central Ceph cluster for Glance image services.

The UCS C240 and C220 servers are M4/M5 Small Form Factor (SFF) models, where the operating systems boot from Hard Disk Drive (HDD)/Solid State
Drive (SDD) for control/compute nodes, and boot from internal SSD for Ceph nodes. Cisco supports pure Intel NIC configuration and Cisco 40G VIC with
Intel NIC configuration.

Software applications that manage Cisco NFVI hosts and services include:

® Red Hat Enterprise Linux (RHEL) 8.4 with OpenStack Platform 16.2: Provides the core Operating system with OpenStack capability. RHEL 8.4
and OSP 16.2 are installed on all Cisco NFVI UCS servers.

® Cisco VIM: An OpenStack orchestration system that helps to deploy and manage an OpenStack cloud offering from bare metal installation to
OpenStack services, considering the hardware and software redundancy, security, and monitoring. OpenStack release with more features and
usability enhancements are tested for functionality, scale, and performance.

® Cisco Unified Management (UM): Deploys, provisions, and manages Cisco VIM on Cisco UCS servers. It provides Ul to manage multiple pods,
when installed on a dedicated server Unified Management node.

® Cisco VIM Monitor: Used to provide integrated monitoring and alerting of the NFV Infrastructure layer.

® Cisco UCS Manager: Used to perform certain management functions, when UCS B200 blades are installed.

® Cisco Integrated Management Controller (IMC): When installing Cisco VIM, Cisco IMC 4.x or later is recommended.

Following is the list of Cisco IMC versions with which Cisco VIM has been tested in the lab:

UCS-M4 © Cisco recommends Cisco IMC 4.0(2L).
servers
In UCS CIMC latest version 4.1.(2k) there is a NVM (firmware) version mismatch for Intel i40e drivers



UCS-M5 O Use the latest CIMC 4.2(2a)
servers © Do not use 3.1(3c) to 3.1(3h), 3.0(4a), 4.0(2c), or 4.0(2d).
© For GPU support, you must ensure that the server has CIMC 4.0(2f).

For UCS-C240, use 4.1(2d) or higher.

1 *Indicates that it is tested with Intel NIC BOM.

Other versions of CIMC may work, but you must test Cisco VIM deployment with those versions before rolling it
into production.

We recommend the customers to move forward with the new releases of CIMC versions after testing and
validating it in a non

production environment, if old releases are deprecated or if new fixes solves their problem.

Layer 2 networking protocols include:

® VLAN supported using Open vSwitch (OVS).
® VLAN supported using ML2/VPP. It is supported only on Intel NIC.

For pods based on C-series with Intel NIC Single Root I/O Virtualization (SRIOV), the SRIOV allows a single physical PCI Express to be shared on a
different virtual environment. The SRIOV offers different virtual functions to different virtual components over the same physical NIC.

If you use only VIC, VPP as a mechanism driver is not supported.

Features of Cisco VIM

Cisco VIM is the only standalone fully automated cloud lifecycle manager offered by Cisco for the private cloud. It integrates with Cisco UCS C-series
servers, Cisco VIC and Intel NIC. It helps cloud administrators set up and manage private clouds.

The following are the features of Cisco VIM:

Feature Name Comments

Infrastructure,
OpenStack & ® RedHat 8.4 EUS Kernel and OSP 16.2
Ceph version © RHEL 8.4 Version: 4.18.0-305.57.1.el8_4.x86_64
© RHEL 8.4 Real Time Version: 4.18.0-193.70.1.rt13.120.el8_2.x86_64

Ceph 4.1

Python 3.6.8

Docker 20.10 for management node only. Podman 3.0.1-9 for control and compute nodes.
vpp 21.06

Hardware
support matrix UCS C220 M4 controller or compute with Intel V3 (Haswell)

UCS C240/220 M4 controller or compute with Intel V4 (Broadwell)

UCS C240/220 M5 controller or compute with Intel Skylake or Cascade Lake

HP DL360 Gen 9 with control plane on Cisco UCS M4 servers

Dell PowerEdge R740 with control plane on Cisco UCS M5 servers (with XXV710)

UCS C220/240 M5 in a Micropod environment, with an option to add up to 16 UCS C220/240 M5 computes

UCS C240/220 M5 controller or compute with Intel X710 NIC, SR-IOV, and Cisco Nexus 9000 or Cisco NCS 5500 series
switch as ToR

UCS C240/220 M5 servers with Cisco 1457 (for control plane) and Intel XXV710 NIC (for data plane with VPP) and SR-IOV
Support of physical GPU in M5

Support of UCS-C240 for edge deployment of the cloud

Support of vGPU in M5 (Tech-preview)

Quanta servers as an alternative to Cisco UCS servers for fullon, micro (D52BQ-2U 3UPI), and edge (D52BE-2U) deployment
of the cloud

Quanta sever support with Skylake or Cascade Lake Intel CPUs

Quanta servers for Central Glance (D52BQ-2U 3UPI) server to offer glance image services to edge pod. Also, offers
equivalent BOM with UCS-M5 servers.

® SATA M.2 (960G) as an option for a boot drive

® Support of both HDD and SSD based management node or UM node

® UCS 220/240 M5 in a nano-pod environment with 2-X710 Intel NIC or 25G/40G VIC/NIC BOM

NIC support
® Cisco VIC: VIC 1227, 1240, 1340, 1380, 1387 (for M5) in 40G VIC/NIC offering, 1457
® Intel NIC: X710, 520, XL710, xxv710 (25G)



Pod type

ToR support

IPV6 support for
management
network

Mechanism
drivers

Dedicated control, compute, and storage (C-series) node running on Cisco VIC (M4) or Intel X710 (for M4 or M5) (full on) with
Cisco Nexus 9000 or Cisco NCS 5500 series switch (only for Intel NIC and VPP as mechanism driver) as ToR.
For fullon pods based on Quanta (D52BE-2U) servers, the NIC is xxv710 (25G) with Cisco Nexus 9000 as ToR.

Support of UCS-M4 compute (10G VIC with 2-XL710) with UCS-M5 (Cisco VIC 1457 with 2-XL710).

Dedicated control, compute, and storage (C-series) node running on Cisco VIC and Intel NIC (full on) with Cisco Nexus 9000
as ToR. Only SRIOV is supported on Intel NIC.

Support of Intel X520 (with 2 NIC cards or compute) on M4 pods or XL710 (2 or 4 NIC cards or compute) on M4/M5 pods for
SRIOV cards in the VIC/NIC combination.

For M4 pods, VIC or NIC computes running XL710 and X520 can reside in the same pod. Few computes can run with or
without SRIOV in a given pod.

Dedicated control, compute, and storage (UCS M5 SFF C-series) node running on Cisco VIC 1457 and Intel xxv710 NIC (full
on) with Cisco Nexus 9000 as ToR. Only SRIOV is supported on Intel NIC. With VPP and OVS as the mechanism driver, the
number of SRIOV ports are 2 or 4, respectively.

Micropod: Integrated (AlO) control, compute, and storage (C-series) node running on Cisco VIC, Intel X710X, or VIC and NIC
combinations. Micropod can be optionally expanded to accommodate more computes (up to 16) running with the same NIC
type. This can be done as a Day 0 or Day 1 activity. The computes can boot off HDD or SSD. From Cisco VIM 3.4.1, the
Micropod option has been extended to Quanta (D52BE-2U) servers with Intel XXV710 NIC (25G) and Cisco Nexus 9000 (-FX
series) as ToR.

Hyper-converged on M4 (UMHC): Dedicated control and compute nodes with all storage acting as compute nodes (M4 C-
series) and running on a combination of 1xCisco VIC (1227) and 2x10GE 520 or 2x40GE 710XL Intel NIC with an option to
migrate from one to another. You can extend the pod to M5-based computes with 40G Cisco VIC along with 2x40GE 710XL
NIC (optionally).

NGENA Hyper-Converged (NGENAHC): Dedicated control and compute nodes, with all storage acting as compute (C-series)
nodes. All nodes have a combination of 1xCisco VIC (1227) for control plane, and 1x10GE 710X Intel NIC for data plane over
VPP.

Support of M5 as a controller and hyper-converged nodes (with 1457 for the control plane, and 1x10GE X710 (2 port) Intel
NIC for data plane) in an existing M4 based pod.

Hyper-converged on M5: Dedicated control and compute nodes with all storage acting as compute (C-series) nodes, running
on a combination of 1xCisco VIC (40G) and 2x40GE 710XL Intel NIC.

Support of M5 as controller and hyper-converged nodes (with 1457 for control plane, and 1xX10GE X710 (2 port) Intel NIC for
data plane) in an existing M4-based pod.

Edge: Accommodates restricted power and limited rack space. Quanta (D52BQ-2U 3UPI) or UCS-C240 servers with three
converged control and compute nodes, expandable to 16 additional compute nodes. The edge cloud communicates with
Quanta/UCS server based Central Ceph cluster for glance service. Persistent storage is not available.

Ceph: Designed to provide glance image services to edge cloud. Quanta (D52BE-2U)/UCS-M5 servers with three converged
cephcontrol and cephosd nodes, expandable to additional cephosd nodes for additional storage. Support of UCS based pod
for glance image services

® |n afull-on (VIC based), or hyper-converged pod, computes can either have a combination of 1-Cisco VIC (1227)
and (2x10GE 520/2x40GE 710XL Intel NIC) or 1-CiscoVIC (1227). The compute running pure Cisco VIC does not
run SR-IOV. In 2.4, Cisco supports HP DL360 Gen9 and Dell PowerEdge R740 as a third-party compute.

® Cisco VIM does not support a combination of computes from different vendors.

Support of Cisco NCS 5500 (with recommended Cisco I0S XR version 6.1.33.02I or 6.5.1) with splitter cable. Day 0
configuration can support user-defined route-target and ethernet segment ID (ESI).

Supports two or more Cisco NCS 5500 with ships in the night. In this case, the Cisco NCS 5500 configuration is set ahead of
time before the pod installation commences.

NXOS support (preferably N9K)

Static IPv6 management assignment for servers.

Support of IPv6 for NTP, DNS, LDAP, external syslog server, and AD.
Support of IPv6 for the cloud APl endpoint.

Support of CIMC over IPv6.

RestAPI over IPv6.

Support for IPv6 filters for administration source networks.

Support of UM over IPv6.

OVS/VLAN, VPP (20.09)/VLAN (Fast Networking, Fast Data FD.io VPP/VLAN, based on the FD.io VPP fast virtual switch over intel
NIC).


http://FD.io
http://FD.io

Installation or
update method ® Fully automated online or offline installation.
® Support of offline installation via USB or file-based image.
® Support of Cisco VIM Software Hub to mitigate the problem associated with the logistics of USB distribution for air-gapped
installation.
® Support of USB 3.0 64GB for M5 and Quanta-based management node. Support of UCS 2.0 64GB for M4-based
management node.

Scale
® Full Pod: Total of 128 nodes (compute and OSD) with Ceph OSD max at 20.

1 The 128 node limit is based on the scale testing done with OVS and based on customer deployments.
Ensure that you deploy a maximum of 60 nodes at a time. Also, after Day 0, you can add only/remove one ceph node at

atime.

® Micro/Edge pod: Supports a maximum of 16 standalone compute nodes.
® Hyper-converged (HC): Total of 64 nodes including three controllers is available. Maximum of 15 HC (compute and OSD)
nodes is supported.

1 Ceph OSDs can be HDD or SSD based, but must be uniform across the pod. Computes can boot off 2x1.2TB HDD or
2x960 GB SSD). In the same pod, some computes have SSD, while others can have HDD.

Contact Cisco VIM product management team for specific use case and BOM details applicable for each type of pod.
Automated pod

life cycle
management

Add or remove compute and Ceph nodes and replace the controller node.

Static IP management for storage network.

Reduction of tenant or provider VLAN through reconfiguration to a minimum of two.
Reconfiguration of passwords and selected optional services.

Automated software update.

Platform security

Secure OS, RBAC, network isolation, TLS, source IP filtering (v4 and v6), Keystone v3, Bandit, CSDL-compliant, hardened
OS, and SELinux.

Change CIMC password post-installation for maintenance and security.
Non-root login for administrators.

Read-only role is available for OpenStack users.

Enabling custom policy for VNF Manager.

Option to disable the management node reachability to the cloud API network.
Hosting of Horizon behind NAT or with a DNS alias.

Cinder volume encryption using Linux Unified Key Setup (LUKS).

Support of configurable login banner for SSH sessions.

Access to management node using Open LDAP or via MS AD

Support for IPv6 filters for administration source networks.

Introduction of Vault to encrypt secrets with reconfigure option.

Enablement of Vault as an option on Day 2.

Extended permit_root_login to Unified Management node.

CIMC authentication using LDAP.

Support of out of band and inband RedHat identity, policy and audit (IPA) system.
Support of Horizon and Keystone login settings.

Support of LDAP on Unified Management node.

SSH and password vulnerabilities for management node.

Kernel changes to address vulnerabilities.

Support of FPGA 1.1 image for Quanta GC SKU (2RU1N).

FQDN support for Cisco VIM management API.

LDAP support for Kibana.

Support of TLS over management network.

Support of Barbican using HSM.

Ability to disable VM live migration, snapshot, crash dump, and console.
Cisco VIM advanced OpenStack policy

Disable IPA Cache Credentials

Lock Docker Registry when not used in Management Node

openstack services container not to start with standard root account except for nova-libvirt*
RESTAPI DB password in VAULT*

Securing the cinder used with NAS (Network Attached Storage)*
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Enhanced
Platform
Awareness (EPA)

HA and
Reliability

Unified
Management
(UM) support

Cisco VIM
monitor

Central logging

External Syslog
servers

VM migration

Pod Migration

Storage

Monitoring

Optional
OpenStack
features

Support of
external
authentication
system

Software update

Supports NUMA, CPU pinning, huge pages, and SRIOV with Intel NIC.

Ability to set HYPERTHREADING at a global level or per compute basis.

Ability to set VM_HUGEPAGE_SIZE and VM_HUGEPAGE_PERCENTAGE at a global level or per compute basis.
Ability to allocate user-defined CPU (up to 6) cores to VPP.

Ability to bring in trusted_vf as a reconfigure option on a per server basis.

Ability to allocate user-defined CPU (up to 12) cores to Ceph for Micropod and hyper-converged nodes.
Ability to allocate user-defined CPU (up to 30) cores to compute nodes.

Ability to set LIBVIRT_WRITETHROUGH_CACHE at global or per compute basis.

Ability to set ISOLCPU at a global level or per compute basis.

Ability to set VIC_link_training at global level or per compute basis.

Improve OSD failure detection time

Ability to allocate user-defined memory (16 to 32 GB) to Ceph for Micropod and hyper-converged nodes.
Ability to allocate user-defined memory (25 to 500 GB) for compute nodes.

Ability to support custom mapping between OpenStack physnet to SRIOV PF.

Option to configure the queue size per VF on sriov*

Redundancy at hardware and software level.

Automated backup and restore of the management node.

Encryption of management node backup snapshot

Relaxation of Security Enhanced Linux (SELinux) requirement for backup and restore of the management node.
Optimization of automated backup and restore of the management node in a connected installation.

Single pane of glass in a single mode. Supports multi-tenancy and manages multiple pods from one instance.

Collects the metrics from the entire pod. Supports customizing alerts, sending SNMP traps, and exporting to external metric
collectors.

EFK integrated with external Syslog (over v4 or v6) for a log offload, with optional support of NFS with EFK snapshot.

Supports multiple external Syslog servers over IPv4 or IPv6. The minimum and maximum number of supported external Syslog
servers are 1 and 3, respectively.

Cold migration and resizing.
NUMA-aware live migration with Virtio and SRIOV.

Seamless migration of a Micropod to a full pod.

Block storage with Ceph or NetApp.

Option to use Ceph for Glance and SolidFire for Cinder.

Option to have multi-backend (HDD and SSD based) Ceph in the same cluster to support various 1/O requirements and
latency.

Integration of Zadara as an alternate to Ceph.

Support of ObjectStore (via Swift) with SolidFire as backend.

Support for multiple NFS Shares

Monitor the Cisco VIM pods centrally using the Highly Available Cisco VIM Monitor (HA CVIM-MON) over v4 and v6.

Monitor the Cisco VIM pods individually using the local Cisco VIM Monitor (CVIM-MON) over v4 and v6.

CVIM MON local LDAP support with Grafana, Prometheus, and Alert Manager.

Support of non Cisco VIM managed external servers running RHEL or CentOS.

Ceilometer for resource tracking and alarming capabilities across core OpenStack components is applicable only for fullon pod.
Third-party integration with Zenoss (called NFVIMON)

Enable trusted virtual function on a per-server basis.

DHCP reservation for virtual MAC addresses.

Enable VM_HUGE_PAGE_SIZE and VM_HUGE_PAGE percentage on a per-server basis.

Enable CPU and RAM allocation ratio on a per-server basis via add/remove compute or reconfigure.
Flatten volume from snapshot as an option in cinder.

LDAP with anonymous bind option.
Active Directory (AD).

Update of cloud software for bug fixes on the same release.

Support for VMs associated with more than 8vCPUs with MultiQ enabled Metadata and VPP plugin.*
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CIMC upgrade
capability

VPP port
mirroring

VXLAN extension
into the cloud

Technical
support for CIMC

Enable TTY
logging as an
option

Unified
Management
authentication

CIMC
authentication
using LDAP

Automated
enablement of
Intel X710/XL710
NIC's PXE
configuration on
Cisco UCS-C
series

Power
management of
computes

Fan policy for
servers

Disk
maintenance for
pod nodes

Branding of VM
workload

Cloud adaptation
for low latency
workload

Integrated test
tools

Central management tool to upgrade the CIMC bundle image of one or more servers.

Ability to trace or capture packets for debugging and other administrative purposes.
Automated update of BMC or BIOS and firmware of Quanta server.

Extended native external VXLAN network into VNFs in the cloud.

Support of Layer 3 adjacency for BGP.

Support of single VXLAN network or multi-VXLAN network (with head-end-replication option) terminating on the same
compute node.

Support of re-binding of Neutron port to another port.

Support of L3 fabric via VXLAN.

1 Only two-VXLAN network is supported.

Collection of technical support for CIMC.

Enables TTY logging and forwards the log to an external syslog server and EFK stack running on the management node.

Authentication support through local and LDAP.

Authentication support through LDAP.

Utility to update Intel X710/XL710 NIC's PXE configuration on Cisco UCS C-series.

Option to selectively turn OFF or ON the power of computes to conserve energy.

Option to set fan policy globally for UCS C-series based pod.

Ability to replace faulty disks on the pod nodes without the need to add, remove, or replace node operation.

Ability to check whether the VMs are running on Cisco VIM platform.

Enable real-time kernel to support edge pod.

Automated BIOS configuration.

Introduction of custom flavor.

Support of Intel N3000 card on selected servers to handle vRAN workloads.

Support of Cache Allocation Technology (CAT) to handle vRAN workloads.

Support of INTEL_SRIOV_VFS (SRIOV support for Intel NIC) and INTEL_FPGA_VFS (support for Intel N3000 FPGA card) at
a per-server level.

Open-source data plane performance benchmarking: VMTP (an open-source data plane VM to VM performance
benchmarking tool) and NFVbench (NFVI data plane and a service chain performance benchmarking tool).
Extending VMTP to support v6 over the provider network.

NFVbench support for VXLAN.

Services Health Checks Integration: Cloudpulse and Cloudsanity.
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Optional Settings

for Cisco UCS-C ® Power restore policy*

Series servers ® Raid controller cache write policy*
(M4/M5) ® Raid level setup for computes*
Additional

Management ® configurable Fluentd log forward delay*

Node Settings

1 *Indicates the features introduced in Cisco VIM 4.4.0

® For supported BOM details, reach out to nfvi-plm@cisco.com or your Account Team.

® Configure LACP on the data plane ports of the Cisco Nexus 9000 ToR when Cisco VIM is running on Intel NIC for data plane with VPP
as the mechanism driver. When Cisco NCS 5500 is ToR (with VPP), the LACP configuration on the data plane is done through auto-
ToR configuration feature of Cisco VIM.

Known Caveats
1 Cisco VIM upgrade from 4.2.x (y=0,1,2,3,4) to 4.4.0 may fail due to wrong runc version or will leave the pod with wrong podman and runc
versions. We have resolved the issue CSCwd29686.
DO NOT use the vim_upgrade_orchestrator.py from 4.4.0 cvim-registry.com.

Contact Cisco for a version of 4.4.0 vim_upgrade_orchestrator.py that has the fix for CSCwd29686.

The following list describes the known caveats in Cisco VIM 4.4.0:
® (CSCvz78460
NFVIMon: Zenoss to provide support for podman to display the containers.
® CSCvz78454
NFVIMon: Provide Zenoss zenpack support for Nautilus/Octopus.
® CSCwc77944
CVIM MON HA install not supported with Quanta Hardware with CVIM 4.4.0
® CSCwc42629
CVIM MON HA upgrade from 4.2.x to 4.4.0 is not supported
® CSCwd00642
provide power-restore policy support on day-2
® CSCwc97865
OSP rocky and steins, Cleanup the docker template yaml for sds while using file based upgrade.
® CSCwd03378
UCS M4 server NVM (firmware) version mismatch for Intel i40e drivers
You can use the Bug Search Tool to search for a specific bug or to search for all bugs in a release.
Procedure
. Go to the Cisco Bug Search Tool.
. Inthe Log In screen, enter your registered Cisco.com username and password, and then click Log In. The Bug Search page opens.

. To search for a specific bug, enter the bug ID in the Search For field and press Enter.
. To search for bugs in the current release:

A WN P

a. In the Search For field, enter Cisco Network Function Virtualization Infrastructure with release version and press Enter. (Leave the
other fields empty.)
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b. When the search results are displayed, use the filter tools to find the types of bugs you are looking for. You can search for bugs by
status, severity, modified date, and so forth.

To export the results to a spreadsheet, click the Export Results to Excel link.

The Following is the CVIM upgrade path supported :

3.4x>>3.6.3>>4.2X>>440
Upgrading the CVIM pod from 3.4.x >> 3.6.3. >> 4.4.0 is NOT SUPPORTED.

Starting from cvim 4.4.0 the following features are no longer supported; Management Node Centralization, ACI Plugin Integration, Ironic Support,
Ceilometer, Solidfire and Swift.
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Cisco NFVI Architecture
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Cisco VIM Overview

Networking Overview

UCS C-Series Network Topologies
Management Node Networking
IPv6 Support

UCS C-Series

High Availability

Storage Node Overview
OpenStack Telemetry Service
NFVBench

Auto-ToR Configuration via ACI API
NCS-5500 as ToR Option

Disk Management

OSD Maintenance

Power Management

Physical Cores and Reserved Memory
Software Hub

VXLAN EVPN Design

VPP Port Mirroring Support
Segment Routing EVPN
Container Workload

L3 Fabric Deployment

OpenStack Barbican

Management Network Over TLS
Support of Pre-encrypted Image
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Cisco NFVI Overview

Cisco Network Function Virtualization Infrastructure Overview

Cisco Network Function Virtualization Infrastructure (NFVI) provides the virtual layer and hardware environment in which virtual network functions (VNFs)
can operate. VNFs provide well-defined network functions such as routing, intrusion detection, domain name service (DNS), caching, network address
translation (NAT), and other network functions. While these network functions require tight integration between network software and hardware, the use of
VNF enables to decouple the software from the underlying hardware.

The following figure shows the high-level architecture of Cisco NFVI.

Virtualized Network Functions (VNFs)

NFV Infrastructure (NFVI)

Virtual Virtual Virtual
Compute Storage Neatwork

Virtualization Layer

e o

Hardware resources

Cisco NFVI includes a virtual infrastructure layer (Cisco VIM) that embeds the Red Hat OpenStack Platform (OSP 16.2). Cisco VIM includes the Train
release of OpenStack, which is an open source cloud operating system that controls large pools of compute, storage, and networking resources. Cisco
VIM manages the OpenStack compute, network, and storage services, and all NFVI management and control functions. Cisco VIM is an embedded
solution, and must be treated as one or else it violates the support agreement of the product. The activities such as changing system files and directories,
installing/upgrading rpms and/or enabling repositories outside Cisco VIM, are examples of such violations. For clarifications, reach out to Cisco support.

Key Cisco NFVI roles include:

® Control (including Networking)

® Compute

® Storage

® Management (including logging, and monitoring)

Hardware that is used to create the Cisco NFVI pods includes a specific combination of the following based on pre-defined BOMs. For more details,
contact Cisco VIM Product Management.

® Cisco UCS® C240 M4/M5: Performs management and storage functions and services. Includes dedicated Ceph (UCS 240-M4 or UCS 240-M5)
distributed object store and file system. (Only Red Hat Ceph is supported).

Cisco UCS C220/240 M4/M5: Performs control and compute services.

HP DL360 Gen?9: It is a third-party compute where the control plane is Cisco UCS servers.

Cisco UCS 220/240 M4/M5 (SFF): In a Micropod environment, it is expandable to a maximum of 16 computes.

Cisco UCS B200 M4 blades: It can be used instead of the UCS C220 for compute and control services. The B200 blades and C240 Ceph server
are connected with redundant Cisco Fabric Interconnects managed by UCS manager.

A combination of M5 series servers are supported in M5-based Micropod and VIC/NIC (pure 40G) based hyper-converged and micropod offering.
Quanta servers are an alternative to Cisco UCS servers: Use of specific Quanta servers for the installation of the cloud both at the core and edge.
An automated install of the Central Ceph cluster to the edge pods is supported for Glance image services.

® UCS 220/240 M5 in a nano-pod environment with 2-X710 Intel NIC or 25G/40G VIC/NIC BOM

The UCS C240 and C220 servers are of type M4 or M5 Small Form Factor (SFF) models where the nodes can boot off a pair of HDDs or SSD as specified
in BOM.

The Cisco VIM installer performs bare metal installation and deploys OpenStack services using Docker™ containers to allow for OpenStack services and
pod management software updates.
The following table shows the functions, hardware, and services managed by Cisco NFVI nodes.

Function Numb @ Hardware Services
er
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Manage 1
ment

Control | 3
Compute ' 2+
Storage 3 or
more
Top of lor
Rack more
(ToR) pairs

UCS C240 M4 SFF with 8, 16, or 24 1.2 TB HDDs (24 is
recommended)

UCS C240 M5 SFF with 8, 16, or 24 1.2 TB HDDs (24 is
recommended)

UCS C220 M5 SFF with 8x1.2 TB HDDs

Quanta server (D52BE-2U) with 2x1.2TB HDD

Quanta server (D52BQ-2U 3UPI) with 2x.3.8TB HDD

UCS C220/C240 M4/M5 with 2x1.2 TB HDDs or 2x960 GB SSDs
(in a Micropod or Full pod environment)

Quanta server (D52BE-2U) with 2x960 GB SSD

Quanta server (D52BQ-2U 3UPI) with 2x960 GB SSD for edge pod

UCS C220/C240 M4/M5 with 2x1.2 TB HDDs, or 2x960 GB SSDs
(in a Micropod or Full pod environment)

HP DL360 Gen9

Quanta server (D52BE-2U/ D52BQ-2U 3UPI) with 2x960 GB SSD

SSD and HDD drives must be in a 1:4 ratio per storage node minimum.
Storage node configuration options: Fullon environment:

UCS C240 M4/M5 with two internal SSDs, 1-4 external SSD, 4-
20x- 1.2 TB HDDs

SSD-based Ceph: UCS C240 M4/M5 with 2 internal SSDs,
minimum of 4 external SSDs, expandable to 24 SSDs

Quanta server (D52BE-2U) HDD Based: 4 SSD 960GB for Journal
+ 16 SAS HDD (16x2.4 TB) for OSD + 2 (2x2.4 TB SAS 10krpm
HDD)

for OS

Quanta server (D52BE-2U) SSD Based: 20 SSD (3.8 TB) OSD + 2
OSBoot (2x3.8TB SSD)

Micropod/UMHC/NGENAHC environment:

UCS C240 M4/M5 with two 1.2TB HDD for OS boot, one/2 SSDs
and 5/10x1.2 TB HDDs

UCS C240 M4/M5 with 2x960GB SSD for OS boot and 4 or 8 X960
GB SSDs

Cisco Nexus 9000 series as a standalone (recommended: nxos 9.3
(3), nxos 9.3(8))

Cisco Nexus 9000 switches controlled by ACI

Cisco NCS 5500

Internal SSD is the boot device for the storage node
You can use any ToR that supports virtual port channel. Cisco recommends to use Cisco Nexus 9000 SKUs as ToR, which is released
as part of Cisco VIM.
When Cisco NCS 5500 acts as a ToR, the option of Auto-ToR or ships in night is available similar to that of NXOS. If Auto-ToR option
is used, maximum of two Cisco NCS can be used.

Software applications that manage Cisco NFVI hosts and services include:

Cisco VIM Installer

Cobbler server

Docker Registry

ELK server

CVIM MON components: Prometheus and TSDB

Maria Database/Galera
RabbitMQ

HA Proxy/Keepalive
Identity Service

Image Service
Compute management
Network service
Storage service
Horizon dashboard
Fluentd

Virtual Networking Service
Compute service
Fluentd

Storage service

Cisco NCS 5500 provides ToR service with Cisco VIM running on C-
series and with Intel NIC and VPP as the mechanism driver for
deployment.

® Red Hat Enterprise Linux 8.4 with OpenStack Platform 16.2: Provides the core operating system with OpenStack capability. RHEL 8.4 and OPS
16.2 are installed on all target Cisco NFVI nodes.

® Cisco Virtual Infrastructure Manager (VIM): An OpenStack orchestration system that helps to deploy and manage an OpenStack cloud offering
from bare metal installation to OpenStack services, taking into account hardware and software redundancy, security and monitoring. Cisco VIM
includes the OpenStack Train release with more features and usability enhancements that are tested for functionality, scale, and performance.

® Cisco Unified Management: Deploys, provisions, and manages Cisco VIM on Cisco UCS servers.

® Cisco UCS Manager: Supported UCS manager firmware versions are 2.2(5a) and above.

® Cisco Integrated Management Controller (IMC): Cisco IMC 4.0(4i) or later is supported.

For the Cisco IMC lineup, the recommended version is as follows:

UCS-M4 servers

® Cisco IMC versions are 3.0(3a) or later, except for 3.0(4a). Cisco recommends Cisco IMC 4.0(2L).

® Expanded support of CIMC 4.0(1a), 4.0(1b), and 4.0(1c).

® You can move to 4.0(2f), only if your servers are based on Cisco VIC.
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UCS-MS5 servers

Do not use 3.1(3c) to 3.1(3h), 3.0(4a), 4.0(2c), or 4.0(2d).

Cisco recommends you to use CIMC 4.2(2a).

For Cascade Lake support, you need a bundle version of a minimum of CIMC 4.0(4d).
For GPU support, you must ensure that the server is running with CIMC 4.0(2f).

For UCS-C240, use 4.2(2a) or higher

Enables embedded server management for Cisco UCS C-Series rack servers. Supports Cisco IMC firmware versions of 2.0(13i) or greater for the fresh
install of Cisco VIM. Because of recent security fixes, we recommend you to upgrade Cisco IMC to 2.0(13n) or higher. Similarly, Cisco IMC version of
lineup is supported. For this, you must install Cisco IMC 3.0 (3a) or above.

The Quanta servers also need to run with a minimum version of BMC and BIOS version, which is listed below:

SKU Type BMC Version BIOS Version
D52BQ-2U 3UPI (CDC SKU) 4.68.22 3A11.BT17
D52BE-2U (GC SKU) 4.68.22 3A11.BT17

® Cisco Virtual Topology Forwarder (VTF)—VTF leverages Vector Packet Processing (VPP) to provide high-performance Layer 2 and Layer 3
VXLAN packet forwarding.

Two Cisco VNF orchestration and management applications that are used with Cisco NFVI include:

® Cisco Network Services Orchestrator, enabled by Tail-F—Provides end-to-end orchestration spanning multiple network domains to address NFV
management and orchestration (MANO) and software-defined networking (SDN). For information about Cisco NSO, see Network Services
Orchestrator Solutions.

® Cisco Elastic Services Controller—Provides a single point of control to manage all aspects of the NFV lifecycle for VNFs. Cisco ESC allows you to
automatically instantiate, monitor, and elastically scale VNFs end-to-end. For information about Cisco ESC, see Cisco Elastic Services Controller
Data Sheet.

The following figure shows the NFVI architecture with Cisco NSO and Cisco ESC.

Virtualisation Layer

Hardware Resources

NFVME&Q
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B ]

At a high level, the NFVI architecture includes a VNF Manager and NFV Infrastructure.

1
® Cisco Network Services Orchestrator
® Cisco Elastic Services Controller


http://www.cisco.com/c/en/us/solutions/service-provider/solutions-cloud-providers/network-services-orchestrator-solutions.html
http://www.cisco.com/c/en/us/solutions/service-provider/solutions-cloud-providers/network-services-orchestrator-solutions.html
https://www.cisco.com/c/en/us/products/cloud-systems-management/elastic-services-controller-esc/index.html
https://www.cisco.com/c/en/us/products/cloud-systems-management/elastic-services-controller-esc/index.html

2 | Cisco NFVI:

Cisco VIM +

Cisco UCS/Quanta/3rd Party Compute and Cisco Nexus Hardware +
Logging and Monitoring Software +

Cisco Virtual Topology Services (optional) +

Accelerated Switching with VPP (optional)

Cisco Unified Management (optional)

Pod Monitoring (optional)

For cloud networking, Cisco NFVI supports Open vSwitch over VLAN as the cloud network solution for UCS C-series, and Quanta pods. Both Quanta and
C-series deployments support provider networks over VLAN.

In addition, with a C-series pod, you can choose to run with augmented performance mechanism by replacing OVS/VLAN with VPP/VLAN (for Intel NIC).

The Cisco NFVI uses OpenStack services running inside containers with HAProxy load balancing and providing high availability to APl and management
network messaging. Transport Layer Security (TLS) protects the APl network from external users to the HAProxy. Cisco VIM installation also includes
service assurance, OpenStack CloudPulse, built-in control, and data plane validation. Day two pod management allows you to add and remove both
compute and Ceph nodes, and replace the controller nodes. The Cisco VIM installation embeds all necessary RHEL licenses as long as you use the Cisco
VIM supported BOM and the corresponding release artifacts.

The following illustration shows a detailed view of the Cisco NFVI architecture and the Cisco NFVI installation flow.
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Cisco VIM Overview
Cisco Virtualized Infrastructure Manager Overview

Cisco Virtualized Infrastructure Manager (VIM) is a fully automated cloud lifecycle management system. Cisco VIM helps to bring up a fully functional cloud
in hours, with integrated end-to-end control and data plane verification in place. Cisco VIM offers fully automated Day 1 to Day n cloud lifecycle
management. These include capabilities such as pod scaling (expansion), software update, upgrade, or reconfiguration parameters, consolidated logging
with rotation and export, software update, and upgrade. These have been implemented in line with the operational and security best practices of the
service providers and enterprises.

The following figure provides the high-level overview of all Day 0 and Day n items of Cisco VIM.
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Networking Overview
Networking Overview

Introduction
API Segment
External Segment
Management and Provisioning Segment
Storage Segment
Tenant Segment
Provider Segment
Pod with Intel NICs
© Control Plane
© Data Plane
© SRIOV

Introduction

Cisco VIM supports installation on two different types of pods. The rack C-series based offering supports Cisco NIC. You can choose the C-series pod to
run in a pure Intel NIC environment. Thereby, obtaining SRIOV support on the C-series pod. This section calls out the differences in networking between
the Intel NIC and Cisco VIC installations.

To achieve network level security and isolation of tenant traffic, Cisco VIM segments the various OpenStack networks. The Cisco NFVI network includes
six different segments in the physical infrastructure (underlay). These segments are presented as VLANs on the Top-of-Rack (ToR) Nexus switches
(except for the provider network) and as vNIC VLANSs on Cisco UCS servers. You must allocate subnets and IP addresses to each segment. Cisco NFVI
network segments include API, external, management and provisioning, storage, tenant, and provider.

API Segment

The API segment needs one VLAN in an externally accessible subnet that is different from the subnets assigned to other Cisco NFVI segments. These IP
addresses are used for:

® OpenStack API endpoints. These are configured within the control node HAProxy load balancer.
® Management node external connectivity: Ensure that L2/L3 connectivity between the SSH interface (via br_api) of the management node to the
OpenStack API exists, so that tools like VMTP and NFVbench can work.

External Segment
The external segment needs one VLAN to configure the OpenStack external network. You can provide the VLAN during installation in the Cisco NFVI setup

_data.yaml file, but you must configure the actual subnet using the OpenStack API after the installation. Use the external network to assign OpenStack
floating IP addresses to VMs running on Cisco NFVI.

Management and Provisioning Segment

The management and provisioning segment needs one VLAN and one subnet with an address pool that is large enough to accommodate all the current
and future servers planned for the pod for initial provisioning (PXE boot Linux) and for all OpenStack internal communication. This VLAN and subnet can
be local to Cisco NFVI for C-series deployments. You must statically configure management IP addresses of Nexus switches and Cisco UCS server Cisco
IMC IP addresses, through the API segment, but not through DHCP. The management/provisioning subnet can either be internal to Cisco NFVI (that is, in
a lab, it can be a non-routable subnet limited to Cisco NFVI only for C-series pods), or an externally accessible and routable subnet. All Cisco NFVI nodes
(including the Cisco VTC node) need an IP address from this subnet.

Storage Segment

Cisco VIM has a dedicated storage network used for Ceph monitoring between controllers, data replication between storage nodes, and data transfer
between compute and storage nodes. The storage segment needs one VLAN and /29 or larger subnet internal to Cisco NFVI to carry all Ceph replication
traffic. All the participating nodes in the pod will have IP addresses on this subnet.

Tenant Segment
The tenant segment needs one VLAN and a subnet large enough to manage pod tenant capacity internal to Cisco NFVI to carry all tenant virtual network

traffic. Only Cisco NFVI control and compute nodes have IP addresses on this subnet. The VLAN/subnet can be local to Cisco NFVI.

Provider Segment
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Provider networks are optional for Cisco NFVI operations but are often used for real VNF traffic. You can allocate one or more VLANS for provider
networks after installation is completed from OpenStack.

Cisco NFVI renames interfaces based on the network type it serves. The segment Virtual IP (VIP) name is the first letter of the segment name. Combined
segments use the first character from each segment for the VIP, with the exception of provisioning whose interface VIP name is "mx" instead of "mp" to
avoid ambiguity with the provider network. The following table shows Cisco NFVI network segments, usage, and network and VIP names.

Network Usage Network Name VIP
Name
Management Management and mx
[/Provisioning OpenStack control plane traffic. provisioning

L]
® Application package downloads.

® Server management; management node connects to servers on this network.
® Host default route.

® PXE booting servers during bare metal installations.

API api a
Clients connect to API network to interface with OpenStack APIs.

OpenStack Horizon dashboard.

Default gateway for HAProxy container.

Integration with endpoints served by swift cluster for object storage, cinder backup service, or Identity

service with LDAP or AD.

Tenant VM to VM traffic. For example, VXLAN traffic. tenant t
External Access to VMs using floating IP addresses. external e
Storage Transit network for storage back-end. storage s

Storage traffic between VMs and Ceph nodes.
Provider Network Direct access to existing network infrastructure. provider p

Installer API VIM installer API br_api
® Administrator uses the installer API network to SSH to the management node.
* Administrator connects to installer API to interface with secured services. For example, Kibana on the
management node.

For each C-series pod node, two VNICs are created using different ports and bonded for redundancy for each network. Each network is defined in setup_da
ta.yaml using the naming conventions listed in the preceding table. The VIP Name column provides the bonded interface name (for example, mx or a)
while each vNIC name has a 0 or 1 appended to the bonded interface name (for example, mx0, mx1, a0, al).

The Cisco NFVI installer creates the required vNICs, host interfaces, bonds, and bridges with mappings created between all elements. The number and
type of created vNICs, interfaces, bonds, and bridges depend on the Cisco NFVI role assigned to the UCS server. For example, the controller node has
more interfaces than the compute or storage nodes. The following table shows the networks that are associated with each Cisco NFVI server role.

Management Node Controller Node Compute Node Storage Node
Management/Provisioning | + + + +
API N
Tenant + +
Storage + + +
Provider Fad +
External +

1" ** Provider network is extended to controller nodes, when VMs are on provider network with virtio.

The network arrangement on third-party HP compute is slightly different from that of Cisco compute running with Intel NIC, because the HP computes have
2 less NIC ports than that are available in the Cisco Intel NIC BOM.
Following table lists the differences in the network arrangement between the Cisco compute and third-party HP computes.

Network Cisco UCS Ce220/Ce240M4 HPE ProLiant DL360 Gen9 and Quanta Compute Dell
Interface /M5 Compute PowerEdge
R740
samx Management control plane network = N/A Management
control plane
network
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samxpet Converged control and data plane Control and data plane network for all other than SRIOV: N/A
network based on NIC configuration

1. Management network on br_mgmt bridge interface with samxpet main interface as one
of the member interface (native VLAN configuration required on the top-of-rack switches)

2. Storage network on the sub-interface
samxpet.<storage VLAN>

3. Tenant and provider networks on veth interface pet/pet-out as one of the member
interface with br_mgmt bridge interface

pet Dedicated data plane network N/A Dedicated data
(based on NIC configuration) plane network
p Provider data plane network Provider data plane network Provider data

plane network

sriov[0-3] Provider data plane SRIOV Provider data plane SRIOV networks Provider data
networks plane SRIOV
networks
S Storage control and data plane Storage control and data plane network Storage control
network and data plane
network
t Tenant data plane network Tenant data plane network Tenant data plane
network

In the above table, p, s, and t stands for provider, storage and tenant network respectively but their actual implementation is part of samx and pet network.

In the initial Cisco NFVI deployment, two bridges are created on the controller nodes and linked with interfaces and bonds. The br_api bridge connects the
API (a) interface to the HAProxy. The HAProxy and Keepalive containers have virtual IPs (VIPs) running for each OpenStack API endpoint. The br_mgmt
bridge connects the Management and Provisioning (mx) interface to the HAProxy container as well.

The following diagram shows the connectivity between Cisco NFVI nodes and networks.

Router

Ternamt

ARICINERS

VIC Node
Cortroller lopiienal j
Nodes

|
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* For C series, Cisco VI Nore-routable is recommended,
For B series, UCSM IP should be reachable from the management network

Supported Layer 2 networking protocols include:

® VLAN over Open vswitch(SRIOV with Intel 710NIC).

® VLAN over VPP/VLAN for C-series Only.

® SRIOV allows a single physical PCI Express to be shared on a different virtual environment. The SRIOV offers different virtual functions to
different virtual components, for example, network adapters, on a physical server.

The footprint of the cloud offering supported by Cisco VIM has continued to evolve over multiple releases to support customer needs that can vary across
multiple dimensions such as cloud capacity, power, physical space, and affordability. The following table shows the available Cisco NFVI hardware and
data path deployment combinations.

Pod Type NIC Type Hardware Vendor Mechanism Driver ToR Type
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fullon Cisco VIC UCS C series M4 OVS/VLAN NIK
UCS C series M5

fullon Cisco VIC UCS C series M4 VTF with VTC (VXLAN) = N9K
UCS C series M5 with 1457 computes
fullon Intel NIC UCS C series M4 OVS/VLAN with SRIOV | N9K
UCS C series M5
fullon Intel NIC Quanta D52BQ-2U 3UPI OVS/VLAN with SRIOV | N9K
fullon Intel NIC UCS C series M4 VPP/VLAN with SRIOV | N9K
UCS C series M5 NCS-5500
fullon VIC for Control & Intel NIC for Data Plane | UCS C series M4 with HP as OVS/VLAN with SRIOV | N9K
third-party Compute
fullon Intel NIC UCS C series M5 with Dell as VPP/VLAN with SRIOV | NCS-5500
third-party Compute
fullon Cisco VIC with Intel NIC UCS C series M4/M5 computes OVS/VLAN (VIC) N9K
UCS C series M5 with SRIOV (Intel NIC)
micro Cisco VIC UCS C series M4 OVS/VLAN N9K
UCS C series M5
micro Intel NIC UCS C series M4 OVS/VLAN NIK
UCS C series M5
micro Intel NIC UCS C series M4 VPP/VLAN N9K
UCS C series M5 NCS-5500
UMHC Cisco VIC with Intel NIC UCS C series M4 UCS C series M5 OVS/VLAN (VIC) N9K
with SRIOV (Intel NIC)
NGENAHC VIC for Control & Intel NIC for Data Plane ' UCS C series M4 VPP/VLAN NIK
edge Intel NIC Quanta D52BE-2U OVS/VLAN with SRIOV | N9K
ceph Intel NIC Quanta D52BQ-2U 3UPI N/A NIK
nano Cisco VIC UCS C series M5 OVS/VLAN N9K
nano Intel NIC UCS C series M5 OVS/VLAN N9K
1
® fullon indicates the dedicated control, compute and ceph nodes.
® micro indicates converged control, compute, and ceph nodes with expandable computes.
® Hyperconverged (HC) indicates the dedicated control and compute nodes, but all ceph nodes are compute nodes.
L]

edge indicates converged control and compute nodes with expandable computes. It communicates with Central ceph cluster for
Glance Image service. Persistent storage is not supported.

® ceph indicates converged cephcontrol and cephosd nodes, with an option to add cephosd nodes for glance image services.

® nano indicates a single node cloud with control and compute functionality with no persistent storage and no scope for expansion. It can
be managed via a virtual or physical management node that is Layer 3 or Layer 2 distance away, respectively, from the nano pod.

® The SRIOV support is applicable for Intel NICs in the pods.
® VTF with VTC is only supported on C-series Cisco VIC.

Pod with Intel NICs

For pods with Intel NICs (X710), the networking is slightly different. You need to have at least two NICs (4x10G) on a single server to support NIC level
redundancy. Each NIC is connected to each ToR (connections explained later in this section). Since vNICs are not supported in the Intel card, bond the
physical interfaces at the host and then create sub-interfaces based on the segment VLAN. Lets call the two NIC cards as NIC_1 and NIC_2 and call their
four ports as A, B, C, D. Unlike Cisco VIC based pod, the traffic here is classified as follows:

1. Control plane.

2. Data plane (external, tenant and non-SRIOV provider network).
3. SRIOV (optional for provider network). If SRIOV is used, the data plane network only carries external and tenant network traffic.

Control Plane
The control plane is responsible for carrying all the control and management traffic of the cloud. The traffic that flows through control plane are:
1. Management/Provision.

2. Storage.
3. APL
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The control plane interface is created by bonding the NIC_1 A port with NIC_2 A port. The bonded interface name is called as samx, indicating that it is
carrying Storage, API, Management/Provision traffic (naming convention is similar to Cisco VIC pod). The underlying interfaces (physical interfaces) of the
bonded interface are renamed as samx0 and samx1. samx0 belongs to NIC_1 and samx1 belongs to NIC_2. Sub interfaces are then carved out of this sam
interface based on the storage, APl VLANs. The management/provision traffic is untagged/native VLAN to support pxe booting.

Data Plane
The data plane is responsible for carrying all the VM data traffic. The traffic that flows through the data plane are

® Tenant
® Provider
® External

The data plane is created by bonding the NIC_1 B port with NIC_2 B port. The bonded interface name here is pet, indicating that it is carrying provider,
external and tenant traffic. The underlying interfaces of this bonded interface are visible as pet0 and petl. petO belongs to the NIC_1 and petl belongs to
NIC_2.

In case of OVS/VLAN, the pet interface is used as it is (trunked to carry all the data VLANS) to the Openstack cloud, as all the tagging and untagging
happens at the Openstack level. In case of Linux Bridge/VXLAN, sub-interface exists for tenant VLAN to act as the VXLAN tunnel endpoint.

SRIOV

For Intel NIC pod, the third port (and optionally the fourth port) from each NIC can be used for SRIOV traffic. This is optional and is set or unset through a s
etup_data.yaml parameter. Unlike the control and data plane interfaces, these interfaces are not bonded and hence there is no redundancy. Each SRIOV
port can have maximum of 32 virtual functions and the number of virtual function to be created are configurable through the setup_data.yaml. The interface
names of the SRIOV are shown as sriov0 and sriovl on each host, indicating that sriov0 belongs to NIC_1 C port and sriov1 belongs to NIC_2 C port.

The following table summarizes the interface name and type of traffic for each network plane:

Network Usage Type of traffic Interface name

Control Plane | To carry control/management traffic = Storage, APIl, Management/Provision | samx
Data Plane To carry data traffic Provider, External, Tenant pet

SRIOV To carry SRIOV traffic SRIOV sriovO0, sriovl, ..

The following table shows the interfaces that are present on each type of server (role based).

Management Node Controller Node Compute Node Storage Node
Installer APl +
Control plane | + + + +
Data plane + +
SRIOV +

1" On Intel pod, all kinds of OpenStack networks are created using physnetl as the physnet name.
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UCS C-Series Network Topologies
UCS C-Series Network Topologies

Cisco NFVI UCS servers are connected to the ToR switches using Cisco UCS dual-port Virtual Interface Cards (VICs). The VIC is an Enhanced Small
Form-Factor Pluggable (SFP+) 10 Gigabit Ethernet and Fiber Channel over Ethernet (FCoE)-capable PCI Express (PCle) card designed for Cisco UCS C-
Series Rack Servers. Each port connects to a different ToR using a Virtual Port Channel (VPC). Each VIC is configured with multiple vNICs that
correspond to specific Cisco VIM networks. The UCS Cisco IMC port is connected to an out-of-band (OOB) Cisco management switch.

The following figure shows the UCS C-series pod Cisco NFVI host to ToR topology.

ToR-A ToR-B
Nexusoopo AR -
Series Switches Ezgz e —
VPC - Trunks
il

Cisco NFVI
Server Nodes

00B Management
(Catalyst Switch)

For Intel NIC, a single two-port Cisco VIC in the preceding figure is replaced with two 4-port 710 Intel NIC. An extra Intel NIC is added to provide card level
redundancy as shown in the figure below:
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Of the four ports that are available in each NIC card, port A is used for management traffic (provision, API, storage, etc), whereas the port B is used for
data plane (tenant and provider network) traffic. Port C (and optionally Port D) is dedicated for SRIOV (configured optionally based on setup_data.yaml).
Sub-interfaces are carved out of the data and control plane interfaces to provide separate traffic based on specific roles. While the ports A and B from
each NIC help in forming bonded interface, the ports C and D over which SRIOV traffic for provider network flows are not bonded.

You must take extreme care during pod setup, so that ports A, B and C for the Intel NIC is connected to the ToRs.

You can optionally use port D as the second pair of SRIOV ports with appropriate intent defined in the setup_data.yaml file. From Cisco VIM release 2.4.2
onwards, this port option is available for both M4 and M5 based systems or pods.
The following table provides the default link aggregation member pairing support for the pods based on server type:

Server/POD Type

Target Functions

Default NIC Layout

M4 Intel NIC based

Control Plane

NIC-1 A+ NIC-2 A

Data Plane NIC-1B + NIC-2 B
SRIOV 0/1 NIC-1 C + NIC-2C
SRIOV 2/3 NIC-1 D + NIC-2D

M5 Intel NIC based

Control Plane

NIC-1 A+ NIC-1 B

Data Plane NIC-1C + NIC-1 D
SRIOV 0/1 NIC-2 A+ NIC-2B
SRIOV 2/3 NIC-2 C+ NIC-2D
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1" In M5 pod, a NIC_LEVEL_REDUNDANCY option is available to support the M4 default option for link aggregation settings.

From Cisco VIM 2.4.2 onwards, support of M5 full on pods with two port XL-710 across control, compute and dedicated Ceph Nodes, and with
NIC_LEVEL_REDUNDANCY is available. This deployment can be achieved with Cisco Nexus 9000 series or Cisco NCS 5500 as ToR. SRIOV is not
supported in computes with XL-710. However, the pod can also support computes with four-port X-710, where SRIOV is over port C and D.

In Cisco VIM, computes (M4 based testbed) running a Cisco 1227 VIC, and 2 2-port Intel 520 NIC are supported. In this combination, SRIOV is running on
the Intel NIC, whereas the control and data plane are carried by virtual interfaces over Cisco VIC.

Cisco VIM 2.4 introduces the support of C220/C240 M5 servers in a micropod configuration with an option to augment the pod with additional computes
(up to a max of 16). The M5 micropod environment is based on X710 for control and data plane and an additional XL710 or 2xX710 for SRIOV. The
SRIOV card is optional. Once the SRIOV card is chosen, all the computes must have same number of SRIOV ports across the pod.

The following diagram depicts the server network card diagram for the UCS-M5 micropod setup.
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Cisco VIM 2.4 introduces the first third-party compute. The first SKU chosen is HPE ProLiant DL360 Gen9. In Cisco VIM 2.4, the supported deployment is
a full-on pod, with OVS as the mechanism driver, where the management, control, and storage nodes are based on existing Cisco UCS ¢220/240M4 BOM,
and the compute nodes are on HPE ProLiant DL360 Gen9 hardware:

ProLiant DL360 Gen9 with HP Ethernet 1Gb 4-port 331i Adapter - N C (755258-B21) 2 x E5-2695 v4 @2.10GHz CPU
X 32GB DDR4 nenory (Total 256GB)

x Smart Array P440ar hardware RAID card with battery

x 1.2 TB - SAS 12GB/ S 10k RPM HDD

x Fl exLOM HP Et hernet 10Gb 2-port 560FLR- SFP+ Adapter

2 x PCle HP Ethernet 10Gb 2-port 560SFP+ Adapter

System ROM P89 v2.40 (02/17/2017)

i LO Firmvare Version: 2.54 Jun 15 2017

P N = 00

For HP computes, the FlexLOM HP Ethernet 10Gb interface is used for management and tenant network, while the two additional HP Ethernet 10Gb 2-
port 560SFP+ adapters are used for SRIOV for the provider network. Listed below is network schematic of the HP Compute node (HP DL360GEND9).

28



@ ucs

[ JHost

- Tor

Ports

B N c
Control/data plai

——— SRIOV
Links to ToR

— Veth pair
I Linux Bridge

samuxpetd | oy et [HTPEH *  Default gateway

sa !Em

wiw?  wriowd Prov icer
|t banded] L s

= -

ol sl
fnct bonded]

AP

=

.

Cisco VIM 3.4.6 uses Dell PowerEdge 740 (with 2x1.2TB HDD) as compute with UCS M5 as control and ceph nodes in a full pod environment. In this
configuration, four Intel XXV710 NIC cards are present in the compute with VPP/VLAN network. The cloud control and data plane are running on
dedicated NIC cards, while the SRIOV is running on two additional NICs as depicted below:
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The Cisco NFVI controller node has four bonds: mx, a, t, and e. Each of them has a underlying interface that is named with the network name association
and a mapped number. For example, the management and provisioning network, mx, maps to mx0 and mx1, the API network, a, to a0 and a1, and so on.
The bonds map directly to the vNICs that are automatically created on the controller node when it is deployed.

Cisco VIM manages a third-party infrastructure based on Quanta servers, thereby bringing in true software abstraction. In the implementation, the
supported deployment is a full-on or edge pod, with OVS as the mechanism driver. With the power limitation and rack restrictions on the edge pod, it
cannot support hard-drives for the Ceph service. As the Edge pod does not need persistent storage, it is designed to communicate with a central ceph
cluster for providing glance image services only.

The installation and management of the Central Ceph cluster is fully automated and it is assumed that the management network of the edge cloud is
routable to that of the central Ceph cluster.

In the case of Quanta servers, the networking is similar to that of the HP computes except for the two port 25G (xxv710) Intel NICs. The 2x25GE OCP card

is used for control and data plane network over virtio, and the two additional 25GE 2-port xxv710 based Intel NIC Adapters are used for SRIOV via the
provider network.

The following figure shows the controller node network-to-bond-to-vNIC interface mapping.
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The Cisco NFVI compute node has three bonds: mx, t, and p. Each has an underlying interface that is named with the network name association and a
mapped number. For example, the provider network, p, maps to p0 and p1. The bonds map directly to the vNICs that are automatically created on the
compute node when it is deployed. The following figure shows the compute node network-to-bond-to-vNIC interfaces mapping.
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The Cisco NFVI storage node has two bonds: mx and s. Each has an underlying interface that is named with the network name association and a mapped
number. For example, the storage network, s, maps to sO and s1. Storage nodes communicate with other storage nodes over the mx network. The storage
network is only used for Ceph backend traffic. The bonds map directly to the vNICs that are automatically created on the storage node when it is deployed.
The following figure shows the network-to-bond-to-vNIC interfaces mapping for Cisco NFVI storage node.
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Cisco NFVI installation creates two bridges on the controller nodes and interfaces and bonds are attached to the bridges. The br_api bridge connects the
API (a) interface to the HAProxy container. The HAProxy and Keepalive container has VIPs running for each OpenStack API endpoint. The br_mgmt
bridge connects the Management and Provisioning (mx) interface to the HAProxy container as well.

The following figure shows the connectivity between the mx interface and the br_mgmt bridge, and the connectivity between the br_mgmt and the

HAProxy container/namespace using mgmt_out and mgmt interfaces. The figure also shows the connectivity between the api interface and the br_api
bridge, and the link between the br_mgmt bridge and the HAProxy container using api_out and mgmt_out interfaces.
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A sample routing table is shown below. br_api is the default route and br_mgmt is local to the pod.

[root @43-bot-nmgnt ~]# ip route

default via 172.26.233.193 dev br_api proto static nmetric 425

172.26.233.0/ 25 dev br_ngnt proto kernel scope link src 172.26.233.104 netric 425
172.26.233.192/ 26 dev br_api proto kernel scope link src 172.26.233.230 netric 425

[root @43-bot-nmgnt ~]# i p addr show br_api

6: br_api: <BROADCAST, MULTI CAST, UP, LONER_UP> ntu 1500 qdi sc noqueue state UP
link/ether 58:ac:78:5c:91:e0 brd ff:ff:ff:ff:ff:ff

inet 172.26.233.230/26 brd 172.26.233. 255 scope gl obal br_api

valid_Ift forever preferred_|ft forever

inet6 fe80::2cla:f6ff:feb4d: 656a/ 64 scope |ink

valid_Ift forever preferred_|Ift forever

[root @43-bot-mgnt ~]# ip addr show br_ngnt

7: br_ngnt: <BROADCAST, MULTI CAST, UP, LONER_UP> ntu 1500 qdi sc noqueue state UP
link/ether 58:ac:78:5c:e4:95 brd ff:ff:ff:ff:ff:ff

inet 172.26.233.104/25 brd 172.26.233.127 scope gl obal br_ngnt

valid_Ift forever preferred_|lft forever

inet6 fe80::403: 14ff: fef4:10c5/64 scope |ink

valid_Ift forever preferred_|Ift forever
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Management Node Networking

Management Node Networking

In Cisco VIM, the management node has an interface for APl and another interface for provisioning. This is primarily done for security reasons, so that
internal pod management or control plane messages (RabbitMQ, Maria DB, and so on) does not leak out, and hence reducing the attack vector to the pod.
The API interface is used to access the VIM installer APl and to SSH to the management node. All external services (installer API, Insight, ELK, and so on)
are password-protected and hang off the API interface. The default route of the management node points to the API interface. The other interface or the
provisioning interface is used to PXE boot the various nodes that constitute the OpenStack pod. Typically, the provisioning interface is a non-routable
interface that is reserved for OpenStack management traffic.

You must apply proper ACL in the upstream router, so that other networks do not interfere with the provisioning network. Depending on the overall
deployment, the management node acts as a jump-server to the OpenStack nodes.

The following figure depicts the Cisco VIM management node networking.
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Cisco NFVI UCS C-series management node physically connects to the network. Unlike other nodes, the management node does not use multiple vNICs
corresponding to specific Cisco NFVI networks. Instead, it connects to the management and API networks using two different physical connections. The
management node connects to the management network using a Cisco two-port VIC or first two ports of intel X710-DA4, with each port connecting to a
different ToR switch in a VPC configuration. The Cisco VIC card utilizes the default vNICs, but requires the vNICs to be in trunk mode and the default
VLAN set to the management network VLAN.

The management node connects to the API network using both 1Gbps LAN On Motherboard (LOM) ports connected in a port-channel configuration.
These ports can either connect to the Nexus 9000 series switch in a VPC configuration, or to an operator-managed switch, depending on how the operator
wants to segment their network. The Cisco IMC port can optionally be connected to an out-of-band management Catalyst switch.

Management node services, which are required to start the other topology nodes, listen to the management network and the traffic flowing over the vNICs
or NICs on that network. These services and the other management network services are unsecured. Secure management node services listen on the

management node API network, and their traffic flows over the LOM ports. This service division allows tenants to utilize tighter network access control to
the management network than the management node API network.

1" Connecting the Cisco IMC port to a Cisco OOB management switch is optional.

The following figure shows the Cisco NFVI management node (UCS C-series) API network connections.
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For the Day 0 server automation in Cisco VIM, ensure that the reachability to:

® CIMC/ILO/BMC of the individual servers from the management node is available through the br_api network.
® Cloud API, external network (for ssh to floating IPs), and provider network from the management node is available, as the VMTP and NFVbench

are typically run from the management node.
You can enable or disable the default behavior of the management node reachability from cloud API, external network, and provider network as

part of their Day 0 configuration.

If you disable the reachability to cloud API, external, and provider network for security reasons, then:

® VMTP and NFVbench are not accessible from the management node.
® Cloud API, external network, and provider network must be properly routed as the Cisco VIM cannot automatically valid the same.
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IPv6 Support

IPv6 Support on Management Network

As the number of available routable IPv4 networks is limited, Cisco VIM supports dual-stack environment. In a dual-stack environment, Cisco VIM honors
all the external endpoints over IPv6, including OpenStack. The switching from IPv4 to IPv6 based environment needs a reinstallation of the entire pod. The
internal networks similar to management/provision use a non-routable private IPv4 network to PXE boot the servers in a Layer 2 environment.

1" Ifthe management node is Layer 3 adjacent to the pod made of UCS servers, the IPv4 address of the management network in the dual-stack
environment is routable.

Enhancements are made so that the IPv4 address of the management network in the dual-stack environment is non-routable, when the pod is made up of
Quanta servers.

As both CEPH (mon) and OpenStack control plane communication over IPv4 exists, you cannot completely remove IPv4 from the management network.
However, you can run IPv4+IPv6 dual-stack in which IPv4 network can exist in a non-routable private network and IPv6 network can exist in a routable
semi-private network. This satisfies the requirements of the Cisco VIM accessibility to the external services over IPv6.

In Cisco VIM, the management network supports IPv6 addresses for servers, while the management node is statically allocated from a given pool. The

external services that support both IPv4 and IPv6 addresses are DNS, NTP, and AD or LDAP. You can run IPv4+IPv6 (optionally) as the cloud API
endpoint. CIMC/BMC can have IPv6 addresses.

35



UCS C-Series
UCS C-Series

You can deploy Cisco NFVI using a combination of Cisco UCS C-series and or selected third-party rack servers. The C-series management node is
connected to the Cisco Nexus 9000 Series ToRs through the Cisco VIC in a VPC configuration. The servers are connected to the ToRs as well. For C-
series implementation, see Networking Overview.

For C-series pods, each host has a 2x10-GE Cisco network card 1227 from which the installer creates two vNICs for each network to ensure that the
network topology has built-in redundancy. You can also use the same network card for provider network, if needed. Each link of a given network type
terminates to a unique Cisco Nexus 9000 switch, which acts as a ToR. The Cisco Nexus 9000s are configured in VPC mode to ensure network
redundancy. The networking redundancy is extended to the management node, which has a redundant vNIC for the installer APl and management or
provisioning networks. The following figure shows the C-series topology.
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1 Here, UCS 220 M4 is used as the control/compute, but UCS 240 M4 can also be used as control and compute nodes.

Cisco NFVI uses multiple networks and VLANS to isolate network segments. For UCS C-series management and storage nodes, VLANSs are trunked
between the ToR switches and Cisco VICs on the C-series nodes. The following figure shows the network segment layout for combined C-series
installation.
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High Availability
High Availability

High availability (HA) is provided by HAProxy, a single-threaded, event-driven, non-blocking engine combining a fast I/O layer with a priority-based
scheduler. HAProxy architecture is layered with bypass mechanisms at each level to ensure that the data does not reach higher levels than needed. Most
processing is performed in the kernel.

The following figure shows a detailed view of Cisco NFVI controllers connecting to the APl and Management and Provisioning network. It also shows how
the bridges are configured and the roles of the HAProxy container and network namespace. The dedicated HAProxy container network namespace was
created to avoid split default gateway problems. The namespace allows API segment ingress and egress traffic to have a different default gateway than
the one configured on each controller host for non-API traffic. In the illustration, two of the three Cisco NFVI controllers have HAProxy containers and a
dedicated Linux network namespace. Cisco NFVI supports three HAProxy containers.
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In the figure, Control Node 1 is attached to the API network segment through the br_api bridge. The br_api bridge connects to the Linux network
namespace where the HAProxy container has an interface that is mapped through the api < > api_out interface mapping. The HAProxy container has a
default gateway configured that points to the upstream API Layer 3 First Hop Redundancy Protocol (FHRP) VIP. This gateway is used for the HAProxy
container incoming and outgoing AP traffic.

Outside traffic coming in through the API interface is routed into the API network. The traffic traverses the br_api bridge, goes into the Linux network
namespace and then the API VIP (based on the IP address or port) that is listening on the HAProxy container. The HAProxy container establishes a
connection with the backend API endpoint (for example, the OpenStack Horizon dashboard) and the return traffic passes through the container and back
out the API network following the default gateway for the container on the API network. All other non-API traffic such as the management access over SSH
to the Cisco VIM controller comes into the management or provisioning network and access the node directly. Return traffic uses the host-level default
gateway that is configured on the Linux (RHEL) operating system.

If an HA event occurs in a Cisco NFVI pod, Cisco VIM automatically shuts down machines by failing over services. Examples include:

® For API servers, HAProxy automatically ensures that the other redundant control services handle requests, avoiding the shutdown/terminated/non-
responding one.

® For quorum services, such as Galera, the remaining members of the quorum continue to provide service and HAProxy ensures that new requests
go to the remaining processes.

® For an active/standby process such as HAProxy, the system moves the endpoint IP to a standby copy and continues to operate.

All these behaviors are automatic and do not require manual intervention. When the server is restarted, the services automatically come into service and
are added to the load balancing pool, joining their quorums or are added as backup services, depending on the service type.

While manual intervention is not needed, some specific failure scenarios (for example, Mariadb, rabbit) can cause problems that require manual
intervention. For example, if a complete network failure occurs, the Galera and RabbitMQ clusters can go into three-way partition. While the Cisco NFVI
cluster is resilient to single-point failures, two switches failing simultaneously—something highly unlikely in long-running systems—can sometimes happen
due to administrative error, in which case, manual intervention is needed.

To repair the pod, the management node must be up and running and all the nodes accessible through password-less SSH from the management node.
From the installer<tagid> directory, execute:

ci scovimcluster-recovery

G} For the cvim pod that has mechanism_driver: vpp ; performing "ciscovim cluster-recovery" will restart the neutron-vpp container in compute and
controller leading to data plane downtime (.i.e. All the VM running on the compute will lose the data plane connectivity)

We recommend to run the cluster-recovery in a Maintenance window for VPP based CVIM POD.
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The control nodes are recovered after the network partitions are resolved. After executing this command, control nodes services come back to working
state. To ensure that the Nova services are good across the compute nodes, execute the following command after sourcing /root/openstack-configs/openrc:

nova service-list*

To check for the overall cloud status, execute the following:

# ciscovim
cloud-sanity create test all

To view the cloud-sanity results, use the following command:

#ci scovi m cl oud-sanity show result all -id
<uid of the test >
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Storage Node Overview

Storage Node Overview

® Block Storage

® Third-Party Integration
© NetApp
O Zadara

Block Storage

Cisco NFVI storage nodes utilize Ceph, an open source software for creating redundant, scalable data storage using clusters of standardized servers to
store petabytes of accessible data. OpenStack Object Storage is a long-term storage system for large amounts of static data that can be retrieved,
leveraged, and updated. It uses a distributed architecture with no central point of control, providing greater scalability, redundancy, and permanence.
Objects are written to multiple hardware devices, with the OpenStack software responsible for ensuring data replication and integrity across the cluster.
Storage clusters scale horizontally by adding new nodes. if a node fail, OpenStack replicates its content across other active storage nodes. Because Ceph
uses software logic to ensure data replication and distribution across different devices, inexpensive commodity hard drives and servers can be used in lieu
of more expensive equipment.

Cisco NFVI storage nodes include object storage devices (OSDs): consisting either of hard disk drives (HDDs), and/or solid state drives (SSDs). OSDs
organize data into containers called objects that a user or application determines are related. The objects reside in a flat address space where they all
exist at the same level and cannot be placed inside one another. Each OSD has a unique object identifier (OID) that allows the Cisco NFVI control node to
retrieve it without knowing the physical location of the data it contains.

HDDs store and retrieve digital information using one or more rigid rapidly rotating disks coated with magnetic material. The disks are paired with magnetic
heads arranged on a moving actuator arm, which read and write data to the disk surfaces. Data is accessed in a random-access manner; individual data
blocks can be stored or retrieved in any order and not only sequentially. HDDs are a type of non-volatile memory, retaining stored data even when
powered off.

SSDs are solid-state storage devices that use integrated circuit assemblies as memory to store data persistently. SSDs primarily use electronic interfaces
compatible with traditional block input/output (1/O) hard disk drives, which permit simple replacements in common applications.

Cisco NFVI storage nodes are managed by the control node applications including Ceph monitoring dashboard, Glance, and Cinder. The Ceph monitoring
dashboard provides a view into the overall storage node health. Glance virtualizes pools of block storage devices and provides a self-storage API to
request and consume those resources. Cinder is an OpenStack block storage service designed to present storage resources to the OpenStack compute
node.

In Cisco VIM, depending on the needs of the user, the number of OSDs a pod can have is between 3 and 20. From release Cisco VIM 3.0.0 onwards, you
can choose to have multi-backend Ceph in the same pod, to support different I/O requirements. Currently, this is a Day 0 decision. You must decide
whether to start with single or multi back-end ceph, with a minimum of three nodes for each backend type. Only 2 backends (one of type HDD and another
of type SSD) for each pod is supported. For details on how to use HDD or SSD based ceph, see Ceph Storage

Third-Party Integration

NetApp

Cisco VIM supports NetApp devices running ONTAP 9.X or higher. NetApp devices are alternative to Ceph for block storage. Cisco VIM is integrated and
tested with FAS2650 SKU of NetApp as a Day 0 option. For more details, see NetApp Integration. The NetApp cluster is pre-deployed and its management
is outside the scope of Cisco VIM.

Zadara

The Zadara Virtual Private Storage Array (VPSA) is a software-defined solution, that is available as a Storage-as-a-Service with the storage servers
residing in the customer premise. It is an elastic system that provides Enterprise-grade data protection and data management storage services. Cisco VIM
provides Day 0 seamless integration with Zadara (pre-deployed ahead of time), and hence enables the following value-added services associated with it:

Enterprise quality, resilient, highly available, and consistent performance storage for the most demanding data center application workloads.
Consumed as a service - flexible, dynamic and billable.

Scale out - to hundreds of storage nodes, thousands of drives, and multi-petabyte storage.

True multi-tenancy - End-user controlled privacy and security. Separate workloads, resource allocation, and management per tenant such that
each tenant truly experiences secure storage with no noisy neighbor.

® Universal storage - Supports all data services on one common infrastructure: Block, File, Object.

For details on enabling Zadara, see Enabling Zadara
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OpenStack Telemetry Service
OpenStack Telemetry Service

Overview

OpenStack Compute

OpenStack Image

OpenStack Block Storage

Metrics Polling and Retention Policy

Overview

Cisco VIM provides telemetry services to collect meters within an OpenStack deployment. Cisco VIM Telemetry service is built on Ceilometer and Gnocchi
in OpenStack Trains release. You can retrieve metrics using OpenStack CLI and REST APIs. Pods must have Ceph for persistent storage of the metrics
which are collected every five minutes and retained for 48 hours. As Ceph is required for ceilometer, you can install ceilometer as part of fresh installation
of the cloud, that is, ceilometer cannot be brought in as a reconfigure option. Also, the ceilometer is supported only on fullon pod.

The following figure illustrates the high-level architecture of the telemetry services.

OpenStack Sanvices
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If ceilometer is enabled in setup_data.yaml file, the Telemetry service in Cisco VIM collects the metrics within the OpenStack deployment.

® Once ceilometer is added as Day 0 configuration on a fullon pod, you can only deploy the pod but cannot be uninstalled.

® |f ceilometer is deployed and metrics are generated, CEPH status indicates HEALTH_WARN. This is normal as ceilometer metric pool
have too many objects per placement group than average value. However, this specific warning does not block any pod management
operation.

The following sections provide a summary of the metrics that are collected with the Cisco VIM using ceilometer/gnocchi OpenStack REST API.

OpenStack Compute
The following metrics are collected for OpenStack Compute:
Name Type Unit Resource Origin Note
memory Gauge MB instance ID Notification = Volume of RAM allocated to the instance
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memory.usage
cpu

cpu.delta

cpu_util

vcpus

disk.read.requests
disk.read.requests.rate
disk.write.requests
disk.write.requests.rate
disk.read.bytes
disk.read.bytes.rate
disk.write.bytes
disk.write.bytes.rate
disk.device.read.requests
disk.device.read.requests.rate
disk.device.write.requests
disk.device.write.requests.rate
disk.device.read.bytes
disk.device.read.bytes .rate
disk.device.write.bytes
disk.device.write.bytes.rate
disk.root.size
disk.ephemeral.size
disk.capacity

disk.allocation

disk.usage
disk.device.capacity
disk.device.allocation
disk.device.usage
network.incoming.bytes
network.incoming.bytes.rate
network.outgoing.bytes
network.outgoing.bytes.rate
network.incoming.packets
network.incoming.packets.rate
network.outgoing.packets
network.outgoing.packets.rate
network.incoming.packets.drop
network.outgoing.packets.drop
network.incoming.packets.error
network.outgoing.packets.error
memory.swap.in
memory.swap.out

disk.device.read.latency

OpenStack Image

The following metrics are collected for OpenStack Image service:

Gauge
Cumulative
Delta
Gauge
Gauge
Cumulative
Gauge
Cumulative
Gauge
Cumulative
Gauge
Cumulative
Gauge
Cumulative
Gauge
Cumulative
Gauge
Cumulative
Gauge
Cumulative
Gauge
Gauge
Gauge
Gauge
Gauge
Gauge
Gauge
Gauge
Gauge
Cumulative
Gauge
Cumulative
Gauge
Cumulative
Gauge
Cumulative
Gauge
Cumulative
Cumulative
Cumulative
Cumulative
Cumulative
Cumulative

Cumulative

MB

ns

ns

%

vepu
request
request/s
request
request/s
B

B/s

B

B/s
request
request/s
request
request/s
B

B/s

B/s
packet
packet/s
packet
packet/s
packet
packet
packet
packet
MB

MB

ns

instance ID
instance ID
instance ID
instance ID
instance ID
instance ID
instance ID
instance ID
instance ID
instance ID
instance ID
instance ID
instance ID
disk ID

disk ID

disk ID

disk ID

disk ID

disk ID

disk ID

disk ID

instance ID
instance ID
instance ID
instance ID
instance ID
disk ID

disk ID

disk ID

interface ID
interface ID
interface ID
interface ID
interface ID
interface ID
interface 1D
interface 1D
interface 1D
interface 1D
interface ID
interface ID
interface ID
interface ID

Disk ID

Pollster
Pollster
Pollster

Pollster

Volume of RAM used by the instance from the amount of its allocated memory
CPU time used
CPU time used since previous datapoint

Average CPU utilization

Notification | Number of virtual CPUs allocated to the instance

Pollster
Pollster
Pollster
Pollster
Pollster
Pollster
Pollster
Pollster
Pollster
Pollster
Pollster
Pollster
Pollster
Pollster
Pollster

Pollster

Number of read requests
Average rate of read requests
Number of write requests
Average rate of write requests
Volume of reads

Average rate of reads

Volume of writes

Average rate of writes
Number of read requests
Average rate of read requests
Number of write requests
Average rate of write requests
Volume of reads

Average rate of reads

Volume of writes

Average rate of writes

Notification | Size of root disk

Notification | Size of ephemeral disk

Pollster
Pollster
Pollster
Pollster
Pollster
Pollster
Pollster
Pollster
Pollster
Pollster
Pollster
Pollster
Pollster
Pollster
Pollster
Pollster
Pollster
Pollster
Pollster
Pollster

Pollster

The amount of disk that the instance can see

The amount of disk occupied by the instance on the host machine

The physical size in bytes of the image container on the host

The amount of disk per device that the instance can see

The amount of disk per device occupied by the instance on the host machine
The physical size in bytes of the image container on the host per device
Number of incoming bytes

Average rate of incoming bytes

Number of outgoing bytes

Average rate of outgoing bytes

Number of incoming packets

Average rate of incoming packets

Number of outgoing packets

Average rate of outgoing packets

Number of incoming dropped packets

Number of outgoing dropped packets

Number of incoming error packets

Number of outgoing error packets

Memory swap in

Memory swap out

Total time read operations have taken
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Name Type Unit Resource Origin Note

image.size Gauge B image ID Notification, Pollster = Size of the uploaded image
image.download ' Delta B image ID Notification Image is downloaded
image.serve Delta B image ID Notification Image is served out

OpenStack Block Storage

The following metrics are collected for OpenStack Block Storage:

Name Type Unit Resource Origin Note

volume.size Gauge @ GB Voulume ID  Notification | Size of the volume

Metrics Polling and Retention Policy

Cisco VIM telemetry service polls metrics every 5 minutes and retains the metrics for 48 hours.

For more details, see Heat and Ceilometer
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NFVBench
NFVBench

® Setting up NFVbench
® Encapsulation
® Cisco VIM CLI
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Setting up NFVbench
Setting up and Using NFVbench

Overview
Pre-requisites
Built-in packet paths
NFVBench Command-Line Options and Status
Using NFVbench Configuration File
Control Plane Verification
Testing
© Fixed Rate Test
© No Drop Rate (NDR)/Partial Drop Rate (PDR) Test
© Multi-chain Test
© Multi-flow Test
o External Chain Test
® NFVbench Results
© Examples of NFVbench Result Execution
® VXLAN Fixed Rate

Overview

NFVbench is a built-in network benchmarking tool that provides a consistent methodology to measure the network performance of the cloud without the
need to install and use dedicated traffic generators.

You can use the NFVbench to:
® Verify whether the deployed data plane is working properly and efficiently when using well-defined packet paths that are typical of NFV service
chains.
® Measure the actual performance of the deployed infrastructure data plane, so that you can estimate the amount of traffic that can be sent and
received by one or more VNFs.

The following figure illustrates a typical benchmark run with NFVbench:

Cisco VIM pod Control Node

Control Node

Control Node

TOR Storage
Cisco VIM Management Node ' [ ———— \ Storage
i A Intel / AR2S8I508 I Storage
me o e |
th B e S SRR O] s \ | Compute node 1
| | | ! 1
s [N R IR M— 1
NFVbench | ey + switch |
\ / \ | or ) 4loopback
L sBQu 4 vMs

Compute node N

NFVbench runs on the management node inside a container along with the TRex open source software traffic generator. The traffic generator uses a
dedicated Intel NIC to send and receive traffic to the ToRs.

A typical benchmark run with NFVbench:
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® |Loads atest loopback VM image into Openstack using the glance API. This is done only for the first time execution of NFVbench on the pod.

® Requests Openstack to create two virtual networks, two virtual interfaces, and a VM with that loopback image using the Neutron and Nova APIs.

® Programs the traffic generator to generate UDP packets with the right L3 and L2 headers to follow the packet path outlined by the dashed blue
line, once the VM is up and running in a compute node.

® Starts the traffic generation.

® Stops the traffic generation, collects the results, and presents them in a user-friendly format, at the end of the benchmark.

The traffic flows through a ToR switch to virtual switch on compute node, continues to VM representing any basic VNF in NFV deployment, and comes
back in a similar way on different ports. You can compute the network performance or throughput, based on the sent and received traffic.

NFVbench supports the following Cisco VIM data plane network options:

OVS with VLAN

VPP virtual switch with VLAN

VPP virtual switch with VXLAN overlay
SRIOV

Pre-requisites
® For NFVbench running on the management node, the software traffic generator needs an extra Intel NIC X710 (2x10Gbps), XXV710 (2x25Gbps),

or XL710 (2x40Gbps) with two ports connected to the ToRs.
® The NFVBENCH option must be enabled in the Cisco VIM configuration file using the following command:

NFVBENCH:
enabl ed: true
tor_info: {sjcO4-tora-pod6: ethl/ 22, sjc04-torb-pod6: ethl/22}

® The tor_info option must specify the interface names on the ToRs where the two Intel NIC ports reserved for NFVbench are connected.
® NFVbench can be enabled post deployment using a reconfigure operation.

Built-in packet paths
NFVbench can setup and stage one or more service chains each containing one or two VNFs .
Single VNF Chain

The default packet path is Physical - VM - Physical (PVP) and represents a typical service chain made of one VNF/VM:

single VNF chain (PVP) NIC Compute node
| DC-SW | |‘ vawitch ‘I
traffic | I — | [ ) E
genarator | I | |

The traffic generator runs within the NFVbench container on the management node. DC-SW represents the top of rack (ToR) switches. The VNF is a test
VM that contains a fast L2 forwarder that can emulate a very fast VNF.

The traffic generator generates bi-directional traffic with the UDP packets generated on the two physical interfaces. The switch forwards the packets to the
appropriate compute node before arriving to the virtual switch, and then to the VNF before looping back to the traffic generator on the other interface.

In the case of SRIOV, the packets bypass the virtual switch and go directly between the compute node NIC and the test VM.

The performance of the PVP packet path provides a very good indication of the capabilities and efficiency of the NFVI data plane in the case of a single
service chain made of one VNF/VM.

Two-VNF Chain
NFVbench also supports more complex service chains made of two VMs in sequence and called Physical-VM-VM-Physical (PVVP).

In a PVVP packet path, the two VMSs reside on the same compute node.
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The following figure illustrates packet path having two-VM chain.

2-VNF chain (PVVP) NIC Compute node e
a
—
traffi | | :
- | DCSW | | | vswitch | |
generator I | : |
— 4
VNF1b

NFVBench Command-Line Options and Status

You can execute most of the benchmark variants using CLI options from the shell prompt on the management node. The NFVbench command-line options
are displayed using the --help option:

[root@mgnt1l ~]# nfvbench --help

Use the --status option to check the NFVbench version and see if benchmark is running:

[root@mgnt1l ~]# nfvbench -status

2018-12-19 20: 29: 49,656 | NFO Version: 3.X X

2018-12-19 20:29:49,656 I NFO Status: idle

2018-12-19 20: 29:49, 704 | NFO Di scovering instances nfvbench-1oop-vm..
2018-12-19 20: 29: 50, 645 | NFO Di scovering flavor nfvbench. medium ..
2018-12-19 20:29: 50, 686 | NFO Di scoveri ng networks...

2018-12-19 20: 29: 50, 828 | NFO No mat chi ng NFVbench resources found

Using NFVbench Configuration File
More advanced use-cases require passing a yaml NFVbench configuration file. You can get the complete default NFVbench configuration file by using the -

show-default-config option (the output of which can be redirected to a file). Navigate to the host folder mapped to the NFVbench container (/root/nfvbench)
and copy the default NFVbench configuration by using the following command:

[root@mgnt1l ~]# cd /root/nfvbench
[root @gnt1 ~]# nfvbench --show default-config > nfvbench. cfg

Edit the configuration file to remove all the properties that are not changed and retain the properties that are required. For example, if the default timeout
for launching the test VM is too short, you can keep the following lines in the configuration file and increase the number of retries from 100 to 200:

# General retry count
generic_retry_count: 200

All other lines in the default configuration file can be removed. The N