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Overview

The %ccsis Cisco's hybrid cloud deployment platform. This platformtakes a unique approach to install, configure, and maintain hybrid cloud environments
that are often encountered by Information Technology (IT) departments to adopt business agility and improve time-to-market solutions within an enterprise.
As a cloud-based organization, your enterprise can choose from multiple cloud (multicloud)providers depending on your location, policies, permissions,
security requirements, and governance regulationsfor both traditional and modern IT requirements.

The %ccsprovides a solution that is cloud agnostic, works with diverse workloads, providescross-domain orchestration,supports cost-optimization, and
integrates easily in an agile world.

The Suite Architecture

The %ccsis made up of the following components:

Suite Installer Installs the %sa. Seelnstaller Overview for additional details.

%sa Installs and launches a suite of modules. See The %sa section belowfor additional details.

Modules The %wm, the %co, and the %ao. See The Modules section below for additional details.

Core Runtime Platform and Kubernetes Infrastructure A Kubernetes-based platform that allows you to launch each module on a new or
existing Kubernetes cluster.

The following image displays the %sa architecture.

Suite Admin UI/API

Modules

&
O

Core Runtime Services

Middleware Backend Infrastructure

ks
7
f=
£
-
7]

Kubernetes Infrastructure

ws O

Port Requirements

The following image identifies the ports that must be open for the %ccs to function as designed.
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The Suite Admin

When you download and install the Suite Installer, the %sa is already installed! You have the option to use the %sa Ul to perform the following tasks:

® |nstall additional, available modules based on the list available in the Dashboard.
® Upgrade the %sa or other installed modules when a new version becomes available.

The Modules

The %sa facilitates the installation of the following modules:
® %wm:

® This module allows IT organizations to provide management for clouds (public/private/container), applications, VMs/pods, governance
policies withcentralized visibility and permission control for enterprise environments.
® SeeWorkload Manager for additional details.
® %ao:

® This module allows IT organizations to use cross-domain orchestration to automate a process that has multiple, complex steps with a
specific order and implemented across different technical domains.
® See Action Orchestratorfor additional details.
® %co:

® This module allows IT organizations to use cost optimization in a pay-per-use environment to avoid consumption that does not add value.
® SeeCost Optimizerfor additional details.

Each module in the %ccs is independent andallows access to additional gateways or endpoints so you can add on module-specific components on
supported clouds.


https://confluence-eng-sjc11.cisco.com/conf/display/SUITEADMIN52/Suite+Admin+5.2+Home
https://confluence-eng-sjc11.cisco.com/conf/display/WORKLOADMANAGER54/Workload+Manager+5.4+Home
https://confluence-eng-sjc11.cisco.com/conf/display/ACTIONORCHESTRATOR52/Action+Orchestrator+5.2+Home
https://confluence-eng-sjc11.cisco.com/conf/display/COSTOPTIMIZER54/Cost+Optimizer+5.4+Home
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Overview

The CloudCenter Suite provides a new way toinstall, configure, and maintain multiple modules that jointly make up the suite. The CloudCenter Suite has a
common installer to install, upgrade, and integrateall modules included in the suite.

You can install the CloudCenter Suite by using installer appliance images provided by Cisco. As part of the installation process, the CloudCenter Suite
installs the Suite Admin. Onceauthenticated, each user can access the CloudCenter Suite using valid credentials created by the Suite Administrator.

Supported Clouds
Cisco supports the following private clouds for the CloudCenter Suite:

® VVMware vSphere6.5
® OpenStackQueens

@ All supported clouds are visible and enabled for private cloud installers.

This includes both the functionality and the %ccs Ul.

Installer Appliance Download Location
Major releases include installer appliances for the following components and cloud providers.
You can download these files fromsoftware.cisco.com.

TheVirtual Appliance Overview section provides more details on these files.


https://www.vmware.com/products/vsphere.html
https://www.openstack.org/
https://software.cisco.com/download/home/286323192/type/286309561/release/5.0%25280%2529
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® OpenStack Appliance Setup
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Virtual Appliance Overview

The only way to install the CloudCenter Suite is to use the virtual appliance Installer method.Cisco builds these appliances on CentOS 7.x base images.

General Virtual Appliance Approach

To prepare infrastructure for the appliance approach, follow this process.

1. Review and ensure that you have met the requirements to Prepare Infrastructure before installing the CloudCenter Suite.
2. Review the list of Supported Suite Installersto verify the supported Virtual Appliances.
3. Navigate tosoftware.cisco.comto download virtual appliances for each supported cloud.
4. Follow directions as specified in the table below to obtain and import each image.
Cloud Image Type Description
OpenSt  Downloaded Import the QCOW?2 image file using the OpenStack client. Refer to the OpenStack Documentation for additional
ack Virtual context.
Appliance
(QCow2)
VMware | Downloaded Follow this procedure:
vSphere | Virtual
Appliance a. Download the OVA image.
(OVA) b. Import the OVA to your vSphere environment by using the vSphere client

i. When you import the OVA as a VM, ensure that it is powered off on vSphere.
ii. If your environment requires a static IP, use a VMware Customization Spec to manually configure the
static IP for the installer VM.
c. A default password is required to ensure access to the VM using the console (in case the SSH has issues).

@ If you provide a default password or public-key, be aware of the following requirements:

® The login user is the cloud-user.

® If you configure a default password or public key in the VM, you must also configure the
default instance ID and hostname fields as they are dependent and required fields.

® Use this password to access the VM via vSphere console.

® You cannot use this password to SSH into the launched VMs.

d. Select the required Network for the interface to be connected.
e. Convert the VM to a template.

1 You must convert the VM to template and then create a VM from this template, so that the
template can be used when installing a VMware data center. If you do not provide the template
name when installing a VMware data center, your installation will fail.

f. Select the template created in the previous step and clone to Virtual Machine, to launch the installer VM.
This template will also be used as the value for the vSphere Template Name cloud setting, in the installer Ul.

g. After the VM is created from the template, power it on. To access the Ul, go to the newly created VM IP
using HTTPS protocol in a supported browser (see Browser Compatibility).

5. Launch the installer instance using the image.

Cloud-Specific Setup

1 The per-cloud setup procedures are only listed below to serve as sample setup scenarios.

® OpenStack Appliance Setup


https://software.cisco.com/download/home/286323192/type/286309561/release/5.0%25280%2529
https://wiki.openstack.org/wiki/Glance-tasks-api-product#Import_Task_FAQ
https://docs.vmware.com/en/VMware-Adapter-for-SAP-Landscape-Management/services/Installation-and-Administration-Guide-for-VLA-Administrators/GUID-1ECE7111-29B9-422D-9C97-CF1F83003175.html
https://confluence-eng-sjc11.cisco.com/conf/pages/viewpage.action?pageId=69932175

® VMware vSphere Appliance Setup
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OpenStack Appliance Setup
OpenStack Appliance Setup

Tosetup infrastructure for OpenStack clouds, follow this process.

@ The exact VM size really depends on the instance type configuration in your environment! See Prepare Infrastructure > Resource Requirements
for CloudCenter Suite Modules for additional details.

1. Download the CloudCenter Suite QCOW?2 file to your local machine.
2. Login into your OpenStack datacenter to perform this task.

. Clickimages.

. Click the Create Image button.

. Enter a valid name.

. Click theFile Browse button.

. Select the QCOW?2file stored in your local machine as displayed in the following screenshot.

©TOo 0T

= Biv M Searching “This Mac” & Q,1.978.qcow2 &
Search: “Downloads” [save ) [+
Earligr

suite-v0.0.978.qgcow2

Cancel

Format”

am

Image Requirements
Kernel Ramdisk

Choose an image Choose an image

Architecture Minimum Disk (GB) Minimum RAM (MB)
0 0

< Back Next > + Create Image

3. In the Format dropdown, selectQCOW2.
4. To share this image with other users, select Public in the Image Sharing Visibility field.

11



5. Click Next and then click the Create Image button as displayed in the following screenshot.

Create Image
Metadata Specify an image to upload 1o the Image Service.
Image Name~ image Description
installerd85

Image Source
Source Type
File

File"
suite-v0.0.978.qcow2

Format”
QCOW2 - QEMU Emulator H

Image Requirements

Kernel Ramdisk
Choose an image & Cheose an image $
Aschitecture Minimum Disk (GB) Minimum RAM [MB)
o o
Image Sharing
Visibility Protected
Public Private Yas No

== [

1 The image import will take some time depending on the network speed. During this time, do not close the browser/application/tab.

6. Create the instance for each component using the imported images:

® Follow the standard OpenStack procedure to create the instance from an image.
® Create the security group(s) with Port 80 and 443 (optionally 22 if you need SSH access) open for Ingress and Outbound communication.
® You may need to assign floating IP to your VM after you create the VM is created.
7. Select a new or existing key pair to log into each instance if multiple key pairs are available, you mustselect oneto be used for the CloudCenter
instance as displayed in the following screenshot.

(D If you do not select a key pair, you will not be able to log into the component VM!

Import Key Pair

Key Pairs are how you login to your instance after it is launched. Choose a key pair name you will recognize and paste
your SSH public key into the space provided.

Key Pair Name

[cliqrﬁuser—keyj

Public Key *

ssh-rsa
AAAAB3NzaC1yc2EAAAADAQABAAABAQC4x83DDQBAWTSD54aQrKdUHQNaakudda

29gucsWNgAtNoD12ua0YpMeBX020QWILAZ6g7/GkrijSFOiH2BfeYIAScB8aAOP7DngcYl
HJIDYDjFqrCiLovZqQ76.J

% Cancel

12



You have nowsetupthe installer for anOpenStack cloud.

13



VMware vSphere Appliance Setup

VMware vSphere Appliance Setup

Tosetup infrastructure using CloudCenter appliances for VMware vSphere clouds, follow this process.
1. Configure Network Time Protocol (NTP) on the VMware ESXi hosts this is important as the CloudCenter Suite installation can fail, if

NTP is not configured or if it is wrongly configured.
See https://kb.vmware.com/s/article/57147?lang=en_US for additional details.

@ Note the value that you enter in this field for later use. You will need to enter the same values for the NTP Servers or NTP Pools fields
in the Placement Properties page (seeVMware vSphere Installation > Advanced Installation Process > Step 6).

Identical NTP values are required to ensure that the NTP communication between the installer and CloudCenter Suite master/worker
VMs are in sync so the certificates generated by the installer for CloudCenter Suite are also in sync.

2. Download the OVA image filefromsoftware.cisco.comto your local machine.

@ The installer appliance has/requires a minimum resource requirement of 4 vCPUs and 75 GB storage (root disk).

3. Log into the VMware Datacenter console and click on theVMs and Templates section.
4. Deployan OVA template (right-clickand selectDeploy OVA Template option).

a. If DHCP is installed, follow these steps.
Follow these steps ONLY if DHCP is installed.

i. Click the Local file option, click Browseto provide the location for the downloaded OVA file, ensure the file is selected, and
then click Nextas displayed in the following screenshot.

¥4 Deploy OVF Template 2?0
WY1 Select templats Select template
Select an OVF template. |
2 Select name and location '
3 Select a resource Enter a URL to download and install the OVF package from the Internet, or browse to a location accessible from your computer, such |
as a local hard drive, a network share, or a COYDVD drive.
4 Review details |
5 Select storage URL '
6 Ready to complete 1= !
*) Local file I
Browse.. | 1 file(s) selected, click Next to validate
A\ Use multiple selection to select all the files associated with an OVF template (.ovf, wmdk, etc.) |
MNext Cancel I
L

14


https://kb.vmware.com/s/article/57147?lang=en_US
https://software.cisco.com/download/home/286323192/type/286309561/release/5.0%25280%2529

ii. Provide a suitable name and select the target folder where you need to create the Template as displayed in the following

screenshot.
“1 Deploy OVF Template ©
V1 Select template Select name and location
Enter a name for the OVF and select a deployment location.
2 Select name and location
3 Select a resource Name (suite-v0.0.985demo1

4 Review details .
Filter | Browse
5 Select storage :
Select a datacenter or folder.
6 Ready to complete
» [JImages

» [Jinfra-DND
» [Jiunk
» EIPR "

» [l VC-DONT-USE

Back Next Cancel
iii. Select a suitable host and cluster as displayed in the following screenshot.
¥4 Deploy OVF Template (2 »
1 Select template Select a resource
Select where to run the deployed template.
+ 2 Select name and location
3 Sobctameource [N g—
IR Nata Select a host or cluster or resource pool or vapp.
5 Select storage
~ [[goct .
6 Ready to complete » C]delete
» [J) Ment-DONT-USE
~[J Sustaining
[, 10.13.2.168
[ 10.13.2477
[ 10.13.2.181
[ 10.13.2.182
[, 10.13.2.184
. 10.13.2.185
Back Next 5 Cancel
iv. Review the details as displayed in the following screenshot.
“4 Deploy OVF Template 2 n
+ 1 Select template Review detalls
Verify the template details.

+ 2 Select name and location

V3 Select 3 maource Product CPSG Base Image
4 Review details Publisher @ cisco.com (Trusted certificate)
5 Select storage Download size 4.9 GB
6 Select networks Size on disk ;:é:l;l:hlln pru‘ﬂla\unedd))
7 Customize template e

8 Ready to complete

v. Select the storage location as displayed in the following screenshots.

Use Thin Provision as the storage format so it has the flexibility to optimize the storage location. The following
screenshots displays views from two different datacenters to provide a point of context.

15



Select storage
Select the datastore in which to st

Same format as source
Thick Provision Lazy Zerced

Thick Provision Eager Zeroed nfigure per disk C‘
Select virtual disk format

WM Storage Policy:

Keep existing VM storage policies -

Marme Capacity Previsioned Free T
4 Storage Compatibility: Compatible

] datastore26-1 726 T 3706 GB 700 TE

Compatibility

W Compatibility checks succeeded.

Select storage
Select the datastore in which to store the configuration and disk files

Select vitual disk format: [ Thin Provision K3

VM storage policy: Same format as source

Thick Provision Lazy Zeroed
The following datastores &

. - you selected. Select the destination datastore for the virtual
machine configuration files Thick Provision Eager Zeroed

Thin Provision

Name Frea Type Cluster
E hx-scale 128 TB 1424 TB 121.89TB NFS v3
B3 SpringpathDS-WZP223202DA 216 GB 9.89 GB 206.11 GB VMFS 5
[« [+]

Compatibility
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vi. Select a destination network as displayed in the following screenshot.

## Deploy OVF Template N
1 Select template Select networks.
Select a destination network for each source network.

+" 2 Select name and location
S RIIEINTIIED Source Network Destination Network
+ 4 Review details mgmt VM Network b
5 Select storage

6 Select networks

7 Customize template

& Ready to complete

IP Allocation Settings

IP protocol: 1Pv4 IP allocation: Static - Manual @

Back Next Finish Cancel

vii. Enter the information identified below in the Customize vApp Properties page displayed in the following screenshot.

@ Do not customize your setup credentials at this point or any other point during the installation. You can do so
after you complete the installation process.

Customize vApp properties
Edit the vApp properties

© Al properties have valid values Show next... Collapse all...
~ Uncategorized & setlings £
Encoded user-data In order to fit into a XML attribute, this value is basefid encoded. It will be decoded, and then prc
55H public keys This field is optional, but indicates that the instance should populate the default user "authorized
|.- - - " - BuvVSURBF
Default user's password If set, the default user password will be set to this value to allow password based login. The pas
If set to the string "RANDCM®, a random password will be generated and written to the console.
!cisco
A unique ID for this VM Specifies the instance ID. This is required and is used to determine if the machine should take ™
instance [testsivi526-0
Hostname Specifies the hostname of the VM instance.

itestsiv1526-0

URL to seed instance data This field is optional, but indicates that the instance should "seed” user-data and meta-data from
from tinyurl.com/sm-", then meta-data will be pulled from “hitp:/ftinyurl.com/sm-meta-data” and user-¢
data”, Leave this empty if you do not want to seed data from a URL.

Back Next nist Cancel

1. The public SSH key.
2. The default user's password to SSH from the vSphere console.
3. The unique ID and hostname ensure that these credentials are unique to avoid duplication issues.

@ Use lowercase characters when providing the installer hostname in theCustomize vApp Properties
page.

17



viii. Customize the template as required for your environment and review the completed information as displayed in the

following screenshot.
¥ Deploy OVF Template

2 »
+ 1 Select template Ready to compiete
Review configuration data.
+ 2 Select name and location
(M diSelectn esource Name suite-v0.0.985demo
V' 4 Review detalls Source VM name suite-v0.0.985
V5 Select storage Downlcad size 49GB
6 Select networks Size on disk 32GB
+ 7 Customize template Folder puj
i 8 Ready to complete Resource 10.13.72.183
» Storage mapping 1
» Network mapping 1
» IP allocation settings IPv4, Static - Manual

A unique ID for this VM instance = default-instance-id

Default user's password =

Encoded user-data =

R Hostname = default-hostname
SSH public keys =
URL to seed instance data from =
Back Next Finish Cancel

ix. Click Finish to start deploying the VM from the template inside the target folder.

b. If DHCP is not installed, follow these steps
Follow these steps ONLY if DHCP is not installed use your static IP as theVMware customization specification is needed to attach
the IP to the installer VM.

The details attached in the Customization Specification (term specific to vSphere), like the IP, DNS, Gateway, and so forth are
assigned to the VM, when it is powered on.

IPs cannot be attached to the VM when it is Powered ON automatically and you must follow the instructions provided below to
create an installation VM using the Customization Specification (specific to vSphere) which is used to create a template or custom
profile with IP details, when attached to the VM.

i. Login to vSphere.

ii. From the Home icon, select Policies and Profiles.
% g

C A NotSecure | h: I ter.cpsg.ci pl lient/?

P ionld%3Dvsphere.core.inventory.customizationSpecManagerApp

U | [ Launch vSphere Client (HTML5)

A=
G} Home

vmware* vSphere Web Client

Ctri+Alt+1
Navigator

[ Hosts and Clusters Ciri+Alt+2

<4 Back (&) VMs and Templates CuisAlteg [S9-ciscolabs.com |~
Policies and Profiles. B storage Ctri+Alt+4

% Customization Specification Manager € Networking Clrl+Alt+5 | PP Lavt Modiied

[ VM Storage Policies Conteat Librerios Crri+Alt+6 | Linux 12/13/19 7:36:03 AM PST

[ Host Profiles B Globel ImventoryLista _ Cii+AR7 Linux 12/13/19 11:10:48 AM PST
Linux 12/13/19 11:07:01 AM PST

@ Update Manager Linux 12/13/19 12:00:25 PM PST

&% Administration
Tasks
[ Events

¢ Tags & Custom Attributes

@ New Search
I Saved Searches

Under Customization Specification Manager, click the icon to Create a new specification (first from left).
< C A Not Secure | hx-scale-vcenter.cpsg.ciscolabs.com/vsphere-client/?csp#extensionlt

vmware* vSphere Web Client #

Navigator ) § ] 5 C ization Specifi Manager
4 Back vCenter Server: [hx-scaIe-vcenter.cpsg.ciscolabs,com ‘ -]
Policies and Profiles Y
% VM Storage Policies > stat Create a new specification
[I5 Host Profiles » | vland1176-staticip-7289
vlan1173-10.8.60.85
vland1176-staticip-7288

iv. For the Target VM OS, select Linux.
v. Set the Computer Name to any suitable name.

18



vi. Enter cpsg.ciscolabs.com as the Domain name.
["4 New VM Guest Customization Spec (2) »

+ 1 Specify Properties Computer Name

Enter a computer name that will identify this virtual machine on a network.
% 2 Set Computer Name

3 Time Zone (») Enter a name:
icompname-spec-lesﬂ 571-1

4 Configure Network
The name cannot exceed 63 characters.
5 Enter DNS and Domain
Settings [] Append a numeric value to ensure uniqueness
The name will be truncated if combined with the numeric value, it exceed 63 characters.
6 Ready to complete
(U Use the virtual machine name

If the name exceeds 63 characters, it will be truncated.
(U Enter a name in the Clone/Deploy wizard
Generate a name using the custom application configured with the vCenter Server

Argument

Domain name: Icpsg‘ciscolabs.com I

Back Next Cancel

vii. To configure the network, select the button to Manually select custom settings for to ensure Static IP allocation so that
you can manually enter the Static IP details.

1 Select the option to use standard network. if you are using a DHCP setup.

["4 New VM Guest Customization Spec (2) W
+ 1 Specify Properties Configure Network
Use default network settings or customize properties for each network interface.
+/ 2 Set Computer Name
73 Time Zone (U Use standard network settings for the guest operating system, including enabling DHCP on all network interfaces
ig 4 Configure Network (») Manually select custom settings
Enter DNS and Domain
v Settings + / x
6 Ready to complete Description 1Pv4 Address IPv6 Address
NIC1 Use DHCP Not used
Back Next Cancel

viii. Enter other details in subsequent screens to complete the wizard requirements.
ix. Wait for the installer VM to start when it does, the Static IP assigned by the custom specification will be assigned to the VM.

1 Currently, an existing VMware issue does not save the check box setting. To workaround this issue, click the Edit
settings on the VM, and check it again, and save your changes to assign the static IP.

19
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X. Click the Edit Button.

NIC1 - Edit Network

Specify IPv4 settings for the virtual network adapter.
IPV6

(U Use DHCP to obtain an IP address automatically.
(U Prompt the user for an address when the specification is used
Use an application configured on the vCenter Server to generate an IP address
Argument:

(=) Use the following IP settings:

Subnet Mask:
Default Gateway: 10.8.72.1 -
Alternate Gateway: I:I

xi. Click OK and then click the Enter DNS and Domain Settings.

xii. Inthe DNS search path enter cpsg.ciscolabs.com and click OK.
[ New VM Guest Customization Spec

2 »
+/ 1 Specify Properties Enter DNS and Domain Settings
Enter the DNS and domain information for this new virtual machine.
+/ 2 SetComputer Name
v 3 Time Zone Primary DNS |1o.30.11a.53 ‘
+ 4 Configure Network Secondary DNS [1030.1185 |
Enter DNS and Domal -
Settings Tertiary DNS [ |
6 Ready to complete
DNS Search Path
\ |y
cpsg.ciscolabs.com Delete
Move Up

Move Down

Back Next Finish Cancel

xiii. Click Next and then Finish.

<« C A NotSecure | h I ter.cpsg.ciscolab: phere-client/?

p: i 3Dvsphere.core.inventory.customizationSpecManagerApp

vmware: vSphere Web Client =

inch vSphere Client (H

—
X (5 Customization Specification Manager
VCenter Server: [hx—scale-vcenler.cpsgvcvscolabsvcom | ~]

Policies and Profiles. B EPERDB
ustomization Specification Manager Name. Guest 08

Last Modified

[ VM Storage Policies > || static-ip-network-spec Linux 12/13/19 7:36:03 AM PST
[ Host Profiles. > | viand1176-staticip-7289 Linux 12/13/19 11:10:48 AM PST
Vvlan1173-10.8.60.85 Linux 12/13/19 11:07:01 AM PST
Vvland1176-staticip-7288 Linux 12/13/19 12:00:25 PM PST

Custom-Spec-test1571-1 Linux 12/18/19 10:35:48 AM PST

20
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xiv. Create a New Installer VM using this customization spec. Start creating the VM installer from the installer template, in

the wizard section Select the Clone option, make sure to check theCustomize the Operating System box so that you can
select the custom specification in the next screen.

53 suite-v0.0.1571 - Deploy From Template

2 "
1 Edit settings Select clone options
Select further clone options
+  1a Select a name and folder
~  1b Select a compute resource  [/] Customize the operating system
+/  1c Select storage [V Customize this virtual machine's hardware (Experimental)
v 1d Select clone options [ Power on virtual machine after creation
1e Customize guest OS
1f Customize hardware
1g Customize vApp properties
2 Ready to complete
Back Next Cancel
3?" suite-v0.0.1571 - Deploy From Template 20
1 Edit settings Customize guest 0S
Customize the guest OS to prevent conflicts when you deploy the virtual machine
+  1a Select a name and folder
~/  1b Select a compute resource Operating System:  CentOS 4/5 or later (64-bit)
v 1c Select storage [6 c (Q Fitter .
v E R EOEED Name Guest 0S Last Modified
1e Customize guest OS static-ip-network-spec Linux 12/13/19 7:36:03 AM PST
1f Customize hardware vland1176-staticip-7289 Linux 12/13/19 11:10:48 AM PST
1g Customize vApp properties vlan1173-10.8.60.85 Linux 12/13/19 11:07:01 AM PST
vland1176-staticip-7288 Linux 12/13/19 12:00:25 PM PST
2 Ready to complete
Custom-Spec-test1571-1 Linux 12/18/19 10:35:48 AM PST
Back Next Cancel
xv. Select the specification that you need and click Next.
£ suite-v0.0.1571 - Deploy From Template 2 »

1 Edit settings Customize hardware
Configure the virtual machine hardware

i 1a Select a name and folder
'  1b Selectacomputeresource  (uioierwarel] VM Options | SDRS Rules |
+~  1c Select storage
» @ cPU [4 ‘- J o
~  1d Select clone options S————————_— :
» M 8192 ~|[™B -~
+~  1e Customize guest OS L=y ‘ B3] [-)
1f Customize hardware » 32 Hard disk 1 75 =] (se [~
() e T A EreE s » @, SCSI controller 0 VMware Paravirtual
ZiReaytolc oM piets » [ Network adapter 1 ( vian1176 (hx-scale-vm-net) | ~) ™ connect...
» (@) CD/DVD drive 1 [Clisn( Device [+)
» [@ Video card [Spemfy custom settings [ v]

» 2 VMCI device

» Other Devices

Compatibility: ESXi 5.5 and later (VM version 10)

Back Next Cancel

xvi. Enter other details in subsequent screens, to complete the wizard. Wait for the installer VM to start, the Static IP assigned
by the custom specification will be assigned to the VM.

xvii. Wait for the installer VM to start when it does, the Static IP assigned by the custom specification will be assigned to the VM.

1 Currently, an existing VMware issue does not save the check box setting. To workaround this issue, click the Edit
settings on the VM, and check it again, and save your changes to assign the static IP.
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5. Wait for some time so the VM is cloned and created, then refresh the VM page to view the powered off VMThe OVA is imported as a VM
(powered off) on vSphere.

@ When you import the OVA as a VM, ensure that it is poweredoffon vSphere.

6. Right-click to edit the VM Settings for the powered off VM. Click the VM Options tab. Under VMware Tools, select the checkbox to Synchronize
guest time with host as displayed in the following screenshot.
(#1 suite-1.0.0 - Edit Settings (2) »

[ Virtual Hardware | VM Options ‘ SDRS Rules [ vApp Options ]

» General Options VM Name: |sune-1.0‘0
. VMware Remote Console [] Lock the guest operating system when the last remote user
Options disconnects

*YMware Tools

1

Power Operations o [snut Down Guest | ~ ]
i} [ Suspend | v ]
b Power On / Resume VM
@ [ Restart Guest | = ]
Run VMware Tools Scripts [/ After powering on

[/ After resuming
[ Before suspending
[+#] Before shutting down guest

Tools Upgrades [] Check and upgrade VMware Tools before each power on
Time (*) I_IZ Synchronize guest time with host ]

+ Power management Expand for power management setlings

+ Boot Options Expand for boot options

» Advanced Expand for advanced setlings

» Fibre Channel NPIV Expand for Fibre Channel NPIV settings

Compatibility: ESXi 6.0 and later (VM versio oK Cancel
7. Clone the VM to a template using theConvert to template...option (a sample of this template is displayed in the following screenshot).
(3 sivAbl 0 B Actions - suite-~v0.0.1004 » Advanced Config
[, sivPre ( Power » #
i sivP: Guest OS N = Custom Attribute:
[ suiteDeploy: & Open Console Aging Policy
G Win2016 & Migrate... o AgingTerminate
{5 worker-93bk
Clone »

suite-1.0.0

[ TR

Apache
Template §

D Recent Objects Fault Tolerance >

Viewed VM Policies »

1 suite-v0.0.1004 Compatibility » T Status
8. Once the VM is converted to template, it should appear as identified by the orange arrow in the following screenshot.
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(5] =] 2]
(s SIV866WithEntries
i siva78
(p siva85gke
(i sivassntp-1
(5 Win2016
(51 worker-93bb07af-4265-4b06-b795-aca854e87ae83...
suite-1.0.0 <«
suite-v0.0.975
suite-v0.0.978
suite-v0.0.985

. Right click this template name and select the New VM from This Template option as displayed in the following screenshot this template will also
be used as the value for thevSphere Template Namecloud setting, when you provide the details to install the %sa.

L] WMINY YVavev v

template was deployed. \

!J suite-v0.0.985 U bmmmmlaba ba mmanda idandio

[J] Actions - suite-v0.0.985
" New VM from This Template... (L]

A3 Convert to Virtual Machine...
27 Clone to Template...

10. After the VM is created from the template, power it on.

11. EdittheleCustomize vApp propertiesto ensure that the VM has unique values forA unique ID for this VM instance,Hostname,Default user's
password,andSSH public keysfor this VM instance.

1 For the password and/or the public key to take effect when deploying the VMware OVA for the. CloudCenter Suite installer, youmustch
ange thedefault-instance-idto something else thandefault-instance-idorthe hostname!

suite-5.2.2.ova - Deploy From Template
¥ 1Select aname and folder  customize vApp properties

+ 2 Select a compute resource  Edit the vApp properties

+ 3 Select storage

+ 4 Select clone options * Uncategorized 6 settings

+ 5 Customize hardware

. Encoded user-data
6 Customize vApp properti...|

7 Ready to complete

SSH public keys Provide-SSH-Pub-key

Default user's password Provide-SecurePassword

A unique ID for this VM instance Provide-Unique-ID-Here

Hostname Provide-Hostname-Here

URL to seed instance data from

12. Use this IP address to access the CloudCenter Suite Ul (displayed in the following screenshot), go to the newly created VM's IP using HTTPS
protocol in a supported browser (seeBrowser Compatibility).

You have now setup the installer for a VMware cloud.

23


https://confluence-eng-sjc11.cisco.com/conf/display/CCS52/Browser+Compatibility

Prepare Infrastructure

Prepare Infrastructure

General Compatibility

Resource Requirements for CloudCenter SuiteModules
Number of VMs

IP Pool Requirements

NTP Requirements

The Suite Installer Dashboard

Without Internet Access

General Compatibility
SeeBrowser Compatibility and the %sa Compatibility Matrix for additional details.

%ccs supports Kubernetes 1.16.3 for new installations.
@ For existing installations:

® For public clouds, Kubernetes support parallels the popular version supported by the major public cloud providers.
® For private clouds, the previous Kubernetes version (1.14) is also supported.

The CloudCenter Suiterequires Tiller v2.16.3 to be installed. Refer to the Helm documentation for additional details.

@ Installers are already incorporated in the CloudCenter Suite SaasS offer, seeSaaS Access for additional details.

Resource Requirements for CloudCenter SuiteModules

The following table lists the minimum resource requirements assuming that you install all available modules.

Public Cloud® Private Cloud3
Modulel-2
vCPU Memory (GB) Storage (GB) vCPU Memory (GB) Storage (GB)

Suite Admin 16 37 300 16 37 300
Workload Manager. 15 68 230° 15 68 230°
ndCost Optimizer

Action Orchestrator- 20 30 750 20 30 750
Kubernetes Cluster (3 primary na na na 9 24 120
servers)

Total 51 135 1280 60 159 1400

1 Update only one module at a time. If you simultaneously update more than one module, your update process may fail due to limited resource
availability.

2 Before updating any module, verify that you have un-allocated CPU/Memory in your cluster to ensure that your environment has free CPU/Memory a mod
ule-update scenario requires additional resources for the old pod to continue running until the new pod initializes and takes over. This additional resource
requirement is temporary and only required while a module update is in Progress. After the module is updated, the additional resources are no longer
needed.

30n private clouds (vSphere and OpenStack), each of the 3 primary server instances require 3 vCPU and 8 GB memory and 40 GB storage (root disk),
hence the difference in the additional requirement of 9 vCPU, 24 GB memory, and 120 GB storage (root disk). See the Number of VMs section below for
additional details. Similarly, each workerinstances require 3 vCPU and 8 GB memory and 40 GB storage (root disk) however, the number of workers
changes dynamically at install time. Installer VMs require a minimum of 4 vCPUs and 8 GB RAM.

4Workload Manager numbers include considerations for4 Cloud Regions in the same instance. To support additional cloud regions, you must scale your

cluster by adding Kubernetes worker nodes. You will need 1 CPU and 3 GB memory for each additional region. For regions without Cloud Remote, you will
need 1.5 GB memory and 0.5 CPU when using Workload Manager 5.2.
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5 Public clouds do not support auto-scaling the number of nodes might differ if scaled on an auto-scaling enabled node group.

6 The storage is 230 GB just to enable StatefulSet migration. In reality, only 115 GB is being used for operation of services.

7 Effective Action Orchestrator 5.2.0. The Action Orchestrator also requires 3 worker nodes to proceed with the installation.

Number of VMs

A CloudCenter Suiteinstallation launches a highly available Kubernetes cluster which consists of primary server(s) and worker(s) instances.

@ The number of worker nodes (for both private and public cloud) vary based on the instance type selected during the installation process.

For private clouds, a redundant cluster requires a minimum of 2 out of 3 primary server nodes to be running at any point, so the cluster can function as
designed.

1 Ifyou plan to scale up at a later date, be aware that the worker instance type selected at installation time will also be used for the scaled nodes.

The CloudCenter Suiterequires that the underlying disks forKubernetes disk attachmentsbe redundant and available. Most public clouds already provide
built-in redundancy for their block disks (AWS EBS, GCP Persistent Disks, and so forth). Be sure to verify thatthe Datastores/Datastore Clusters are also
on redundant, non-local storage (NFS, NetApp) before you begin the installation process.

IP Pool Requirements
You must select IP address to ensure that each IP endpoints is available, accessible, and not used by any other resource.
When configuring or modifying you pool of IP addresses, be aware of the following requirements:
® Verify if the IP pool can accommodate additional workloads.
® Select your instance type according to the following dependencies based on your instance type selection, the installer displays the error or
success information in the UL.
® The CloudCenter Suitesetup requires 3 primary servers.
® The CloudCenter Suite dynamically calculates the number of application VMs (workers).
® Do not usel72.18.0.1/16 for the installer instance as this IP address is used by the Docker/Kubernetes setup.

* NodePort: If you set the type field to NodePort, the Kubernetes control plane allocates a port from a range specified by service-node-port-range
flag (default: 30000-32767). Refer to https://kubernetes.io/docs/concepts/services-networking/service/ for additional details.

NTP Requirements
You must either set theNetwork Time Protocol (NTP) time at the datacenter level or at the time of installation.

If set at installation time, then verify that the network can access the NTP server.

25


https://kubernetes.io/docs/concepts/workloads/controllers/statefulset/
https://confluence-eng-sjc11.cisco.com/conf/display/ACTIONORCHESTRATOR52/Action+Orchestrator+5.2.0
https://kubernetes.io/docs/concepts/services-networking/service/

The time for all worker and primary server nodes is synced with the primary controller node. The primary controller node is the instance used to launch the
CloudCenter Suite identified by the link that takes you to the Suite Admin Ul (Take Me to Suite Admin). This link contains the IP address of the
primarycontroller as displayed in the following screenshot.

CloudCenter Suite installation successful!

TAKE ME TO SUITE ADMIN [}

You can also inst Aot ter or download Kub fig fil

¥
Create your admin user and tenant then install products of your choice
are your important next steps

The Suite Installer Dashboard

After launching the installer, navigate to the IP address of your VM in a supported browser. This presents the Suite Installer Dashboard.The Suite Installer
Dashboardhas the following options:

® New Cluster Installation
® Existing Cluster Installation
® Upgrade Kubernetes Cluster

Without Internet Access

The Cisco Repository is used to host Cisco-related files and packages for various purposes. You may need to install the %ccs in an environment that does
not have internet access. If so, you need to set up an Air Gap Installation.
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New Cluster Installation

® VMware vSphere Installation
® OpenStack Installation

Install the CloudCenter Suite on a New Kubernetes Cluster

Once you access the Suite Installer Dashboard (seePrepare Infrastructure), you can install a new cluster andlaunch nodes for the new Kubernetes cluster.

Navigating to the Cluster IP When "Take Me Home" Page Does not Work

After upgrading your Kubernetes version to 1.18.12, theTake Me to theSuite Admin button does not navigate to the cluster-ip.To navigate to the cluster-ip,
perform the following workaround:

1. Run the following command to display the allocation mode:
echo $(kubectl get cnk8s-ngnt.cluster-n cisco -ojsonpath="{.data.data}") | base64 -d | grep"

vsphere_i p_al | ocati on_node"

2. From the output, look for thestaticlPor DHCP allocation mode.

For thestaticlPcase:

Run the following command and note the value of the External-IP and port 443 mapping:

kubect| get svc -n cisco | grep common-franmewor k- ngi nx-i ngress-control | er
Note the Suite Admin URL will behttps://<external_ip_address>:<443_port>. For example, a Suite Admin URL ofhttps://10.10.124.157:30037would appear
in the command this way:

kubectl get svc -n cisco | grep common-framewor k- ngi nx-i ngress-control | ercommon- franmewor k- ngi nx-i ngr ess-

controll er LoadBal ancer10.99. 116. 114 10. 10. 124. 157 80: 32165/ TCP, 443: 30037/ TCP 17d

Option 1 for the DHCP case:The service type for common-framework-nginx-ingress-controller isNodePort;

Find theMasterIPand note the master IP address. TheMaster_VIPis stored in thek8s-mgmt.clusterconfigmapin the Cisco namespace. To obtain
themaster IP address, run this command:

echo $(kubectl get cnk8s-ngnt.cluster-n cisco -ojsonpath="{.data.data}") | base64 -d | grep "naster_vip"

Option 2 for the DHCP case:The master IP address is the external IP address of the first master node.

You can find the master IP address byloggininto thevsphere/openstackconsole and running the following command.

kubect| get svc -n cisco | grep common-franewor k- ngi nx-i ngress-controller

Note the Suite Admin URL ishttps://<master_vip>:<443_port>

For example, a Suite Admin URL ofhttps://10.12.104.77:30750would appear this way:

kubect| get svc -n cisco | grep conmmon-franework-ngi nx-ingress-control | ercommon- f r amewor k- ngi nx- i ngr ess-
control | erNodePort 10.111. 85.45 <none> 80: 30719/ TCP, 443: 30750/ TCP 20h
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VMware vSphere Installation

VMware vSphere Installation

Overview

These instructions outline theend-to-end steps for installing CloudCenter Suite in a vSphere environment. In order to ensure successful installation, please
take special care to review and understand the requiredprerequisites below in PART1 and PART 2 of Prepare/Verify the Installation Environment and
Infrastructure.

Installation Process

Prerequisites: Prepare/Verify the Installation Environment and Infrastructure - PART 1
Import the Suite Installer into vSphere

Prerequisites: Prepare/Verify the Installation Environment and Infrastructure - PART 2
Deploy CloudCenter Suite into vSphere

Prerequisites: Prepare/Verify the Installation Environment and Infrastructure - PART 1

In order to ensure a successful installation of CloudCenter Suite into a vSphere environment, the following steps can be used to verify and/or appropriately
configure the environment and infrastructure.

1. Ensure the vSphere Datastore being used for installation meets the following requirements:

® The Datastore should be directly under the vSphere Datacenter.

@ The Datastore should NOT be part of a Datastore Cluster.

® The Datastore should be reachable from the workers and primary servers in the CloudCenter Suite cluster.
® Verify that the network and IP assigned to workers and primary serversin the CloudCenter Suite cluster can reach this
datastore.
* The Datastore should have adequate permissions to be managed by the previously created user.
® |deally, the Datastore utilized for the VM Installer and Tenant image should be the same to ensure the quickest possible installation.

2. The installation process requires a vSphere User with specific Permissions. For users who do not want to use the default administrator, use
the following steps to create a new Role and User for the installation.

In vSphere, login into vSphere as an administrator user. Navigate to Home > Administration > Roles and create a Role by
providing the following privileges to this role -

Datastore.Allocate space
Datastore.Browse datastore
Datastore.Low level file operations
Datastore.Remove file

Folder. Create folder

Global.Manage Custom Attributes
Global.Set custom attribute
Network.Assign network
Resource.Apply recommendation
Resource.ApplyvApp to resource pool
Resource.Apply virtual machine to resource pool
Storage views. View

Tasks.Create task

Tasks.Update task

Virtual machine (Check all the permissions under this Privilege).
vApp.Import

vApp.Power off

VApp.Power on

VvApp.Suspend

VApp.vApp application configuration
VvApp.VApp instance configuration
vApp.vAppmanagedBy configuration
VApp.vApp resource configurationin

Navigate to Home > Administration > User and Groups. Click on the + icon and create a new user. Remember the username and
password - these will be used in subsequent steps.

Click on Global Permissions. Click on the + icon to open Global Permission Root - Add Permission. Click on Add to map the
previously created user to the Role created in Step 1 - make sure to click Propagate to children.
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3. The Suite Installer requires a single IP address. For environments without support for DHCP, users will need to create a VM Customization
Specification to assign a Static IP to the Suite Installer.

In vSphere, login into vSphere as an administrator user. Navigate to Home > Policies and Profiles. Click on the + icon to create a
new VM Customization Specification.

In the New VM Customization Specification wizard, enter a name and then selectLinux for the Guest OS. Click Next to proceed.

New VM Customization Specification

1 Name and target OS Name and target OS

2 Computer name Specify a unique name for the WM customization specification and sclact the OS of the
3 Time zone target VM
4 Network

5 DNS settings VM Cusiomirzation Specification

6 Ready to complete Name :'5&33_3.353"""“"'“"|
1
Description
vCenter Sorver G A-vCenter galaxy cisco com
Guest OS
. =
Target guest OS () windows |°junux
- b

CANCEL NEXT

For the Computer name step of the wizard,ensure Use the virtual machine name is checked, and enter the Domain name if
applicable. Click Next to proceed.
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New VM Customization Specification

+ 1Name and target OS Computer name

2 Computer name Specify a computer name that will identify this virtual machine on a network.

3 Time zone

4 Network

Zomy, .
Use the virtual machine name @
5 DNS settings "n.°J

6 Ready to complete () Enter a name in the Clone/Deploy wizard

() Enter a name

Domain name :_galaxy.qsco.com 1

CANCEL BACK NEXT

Step 4: For the Time zone step of the wizard, select the appropriate time zone and then click Next to proceed.

Step 5: For the Network step of the wizard, select Manually select custom settings and then click on the three dots to

New VM Customization Specification

+ 1 Name and target OS MNetwork

+ 2 Computer name Specify the network settings for the virtual machine.

+ 3 Time zone

4 Network () Use standard network settings for the guest operating system, including enabling DHCP

5 DNS settings on all network interfaces

LAY
|°}Manually select custom settings
-

Daccrintion T IPv4 Address T IPv6 Address T

6 Ready to complete

{ S 4 Use DHCP Not used

CANCEL BACK NEXT

Step 6: Once the Edit Network wizard appears, select Use custom settings and then input the Static IPv4 IP address, including the
appropriate subnet and gateway - this is the IP address the user will use to access the Suite Installer post-installation. Click OK to proceed,
and then click Next to move onto the next step of the wizard.
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Edit Network = nat «

IPv4 IPv6

Settings Subnet and Gateways (3

- | Prtrtrieteat it S 1
() Use DHCP to obtain an IPv4 address automatically. Subnet mask 1255.255.255.0 V

() Prompt the user for an IPv4 address when the specification is used .
Default gateway 110211 1
Argument Alternate gateway
'a‘u;e custom settings
V0 3

1
IPva address | 102160 1

CANCEL “

For the DNS settingsstep of the wizard, input the necessary information for DNS. Click Nextto proceed.

Verify the configuration and then click Finish to complete the creation of the VM Customization Specification.

New VM Customization Specification

+ 1Name and target OS Ready to complete
+ 2 Computer name Review your settings selections before finishing the wizard.

+ 3 Time zone

+ 4 Network
+ 5 DNS settings Name suite-5.2.0-RC1.3
OS type Linux

Computer name Use Virtual Machine name
Domain name galaxy.cisco.com
Time zone US/Eastern
Hardware clock Set to UTC
Network type Custom
NIC1 IPva 10.2.1.60
NIC1 IPv6 Not used
Primary DNS server 10.21.172

CANCEL BACK FINISH

4. The CloudCenter Suite installation process recommends that the Suite Installer uses the same NTP server as the ESX cluster. The NTP
server can be retrieved from the ESX host by navigating to Configure > System > Time Configuration. Remember the IP address of the
NTP server - it will be used in subsequent steps.

Import the Suite Installer into vSphere

1. Download the Installer OVA from software.cisco.com.
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2. Login into vSphere as an administrator or with an user with the appropriate permissions as outlined above in PART 1 of Prepare/Verify the
Installation Environment and Infrastructure. Click on VM and Templates, and then select the vSphere Datacenter where the Installer needs to be
uploaded. Right-click and select Deploy OVF Template...

vm vSphere Client

i

- -—

o ﬂ GFFA—VCEﬂter.galaxy.cisco.cnm
4~ Right-Click

g 9

v [ GFFAE
N L #5 Actions - GFFA-DC
» EJ 1 Inst
1 ccp4 ¥] Add Host..
> Bcep-
il New Cluster__.
> [ ccp-
» EJ ccs- Mew Folder .
» BJCisc  pictributed Switch .
> 2 Cligr
+ - -
> £ cligrd 71 New Virtual Machine. ..
> B C"E'Uf: 1§ Deploy OVF Template... :
Storage L
> O HX1-G ?
> B Hx1-v Edit Default WM Compatibility...
> B0 Hx2-
g2 Migrate WMs to Another Net...
> O Hx2-
» B Hx2- Move To...
> Mgrmi
Mg Rename...
> EJSEST
> B3 Temp Tags & Custom Attributes >
> Texal Add Permission...
> EJucs-
[
Il_'_'L'p- 3s5df- Alarms
[ asdf-| ¥ Delete
|1_‘_'L'p. ccp-1
Update Manager L
|1_‘_'L'p. ccp-1

|1_‘_'L'p. ccp-1050a-cluster-1-node-group-ced3128eaf

3. In the Deploy OVF Template wizard, select Local File and open the previously downloaded OVA from your computer's file browser. Click Nextto
proceed.

4. For the Select name and folder step of the wizard, select a folder directly underneath the Datacenter - see below screenshot for an example. Click
Nextto proceed.
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@ You MUST select an installation folder, however do NOT select a sub-folder. This requirement is the same for uploading the Suite
Installer, as well as selecting an installation directory during the installation of CloudCenter Suite. This behavior applies to CloudCenter
Suite 5.2.1 and earlier versions.

Effective 5.2.2, CloudCenter Suite supports the following changes:
® VMware environments can configure Clusters, DataStores, and/or Networks under a sub-folder. For example, sub-folder

[/Cluster , sub-folder/Datastore , sub-folder/Network
® You can install a CloudCenter Suite cluster under any sub-folder

Deploy OVF Template

+ 1Select an OVF template Select a name and folder

_ Specify a unigue name and target location

3 Select a compute resource

. § Virtual machine name:  suite-5.2.0-RC1.3
4 Review details

5 Select storage
6 Ready to complete Select a location for the virtual machine.

v [ GFFA-vCenter.galaxy.cisco.com
v A GFFA-DC
1 Folder 3 ~ [11_Install-Here
> £12 Not-Here Do NOT select a sub-folder
£ CCP-ONE
[ cCcP-UCs-6
£3 cCP-uUCs-GPU
£ ccs-ucs
[ Cisco CP
[ cligrTemplates
B2 Cligruser-1
[ CloudCenter Suite
[ Discovered virtual machine
£ HX1-CCP
£ HX1-VMs
O HX2-CCP
£ HX2-Infrastructure
F -2 WM hd

NEXT

Select an Ir

S R Y L R v

CANCEL
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5. For the Select resource step of the wizard, select an ESX Host from the Cluster. Click Next, and wait for the validation checks to complete. ClickN
extagain to proceed to the Select storage step of the wizard.

Deploy OVF Template

+ 1Select an OVF template Select a compute resource
+ 2 Select a name and folder Select the destination compute resource for this operation
- CET——

4 Review details v [Ef GFFA-DC

5 Select storage > GFFA-GPU-Cluster

6 Select networks > GFFA-HX1-Cluster

7 Customize template > GFFA-HX2-Cluster

8 Ready to complete > GFFA-Mgmt-Cluster

Select a Cluster or HOSt =t} GFFA-MamtHX1-Cluster
> GFFA-UCS-Cluster

Compatibility

v/ Compatibility checks succeeded.

CANCEL BACK NEXT
&

6. For the Select storage step of the wizard, select an Datastore with necessary permissions as outlined above in PART 1 of Prepare/Verify the
Installation Environment and Infrastructure. Click Nextto proceed.

~

G} Reminder: The Suite Installer does NOT support Datastore Clusters.

@ Recommendation: Select Thin for the Virtual Disk Format.
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Deploy OVF Template

+ 1Select an OVF template Select storage

+ 2 Select a name and folder Select the storage for the configuration and disk files

+ 3 Select a compute resource

+ 4 Review details B

5 Select storage e e e ]

Datastore Clusters are NOT supported

<

Compatibility

6 Seloct networks Select virtual disk format: :_T_hlz Er::\ﬂslo: N _V_ _: Recommended

7 Customize template VM Storage Policy: Datastore Default v

8 Ready to complete Name Capacity Provisioned Free

Select a single Datastore —)| £ GFrA-MgmtHXI-Datastore-1 146 TB 777 GB 263.03 GB
.j GFFA-MgmtHXi1-Datastore-2 146 TB 1NMTB 653.25 GB
.j SpringpathDS-WZP2201IM10 216 GB 715 GB 20885G8B
8 SpringpathDS-WZP2201IM14 216 GB 715GB 208.85GB
.j SpringpathDS-WZP22020D89 216 GB 715 GB 20885GB
Reminder:

" Compatibility checks succeeded.

CANCEL

NEXT

4

7. For the Select networks step of the wizard, from the drop-down select the appropriate network for the installer management interface - if

necessary, this can be modified later. Click Nextto proceed.

Deploy OVF Template

+ 1 Select an OVF template Select networks

+ 2 Select a name and folder Select a destination network for each source network.

+ 3 Select a compute resource

+ 4 Review details Source Network V[ EemEmEEE W
+ 5 Select storage vian1004 : gffa-mgmt-401 v 1

7 Customize template

8 Ready to complete
IP Allocation Settings

IP allocation: Static - Manual

IP protocol: IPv4

CANCEL

1
6 Select networks 1items

NEXT

8. For the Customize template step of the wizard, use the following table to complete the form:

Field Description

Unique ID This value must be unigue within the vSphere networking domain. This field will be used to generate the

hostname.
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Required



Password

SSH
Public Key

Hostname

This value will be used to allow password-based authentication to the Installer VM via the vSphere Console.

This value will be used to allow key-based authentication with the Installer VM via SSH. The encryption formats

supported are ecdsa and ed25519.

For additional information - including instructions on how to generate a SSH key - please consider

visiting SSH Documentation.

This value must be unique within the vSphere networking domain. This field will be used to generate the

hostname.
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Recommen
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Recommen
ded

Required


https://www.ssh.com/ssh/keygen/

~ Uncategorized

Encoded user-data

SSH public keys
Recommended

Default user's password

Recommended

A unigue ID for this VM

instance
REQUIRED
Must be Unigque

Hostname
REQUIRED
Must be Unique

URL to seed instance data

from

approximately 5-10 minutes.

6 settings

In order to fit into a XML attribute, this value is
base64 encoded. It will be decoded, and then

processed normally as user-data.

This field is optional, but indicates that the
instance should populate the default user

"authorized_keys" file with this value.

If set, the default user password will be set to this
value to allow password based login. The
password will be good for only a single login. If
set to the string "RANDOM"”, a random password

will be generated and written to the console.

Specifies the instance ID. This is required and is
used to determine if the machine should take

"first boot” actions.

default-instance-id

Specifies the hostname of the VM instance.

default-hostname

This field is optional, but indicates that the
instance should "seed” user-data and meta-data
from the given URL. If set to "http:tinyurl.com
fsm-", then meta-data will be pulled from
“httpftinyurl.com/sm-meta-data” and user-data
from "http:dtinyurl.com/sm-user-data". Leave this
empty if you do not want to seed data from a
URL.

. Click Nextand thenFinish to proceed. The OVA will start uploading - this will take approximately 5-10 minutes.
. Once the OVA is finished uploading, create a VM Template from the uploaded installer image. This template can be used in future installations.
Right-click on the OVA and select Template > Convert to Template. Click Yes to confirm. Once the wizard is complete, the convert will take
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o ﬂ GFFA-vCenter.galaxy.cisco.com

v [ER GFFA-DC
~ [ 1_Install-Here

> EE_Not—Here Right-Click

(1 suite-5.30

D1 3

summary

() suite-instat
[ ccP-ONE
CJccp-ucs-6
[ cCP-UCS-GP
[ ccs-ucs
£ Cisco CP
[ CligrTemplate
£ Cligruser-1
£ CloudCenter
[ Discovered vi
[ Hx1-CcCpP
I HX1-VMs
[ Hx2-ccp
[ HX2-Infrastru
I HX2-WMs
1 Mgmt-WMs
» £ Mgmt-CCs
> B Mgmt-LNX
» B Mgmt-NSO
» £ Mgmt-wMy
> 3 Mgmt-win

E'ﬂ. ccs-test-52

ﬁ ccs-test-53

ﬁ ccs-test-52

ﬁ ccs-test-53

ﬁ ccs-test-52

ﬁ ccs-test-53

ﬁ ccs-test-52

E'ﬂ. ccs-test-52

m

WOOW W OOW W W W W WY WY N W N

<

Recent Tasks Alan

Task Mame

L £ Actions - suite-5.2.0-RC13
Power
Guest OS5
Snapshots
@ Open Remote Console
& Migrate..
Clone
Fault Tolerance
VM Policies
Template
Compatibility
Export System Logs..
i Edit Settings...
Mowve to folder..
Rename..

Edit Notes. ..

Tags & Custom Attributes

Add Permission...

Alarms

Remove from Inventory

Delete from Disk

Update Manager

VSAN

Delete virtual machine

A =OnMe-5 Z UFRC T S-TETnpiae

> Custom Attr

Attribute

L4

* | # Convert to Template

I Export OVF Template

11. Once the converting completes, right-click on the OVF template and selectNew VM from this Template...
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o @ 8 @

W |"__,-| GFFA-vCenter.galaxy.cisco.com
« EB GFFA-DC
“ £ 1_Install-Here
> £ 2_Not-Here

e suite-installer-5.2.0-RC1.3
£~ Right-Click

¥ suite-5.2.0-RC
v 1 A7 Actions - suite-5.2.0-RC1.3
£ CCP-ONE -]
» B ccp-ucs-6 ! 5‘5‘ Mew WM from This Template... :
> E1CCP-UCS-GPU | e T TTTT
3 convert to Virtual Machine...
> B3 ccs-ucs
» B2 Cisco CP 5’3 Clone to Template. ..
» B CligrTemplates '@ Clone to Library...
> £ CligrUser-1
> B CloudCenter suf ~ MOve tofolder..
» [ Discovered virtu Rename.
> B HX1-CCP
> [ HX1-VMs
> B HX2-CCP Tags & Custom Attributes >
> [ HX2-Infrastructu o
Add Permission...
> [ HX2-VMs
v £ Mgmt-VMs Alarms >
» EJ Mgmt-CCs Remove from Inventory
> 1 Mgmt-LNX
> £ Mgmt-NSO Delete from Disk
> B Mgmt-VMwars Update Manager >
> 1 Mgmit-Window
VSAMN 3
E‘.'?. ccs-test-52-4q

The following steps are similar to Steps 4-6. Remember that the following behavior applies to CloudCenter Suite 5.2.1 and earlier
versions:

® You MUST select an installation folder, however do NOT select a sub-folder.
® Select the same Datacenter Cluster or Host as the Suite Installer.
® The Suite Installer does NOT support Datastore Clusters.

Effective 5.2.2, CloudCenter Suite supports the following changes:
* VMware environments can configure Clusters, DataStores, and/or Networks under a sub-folder. For example, sub-folder

/Cluster , sub-folder/Datastore , sub-folder/Network
® You can install a CloudCenter Suite cluster under any sub-folder
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{D For environments NOT using DHCP, select Customize the operating system.

\

For the Select clone optionsstep of the wizard, check Power on virtual machine after creation. Click Next to proceed.

suite-5.2.0-RC1.3-template - Deploy From Template

+ 1 Select a name and folder Select clone options

+ 2 Select a compute resource  Select further clone opticns

+ 3 Select storage

4 Select clone options @Cus[cmize the operating system Optional: For non-DHCP enabled environments
~

5 Customize guest OS |:| Custamize this virtual machine’s hardware

6 Ready to complete -2y
|Power on virtual machine after creation
-

CANCEL BACK NEXT

Fl

13. The Suite Installer requires a single IP address. For environments without support for DHCP, users will need to attach a VM Customization
Specification to assign a Static IP to the VM Installer. The creation of the VM Customization Specification was previously outlined above in PA

RT 1 of Prepare/Verify the Installation Environment and Infrastructure.

Step 1: For the Customize guest OS part of the wizard, select the previously created VM Customization Specification and clickNextto

proceed.
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suite-5.2.0-RC1.3-template - Deploy From Template

+ 3 Select storage

+ 15Select a name and folder

+ 2 Select a compute resource

Customize guest OS5

Customize the guest OS to prevent conflicts when you deploy the virtual machine

+ 4 Select clone options

i'd 5 Customize guest OS

6 Ready to complete

Name T

ces-kep-cs

GLXYVMW-CR

Operating System: CentOS 4/5 or later (64-bit)

Guest 05

| sute-520-RC13

Linux
Linux

I Linux

Last Modified
04/012019, 212:00 PM
08/23/2019, 3:00:49 PM
05/01/2020, 6:28:10 PM

Jitems

CANCEL NEXT

14. Review the details of the wizard and then click Finish to proceed with the creation of the Suite Installer VM. The creation of the VM will take

approximately 5-10 minutes.

p

{D Important: There is a known issue with some vCenter clients when usingVM Customization Specifications with Deploy From Template
where the Suite Installer VM does not receive an IP address. If you are unable to reach your Suite Installer homepage, please ensure
the NIC is Connected. This can be checked by right-clicking on the VM and selecting Edit Settings.

o Q

(3 GrFAvCenter gals
morranc

Power

Guestos
Snapshots
# Open Remote Console

& morate

@ suite-5.2.0-

Summary  Monitor

VM Hardware

ey

Memory

Hard sk 1

Network adspter 1

comVD ave1

Video card

VMG device

Edit Settings

Virtual Hardware

=
Memory

Hard disk 1

Scsi controtier 0
Network adapter 1
comVD arvet
Video card

VMCl device

Other

Move to foider
Rename.

Eat Notes

Tags & Custom Attributes
‘Ada permission.

Alarms

Detete from Disk

Update Manager

vsan

@ oy

suite:5.20-RC13test

gfta-mamt-401

Caent Device

Specty custom settings

cancee | [IRSY

O one

o op

3

121968
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suite-5.2.0-RC1.3-template - Deploy From Template

+ 1Select a name and folder Ready to complete
+ 2 Select a compute resource  Click Finish to start creation.
+ 3 Select storage

+ 4 Select clone options

+ 5 Customize guest OS5 Provisioning type Deploy from template
Source template suite-5.2.0-RC1.3-template

Virtual machine name suite-installer-5.2.0-RC1.3
Folder 1_Install-Here
Cluster GFFA-MgmtHX1-Cluster
Datastore GFFA-MgmtHX1-Datastore-1
Disk storage Same format as source
Guest OS5 customization specification suite-5.2.0-RC1.3

CANCEL BACK FINISH

Prerequisites: Prepare/Verify the Installation Environment and Infrastructure - PART 2

In order to ensure a successful installation of CloudCenter Suiteinto a vSphere environment, the following steps can be used to verify and/or appropriately
configure the environment and infrastructure.

1. The installation process assumes internet connectivity to certain domains. When installing CloudCenter Suite into environments residing

behind a proxy, please ensure the following domains are entirely accessible. Remember the proxy information - this will be used during the
installation of CloudCenter Suite.

{D Note: The Installer VM supports HTTP and HTTPS proxies, with or without username and password. The proxy must support TLS
1.2.

1 Warning: Several of the following links might perform redirects. Please ensure your proxy and firewall are configured to allow
redirects of the following URLSs.

Proxy URL Description

https://devhub. | Repository for Cisco CloudCenter Suite Docker Charts
cisco.com

http://devhub.
cisco.com

https://devhub-
docker.cisco.
com
http://devhub-

docker.cisco.
com

https://gcr.io Repository for Cisco CloudCenter Suite Helm Charts

http://gcr.io
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https://apc01.safelinks.protection.outlook.com/?url=https%3A%2F%2Fdevhub.cisco.com%2F&data=02%7C01%7Cparamveer.c%40hcl.com%7C83e4be63715c4af9271408d7a87257fd%7C189de737c93a4f5a8b686f4ca9941912%7C0%7C0%7C637163081381131771&sdata=%2F9tUABNFsWg77TwizifPCWIUer9JIGP%2BTRLOXBJesHA%3D&reserved=0
https://apc01.safelinks.protection.outlook.com/?url=https%3A%2F%2Fdevhub.cisco.com%2F&data=02%7C01%7Cparamveer.c%40hcl.com%7C83e4be63715c4af9271408d7a87257fd%7C189de737c93a4f5a8b686f4ca9941912%7C0%7C0%7C637163081381131771&sdata=%2F9tUABNFsWg77TwizifPCWIUer9JIGP%2BTRLOXBJesHA%3D&reserved=0
https://apc01.safelinks.protection.outlook.com/?url=https%3A%2F%2Fdevhub.cisco.com%2F&data=02%7C01%7Cparamveer.c%40hcl.com%7C83e4be63715c4af9271408d7a87257fd%7C189de737c93a4f5a8b686f4ca9941912%7C0%7C0%7C637163081381131771&sdata=%2F9tUABNFsWg77TwizifPCWIUer9JIGP%2BTRLOXBJesHA%3D&reserved=0
https://apc01.safelinks.protection.outlook.com/?url=https%3A%2F%2Fdevhub.cisco.com%2F&data=02%7C01%7Cparamveer.c%40hcl.com%7C83e4be63715c4af9271408d7a87257fd%7C189de737c93a4f5a8b686f4ca9941912%7C0%7C0%7C637163081381131771&sdata=%2F9tUABNFsWg77TwizifPCWIUer9JIGP%2BTRLOXBJesHA%3D&reserved=0
http://devhub-docker.cisco.com/
http://devhub-docker.cisco.com/
http://devhub-docker.cisco.com/
https://devhub-docker.cisco.com/
https://devhub-docker.cisco.com/
https://devhub-docker.cisco.com/
https://apc01.safelinks.protection.outlook.com/?url=http%3A%2F%2Fgcr.io%2F&data=02%7C01%7Cparamveer.c%40hcl.com%7C83e4be63715c4af9271408d7a87257fd%7C189de737c93a4f5a8b686f4ca9941912%7C0%7C0%7C637163081381161760&sdata=qHxuikt5Rrlm3m96izVlzdkCmqio2VEBOr%2FkQ%2FHxzV0%3D&reserved=0
https://apc01.safelinks.protection.outlook.com/?url=https%3A%2F%2Fgcr.io%2F&data=02%7C01%7Cparamveer.c%40hcl.com%7C83e4be63715c4af9271408d7a87257fd%7C189de737c93a4f5a8b686f4ca9941912%7C0%7C0%7C637163081381171758&sdata=hAr9FDSMX4krYxy78BQupj%2Fu%2FR0ze%2F4ZAEW0pl%2BZp3o%3D&reserved=0

https://storage. | Repository for Cisco CloudCenter Suite Tiller Image
googleapis.
com

http://storage.

googleapis.

com

Other The Suite Installer may require additional connections to the installation environment (for example, vCenter,
Hyperflex Data Platform, AWS Console, and so forth) Please ensure your cloud target is reachable via the
proxy!

A Note on Offline Clusters

While CloudCenter Suite 5.20offers a completely air gapped environment,your CCS cluster will require access to the URLs in the above tableif
your internet access is via a proxy environment.However, as the offline solution is a completely air gapped environment and you do not need
to adds URLs to your acceptable list of URLs when using theAir Gap Installation approach.

Users can use an existing Linux VM to test their proxy configurations. The following steps outline how to test a proxy on an Ubuntu VM.

(D Note: These steps may vary depending on the user's installation environment and proxy configuration.

Configure the proxy on the VM:
export http_proxy=http://<proxy val ue> (HTTP Proxy)
export https_proxy=https://<proxy val ue> (HTTPS Proxy)
export http_proxy=http://<usernane>: <passwor d>@proxy value> (HTTP w Authentication)

export https_proxy=https://<username>: <passwor d>@proxy val ue> (HTTPS w Authenticati on)

Use this command to login to the CloudCenter Suite docker registry. If this command fails, there might be an issue with the proxy
configuration:

docker login -u "nulticloudsuite.gen" -p

" AKCp5aTvLnuvA2dleRki ehs SAy SuWZi yEv76bczZWeHe7bq5W06dr HsmUzKus6v2Zs YXgMFj e" devhub- docker . ci sco. com
/mul ticloudsuite-rel ease

Use this command to download a docker image from the CloudCenter Suite registry. If this command fails, there might be an issue
with the proxy configuration:

sudo docker pullgcr.io/kubernetes-helmtiller:v2.12.3

2. In vSphere environments with more than one Datacenter, users are required to create a Resource Pool. This is true for both uploading the
Suite Installer, as well as picking an installation environment.

@ The Resource Pool should NOT be "nested" and part of another Resource Pool.

3. In order to improve installation time, it is also recommended to upload the Tenant Image to the same Datastore and Datacenter as the
installation target. The Tenant Image is cloned and used to deploy the Worker Nodes in the Kubernetes control-plane. The Tenant Image can
be downloaded from software.cisco.com. When then Tenant Image is not uploaded prior to installation, the Suite Installer will attempt to
upload clone and upload a copy of the image from the Installer OVA.

@ The name of uploaded OVAMUST have a prefix of "CCS".

Deploy CloudCenter Suite into vSphere

1. Once the Suite Installer VM finishes deploying and powering on, navigate to appropriate IP address to start the installation process of
CloudCenter Suite. For DHCP-enabled deployments, the IP address can be found on the VMware console. Click on New Cluster to proceed.

@ Note: Depending on the browser, users may need to dismiss a self-signed certificate error before proceeding.
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http://storage.googleapis.com
http://storage.googleapis.com
http://storage.googleapis.com
http://storage.googleapis.com
http://storage.googleapis.com
http://storage.googleapis.com
http://devhub-docker.cisco.com/multicloudsuite-release
http://devhub-docker.cisco.com/multicloudsuite-release
http://gcr.io/kubernetes-helm/tiller:v2.12.3
https://docs.vmware.com/en/VMware-vSphere/6.5/com.vmware.vsphere.resmgmt.doc/GUID-60077B40-66FF-4625-934A-641703ED7601.html
https://software.cisco.com/download/home/286323192/type/286309561/release/

||||||||u
cisco

Welcome to CloudCenter Suite Installer!

XD
Set up CloudCenter Suite

Choose your installation method

This opt

NEW CLUSTER } [ EXISTING CLUSTER l who want to deploy and setup

their own K8s cluster.

Upgrade Kubernetes Cluster

Point us to an existing cluster installed by CCS

UPGRADE

. Select vSphere and then complete the wizard with the required information (IP address and login credentials). Click Connect verify the
connectivity. If the connectivity check successfully completes, click Next to continue.

Reminder: Use the account created above inStep 2of Prepare/Verify the Installation Environment and Infrastructure - PART 1 to
connect to vCenter.

1 Note: Depending on the deployment environment, the selections/inputs for the following steps may vary.

* Required

@ : -

Connect using your vSphere credentials
®VCENTER SERVER
1021170
re IPIFQDNfor vC
W VCENTER PORT
443
# VCENTER USERNAME

administrator@vsphere.local

% VCENTER PASSWORD

[ eorm ) €—— Indicates Successful Connection to vCenter
USE OFFLINE ENVIRONMENT

No €—— exclusively for Air Gap Installation

Offline repository must be set upif you want to use it for this cluster.

Cisco CloudCenter Suite supports Air Gap Installations. However, in order to deploy CloudCenter Suite into environments without internet

connectivity, users need to first setup an Offline Repository. Once the repository is setup, users can select Yes for Use Offline Repository. Pro
vide the login information and then click Validate to proceed.
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https://confluence-eng-sjc11.cisco.com/conf/display/SUITEADMIN52/Offline+Repository+Configuration

* Required

USE OFFLINE ENVIRONMENT
df—— |ndicates an Alr Gap Environment

Offline repository must be set up if you want to use it for this cluster.

¥OFFLINE REPOSITORY FQDNM / IP ADDRESS

10.2.1.59

¥pAsSWORD

TITITIT] b

VALIDATE

3. On the next step of the installer, select/input the necessary vSphere Placement Properties for your environment.

vSphere Configuration

Field Input Condition Notes
Datacent @ Select the vSphere Datacenter for installation Required
er
Cluster Select the vSphere Cluster for installation Required
Resource = Select the vSphere Resource Pool for allocation of Optional
Pool resources {E} Reminder: This field is required for environments with more

than one VMware Datacenter.

Datastore = Select the vSphere Datastore for installation Required
{D Recommendation: Select the same Datastore as the Suite
Installer and Tenant Image.

Network | Select the vSphere Network for installation and Required
connectivity between the various nodes/services of the
Kubernetes cluster

CCS VM | Select the installation image used to create the Optional The Suite Installer includes a default Kubernetes cluster image (CCS-
Tenant Kubernetes cluster version-Base-Image). This image will be automatically used whenever
Image this field is left empty.

Recommendation: For slow environments, upload the
Tenant Image to same folder as the Suite Installer - ensure
the name of the image is prefaced with "CCS-".

This was previously outlined above in Step 3 of Prepare
/Verify the Installation Environment and Infrastructure -
PART 2.

Cluster Select the installation directory Required
Folder

1 The following screenshot is an example. Selections and values may differ between different installation environments.
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» Required

What are your placement properties?

®DATACENTER
kY
GFFA-DC vy
vsphere datacenter where the kubernetes cluster will be launched
¥ cLusTER
™y
GFFA-MgmtHX1-Cluster [
'~
vSphere cluster where the kubernetes cluster will be launched
RESOURCE POOL
Optional Required for environments with more than one Datacenter

vSphere resource pool. If left empty, Default: <compute cluster>/Resources

¥ DATASTORE
=y
GFFA-MamtHX1-Datastore-1 [ ‘)
~
vSphere datastore
#*nETWORK
o
gffa-mgmt-401 [ )
~

CCS VM TENANT IMAGE

Recommended

Cisco Kubernetes 1.16.3 CCS VM Tenant Image. If not selected, the installer

will attempt to upload an included template.

¥ CLUSTER FOLDER

-

"
Mgmt-VMs N

v5p

folder wi

iich will contain the kubernetes cluster nodes

. Scroll down to the next step of the installer and select/input the necessary values for Kubernetes Cluster Configuration.

Kubernetes Cluster Configuration

Field Input Condition Notes
Worker | Select the Instance Type with the Required See Prepare Infrastructure > Resource Requirements for CloudCenter Suite Modules for
Instanc | right amount of CPU / Memory additional context.
e Type

(D Recommendation: 8CPU_32GBMem will deploy the least number of nodes.

Kubern | The number of nodes is Required See Prepare Infrastructure > Resource Requirements for CloudCenter Suite Modules for

etes automatically calculated based on additional context. Users can opt to increase or decrease the number of nodes deployed during
Worker | the selection made for Worker installation.

Count Instance Type

1 The IP address requirements will change depending on the number of Worker
Nodes selected during installation. For example:

® |f the instance type is 8CPU_32GBMem, then 5 workers are created and the
total static IPs required for this environment are 7 IPs (4 worker VMs, and 3
primary servers).

® |f the instance type isBCPU_24GBMem memory, then 5 workers are created
and the total static IPs required for this environment are 8 IPs (5 worker VMs,
and 3 primary servers).

® |f the instance type isBCPU_16GBMem, then 7 workers are created and the
total static IPs required for this environment are 9 IPs (6 worker VMs, and 3
primary servers).

® |f the instance type is 4CPU_16GBMem, then 9 workers are created, so the
static IPs required for this environment are 11 IPs (8 worker VMs, and 3
primary servers).
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https://docs.cloudmgmt.cisco.com/display/INSTALL51/Prepare+Infrastructure
https://docs.cloudmgmt.cisco.com/display/INSTALL51/Prepare+Infrastructure

Kubern
etes
Pod
CIDR

Cluster
Prefix

IP
Allocati
on
Mode

Select the IP address block for Required
internal networking between the
pods running on each of the nodes

Enter any unique value Required

Select either DHCP or Static IP Required

This address space is INTERNAL, and is not routable outside of the Kubernetes Cluster.

Used

Warning: This address block should NOT conflict with the subnet or IP addresses
used for the nodes.

to identify which VMs / nodes are part of a Kubernetes cluster.

Value must be lowercase, and must start and end with an alphanumeric character.
Input field supports "-" (hyphens) but not "_" (underscores).

(D Note: Besides the assignment of IP addresses, the following selection also

determines how Services are exposed outside of the cluster. When DHCP is
selected, Kubernetes will use a load balancing service (MetalLB). However, when
Static IP is selected, Kubernetes will use NodePorts.

During the boot process, IP addresses will be allocated via DHCP server.

® Master VIP - Common virtual IP address shared by the primary server nodes. Users
can access the CloudCenter Suite login with this address.

® CCSv5.2.3 required users to only provide only a master VIP to create a cluster, but

® CCS v5.3.0 now requires users to provide all the network information like static IP
case to create a cluster & its resources. DHCP_Pool_Start_IP,
DHCP_Pool_End_IP, Subnet mask, Gateway IP & DNS Addresses.

The IP address for the Master VIP must be unique, and not available to
DHCP.

J

During the boot process, IP addresses will be allocated from a user-defined pool.

e N

@ Important: Please note the following requirements when allocating a block of
IP addresses -

® The block of IP addresses must cover the number of Nodes (Workers +
primary servers) and (4) additional services. However, we recommend
users define larger pools (50% more) to allow for future scalabilty.

® e.g. If the instance type is 8CPU_32GBMem, 7 IP addresses are
required for the nodes and 4 IP addresses are required for the
additional services. Therefore total minimum required is 11 IP
addresses.

® The block of IP addresses for the user-defined pool must be unique.
Verify network reachability before proceeding - the installation will fail
without complete connectivity.

Static IP Pool Start IP - The first IP address in the pool.

Static IP Pool End IP - The last IP address in the pool.

Subnet Mask - The subnet mask of the address pool.

DNS Server List - The available DNS servers in the environment.
Gateway List - The subnet's "Default Gateway".

The following screenshot is an example. Selections and values may differ between different installation environments.

47



Scroll down to the next step of the installer and input the necessary values for SSH Configuration. This configuration will be used to allow key-
based authentication with the worker and primary server nodes via SSH.

SSH Configuration

Field Input Condition Notes
SSH Enter valid Recommend | This is a user-assigned field to identify the user for SSH access into worker(s)/primary server(s).
Username | username ed

{D The username must NOT be root or cloud-user.

SSH Enter valid Recommend | The encryption formats supported are ecdsa and ed25519.
Public SSH key ed
Key

@ For additional information - including instructions on how to generate a SSH key - please consider
visiting SSH Documentation.

1 The Suite Installer does not require the SSH key to have a comment. However, any comments MUST
be in the following format: <username>@<hostname>

* Re quired

S5H Configuration
¥ ssH USERNAME
admin 27
SSH Username for node access
¥ 551 PUBLIC KEY
ecdsa-shaZ-nistp521 AAAAEZVIZHNhLAMoY TltbmlzdHALL

S5H Public Key for node access - ecdsa or ed25519 only

5. (Optional) Scroll down to the next step of the installer and input the necessary values for NTP Configuration.
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https://www.ssh.com/ssh/keygen/

1 Note: The NTP values should match the ESXi NTP configuration as outlined above inStep 4of Prepare/Verify the Installation
Environment and Infrastructure - PART 1.

NTP Configuration

MNTP SERVERS
10.2.11

Comma-separated list of MTP servers - hostname or IP Address. It is highly
recommended to set NTP servers or pools to prevent timing 1ssues between
kubernetes nodes.

NTP POOLS
O.us.pool.ntp.org, Lus.pool.ntp.org,2.us.pool.ntp.org

Comma-separated list of NTP pools - hostname or IP Address. It is highly
recommended to set NTP servers or pools to prevent timing 1ssues between
kubernetes nodes.

6. (Optional) Scroll down to the next step of the installer and select/input the necessary values for Proxy Configuration. This configuration will define
the Docker proxy settings on each worker/primary server node. When attempting to reach the internet, the nodes will use these settings for interne
t connectivity - this is particularly important during installation.

{D Reminder: Please review Step 1 of Prepare/Verify the Installation Environment and Infrastructure - PART 1 for additional information
on the proxy configuration, including a list of required domains.

1 In Suite Admin 5.2.x, updating proxy configurations must be manually completed on each node. This process is not "hitless" and will
require a restart of the VM.

Proxy Configuration

Field Input Conditional Notes
HTTP Enter the IP address and port of N/A For proxies requiring Username / Password, select Yes for Proxy Requires User
Proxy the HTTP proxy server Authentication. Click Validate to ensure the configuration is correct.
HTTPS  Enter the IP address and port of N/A For proxies requiring Username / Password, select Yes for Proxy Requires User
Proxy the HTTPS or HTTP proxy server Authentication. Click Validate to ensure the configuration is correct.

1 The HTTP proxy value is allowed in HTTPS proxy field. However, HTTP traffic will
= utilize secure channel (SSL) to connect to internet.

Bypass Enter the IP addresses or URLs N/A This configuration will define the Docker proxy settings on each worker/primary server node.
Proxy of the domains you want to bypass The Bypass Proxy Settings field should be used to define which IP addresses and domains
Settings | the proxy should NOT use the proxy to reach the internet.

Example: localhost,10.100.96.168,*.test.example.com,.example2.com,10.1.0.0/16,127.0.0.1
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http://test.example.com
http://example2.com

Proxy Configuration
HTTP PROXY

http://lab-proxy.ci.ciscolabs.com:3128
Http praxy host with port

PROXY REQUIRES USER AUTHENTICATION

1 N
HTTPS PROXY
https://lab-proxy.ci.ciscolabs.com:3128 Note: Allows HTTP or HTTPS proxy
Hctps proxy host with port - Praxy that supports either http or https protocol is valid exc https=/proxyxyz:<port> or http//praxyxyz:<port>

PROXY REQUIRES USER AUTHENTICATION
m 4 |ndicates the proxy configuration requires UN/

*USERNAME

admin

* PASSWORD

VALIDATE e \/3lidate to ensure successful login to proxy

BYPASS PROXY SETTINGS

localhost,10.100.96.168,"test.example.com,.example2.com,
10.1.0.0/16,127.0.0.1
hese are just examples!
Provide values in a comma-separated list without spaces.
7. Once completed, click Install to proceed. The installation will take approximately 30-60 minutes depending on the installation environment. Click

on Take Me To Suite Admin to continue the setup and installation.

1 Recommendation: Do not forget to download the kubeconfig file - this can be used to used to manage the Kubernetes nodes.

‘detl CloudCenter Suite Installer

v

CloudCenter Suite installation successful!

TAKE ME TO SUITE ADMIN [}

You can also install or upgrade another cluster or download Kubeconfig file

Create your admin user and tenant then install products of your choice
are your important next steps.

Folder Names in the VMware Environment
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When you deployCloudCenterSuite5 in a VMware environment, you can specify a top-level folder to place the K8snodes.Thename of that folder cannot be
changed after the installation. If the folder name has been changed, installation of new modules will fail.If you rename the folder name theoriginalname, thei
nstallationwill succeed.
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OpenStack Installation

OpenStack Installation

® OpenStack Nuances

® Module Details

® |nstallation Process

OpenStack Nuances

Verify the following OpenStack nuances:

® OpenStack newton release with at least the followingservice versions:
L]

Cinder v2

® Keystone v3

OpenStack Nova v2
OpenStack Networking v2

® OpenStack Glance v2

® Ensure to add Port 6443 to the default security group as the security group created for the cluster is not automatically assigned to the load

balancer created for the cluster.

® The tenant and project requirements for OpenStack Cloud are identified in the following table.

Model

For all cases

Tenant network

Provider
network

Quota
2 (primary server group, worker group)
Number of workers + number of primary servers
3 (APl load balancers)
6 (2 for each load balancer)
6 (2 for each load balancer)
6(2 for each load balancer)
3 (1 for the cluster VMs, 2 for the Kubernetesload balancer services)
18
See Prepare Infrastructure for additional details

Number of workers + number of primary servers +3 for each load
balancer

Number of workers + number of primary servers

16 GB (recommended for each worker and each primary server)
32 (recommended for each workers and each primary server)
Floating IPs =3

Networks = 1

Subnet=1

Router =1

Number of workers + number of primary servers + 3 load balancers

Description
Server Groups
Server Group Members
Load Balancers
Health Monitors
Pools
Listeners
Security Groups
Security Group Rules
Volume GB

Ports

Instances

RAM

vCPUs

1 for each load balancer
For the tenant network
For the tenant network

For the tenant network to public network
connection

Free IPs in the provider network

® Network Time Protocol (NTP) must be configured this is important as the CloudCenter Suite installation can fail, if NTP is not
configured or if it is wrongly configured.

1 Ifyou setup CloudCenter Suite in offline mode, you must provide valid NTP server details before you save your configuration.

Module Details
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Additionally, refer to your module documentation for module-specific dependencies as identified in the following table:

Module Documentation

Workload Manager = Cloud Overview
Action Orchestrator = Add Cloud Account

Cost Optimizer Cloud Overview

Installation Process

To installthe CloudCenter Suite on a new OpenStack cluster,perform the following procedure.

1. Verify that you have prepared your environment as listed in the OpenStack Nuances section above.

2. Navigate to the Suite Installer Dashboard.

3. ClickNew Cluster.

4. Click the OpenStack card.

5. To connect using OpenStack cloud credentials, enter the OpenStack Placement Property details identified in the following table.
OpenStackPlacement Description
Properties
OpenStack The OpenStack authentication service URL.

Authentication URL

OpenStack Region The OpenStack cloud region.
OpenStack Domain The OpenStack account domain name.
Name

OpenStack Project The OpenStack project name.

OpenStack Username The OpenStack account username.

OpenStack Password The OpenStack account password.
OpensStack CA The CA certificate that is required to verify an OpenStack HTTPS URL. This field is mandatory using a HTTPS
Certificate URL and is not required if using a HTTP URL.

6. ClickConnect.
7. Once the connection is validated, clickNext.

To specify the placement properties, enter the following details.

1 Ifyou setup CloudCenter Suite in offline mode, you must provide valid NTP server details before you save your configuration.

OpenStack Description
Placement
Properties

Control Select the OpenStack project to which the Kubernetes cluster is deployed.
Plane

Cluster
Prefix

OpenStack Details

OpenStack Select one of the existing flavors or VMs. Based on your selection, the recommended number of workers is calculated and
Flavor UUID  displayed in theKubernetes Worker Count field.
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OpenStack
Image UUID

OpenStack
SSH
Keypair
Name

OpenStack
Network
Model

Provider
Network
or
Tenant
Network

Different images will be used for the installer and the cluster launched by the installer. The installer includes a default
Kubernetes cluster image (called, CCS-version-Base-Image) with a configurable option to override the use of this default
image. TheCCS-version-Base-Image image included in the installer is selected if you do not override the setting.

To override the CCS-version-Base-Image image used by the Suite installer, be sure to add the applicable image in theOpenS
tack console and selected the applicableQCOW?2 image from the dropdown list in this field.

If you use the OVA installer to launch the cluster in an vSphere environment, be sure to override this field and select the
applicable QCOW?2 CCS-version-Base-Image.

1 Ifyouinstall the CloudCenter Suite using any image other than CCS-version-Base-Image, the installation will fail.

Only SSH keys of type ssh-ed25519 or ecdsa-sha2-nistp256 are supported.

1 You must have at least one existing SSH-key in the selected OpenStack environment to begin the installation.

The functional networking model for OpenStack. See https://docs.openstack.org/security-guide/networking/architecture.html
for additional context.

Provider Network Created by the OpenStack administrator on behalf of tenants and can be dedicated to a particular tenant,
shared by a subset of tenants, or shared by all tenants. Refer tohttps://docs.openstack.org/liberty/networking-guide/intro-os-
networking-overview.html for additional details.

<« C A NotSecure | 10.8123137 * 0B & X pgo o :

‘et CloudCenter Suite Installer

Specify Placement
Properties

Kubernetes Cor
OpenStack KUBERNE
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Tenant Network Created by tenants for use by their instances and cannot be shared (based upon default policy settings).
Refer to https://docs.openstack.org/liberty/networking-guide/intro-os-networking-overview.html for additional details.

[CR- | @ Web tor (B Clox B Cloud | [CCP. | & [CR- | @ Mc® 0 PulR | € ([C | @ jenkir | @ Index | @ Tritor | @ Privo: | @ onme | T Scaff | & [TELL | @ Persc | @ Sonte | & iclove | Rever | 3 CCS/ | & Secur | +

tses’  CloudCenter Suite Installer

Openstack

Kubernetes Configuration

Kubernetes This field is auto-populated with the recommended number of worker VMs. While you can change the recommended number,
Worker be sure to verify that the worker count is adequate to accommodate the modules that you want to install. See Prepare
Count Infrastructure for additional details.

Kubernetes Floating IP pool from which IP addresses are assigned to pods.
Pod CIDR

@ Verify that this IP does not conflict with the node/VM IP address.

Proxy Configuration
HTTP Proxy  The hostname or IP address of the proxy host along with the port.

HTTPS The hostname or IP address of the secure proxy host along with the port.
Proxy

NTP Configuration

NTP A comma-separated list of IP addresses or FQDNs of your NTP server(s) to be used to sync VM clocks.
Servers
NTP Pools A comma-separated list of IP addresses or FQDNs of your NTP cluster(s) to be used to sync VM clocks.

8. Clickinstall.The installation progress is visible on screen.
9. Once successful, you see the following message.

Cl oudCenter Suite installation successful!

10. You have the following options at this point:

. ClickTake Me To Suite Adminto launch and set up theSuite Admin.

. ClickInstall Another Clusterto start another installation and go back to the homepage (Installer Dashboard).

. DownloadKubeconfig fileto connect to the launched cluster using thekubectltool.

. After the installation is complete, use the following command to SSH into the workers/primary servers as ubuntu and use the private
SSH key of the public key (provided when you configured the Placement Properties details above).

QOT D

Ensure that Port 22 is open on the primary server/worker node so you can provide communication security via Security
Groups/Firewall rules for OpenStack environments.
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#Sanpl e command to SSH into a worker/primary server

ssh -i <private key> ubuntu@prinmary server/Wrker |P>

11. Be sure to switch off the installer VM. You can reuse this VM for any other purpose, for example, as an Offline Repository or to upgrade the
Kubernetes cluster or to upgrade the tenant image on the nodes.
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Existing Cluster Installation

Install the CloudCenter Suite on an Existing Kubernetes Cluster

Overview
Restrictions
Prerequisites
Procedure

Overview

Once you access the Suite Installer Dashboard (seePrepare Infrastructure), you can choose to install the Suite Adminon an existing cluster.

Restrictions

Before proceeding with section, adhere to the following restrictions:

® AWS: The CloudCenter Suite does not currently support a Suite Admin installation on an existing AWS cluster.
® Permission: Admin-level permissions for the cluster are mandatory for a user to install the Suite Adminin an existing cluster.

Prerequisites
Verify that the cluster adheres to the following requirements:

® Kubernetes Version: The existing Kubernetescluster must be of Version v1.18.x or and later.
® KubernetesAdd Ons: InstallCert-manager versionv1.0.2(required) using the following command:

kubect!| apply -f https://github.conljetstack/cert-nmanager/rel eases/downl oad/v1.0.2/cert-nmanager.yan

Also, see https://cert-manager.io/docs/

® |nstance Type: The instance type for GKE is should be nl-standard-8 or higher. Verify that it is large enough to accommodate the installation of
Suite Adminand other CloudCenter Suite modules.

® Basic Authentication: When creating the GKE cluster, go to Security and check the box to Enable Basic Authentication.

® Storage Class: The default storageClass must be configured.

® Kubeconfig: The kubeconfig user must have cluster-admin permission in the kubeconfig namespace.

® |f the cluster does not support Load Balancer.

® GCP: You must remove auth provider and use the admin user password.
®* RBAC - Must be enabled.
® Pod Priority: Define the PriorityClass for suite-high/suite-medium/suite-low.

® Refer tohttps://kubernetes.io/docs/concepts/configuration/pod-priority-preemption/for details.
® The commands to define PriorityClass are listed in the following code block.
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# create pod priority class: suite-high/suite-nediun suite-|ow

## begin create pod priority

cat <<EOF | kubectl apply -f -
api Versi on: schedul i ng. k8s.i o/ vlibetal
kind: Priorityd ass
net adat a:

name: suite-high
val ue: 1000000
gl obal Defaul t: fal se

description: "H gh priority"

api Versi on: schedul i ng. k8s.io/vlbetal
kind: PriorityC ass
net adat a:
name: suite-medium
val ue: 10000
gl obal Defaul t: false

description: "Mediumpriority"

api Version: scheduling. k8s.io/vlbetal
kind: PriorityC ass
net adat a:
name: suite-Ilow
val ue: 100
gl obal Defaul t: fal se
description: "Low priority"

ECF

## end create pod priority

® GKE clusters with static version or regional location type are supported.
® Use the 'Container-Optimized OS with Docker (cos) (default)' as the container run time for the cluster.
® Azure AKS clusters in private networks with and without advanced network configurations:

® For clusters with advanced network configurations with no private network follow the previously mentioned existing cluster
installation scenario.

® For clusters in private network with or without advanced network configurations enabled as the Kubernetes API server endpoint
is in a private network with no public IP address, but there are multiple ways a network connection between the AKS cluster and
installer VM( and therefore successful installation) can be established you will need to use an installer VM that has access to
the AKS cluster's Azure Virtual Network (VNet). Use one of the following options:

® (Easiest) Start the installer VM in the same private network (vnet) where the Kubernetes cluster is so that installer can
connect to the cluster.
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® Use the Installer VM in a separate network and set upVirtual network peering.
® Use anExpress Route or VPNconnection.
® Refer tohttps://docs.microsoft.com/en-us/azure/aks/private-clusters#options-for-connecting-to-the-private-cluster for

additional details.

Procedure
To installthe CloudCenter Suiteon an existing cluster,perform the following procedure.

1. Navigate to the Suite Installer Dashboard.
2. ClickExisting Clusterto get started as displayed in the following screenshot.

min
cisco

Welcome to CloudCenter Suite Installer!

D
Set up CloudCenter Suite

Choose your installation method

NEW CLUSTER | ‘ EXISTING CLUSTER |

Upgrade Kubernetes Cluster Set up Offline Repository

Point us to an existing cluster installed by CCS Use this repository to sync with Cisco repository

UPGRADE

3. Verify that you have met the items identified in the Prerequisites section. The following screenshot displays these items as well.

sl CloudCenter Suite Installer

K8sVersion - The existing k8s cluster should be of version v1.11.0 and above.
K8sAddons - Cert-manager should be installed
StorageClass - Default storageClass should be configured.

Kubeconfig - The kubeconfig user should have admin permission in the kubeconfig namespace. For gcp
remove auth provider and use admin user password. The kubeconfig user need to have permission to Get/List

PodPriority - Please define PriorityClass for suite-high/suite-medium/suite-low.

Upload the Kube Configuration file to connect with your Cluster

* DOES THIS CLUSTER SUPPORT LOADBALANCER AS SERVICE TYPE

Upload Kube

Configuration file Loadbalance is supported by GKE, AKS, EKS. For Private Cloud p
with your Cluster Admin

*UPLOAD FILE

SELECTFILE config (37) ©@
<INSTALLATION METHOD INSTALL

4. |dentify if you cluster supports load balancer as the service type accordingly, turn this toggle

a. YES Toggle ON if supported (public clouds generallysupport load balancers)

b. NO Toggle OFF if not supported(private cloudsgenerally do notsupport load balancers)
5. Upload theKubeconfig file.

Clickinstall. The installation progress is visible on screen. Once successful, you see the following message .

Cl oudCenter Suite installation successful!
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6. You have the following options at this point:
a. ClickTake Me To Suite Adminto launch and set up theSuite Admin.
b. Clickinstall Another Clusterto start another installation on the same cluster.

You have now installed the Suite Adminon an existing cluster.
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Upgrade Kubernetes Cluster

Upgrade Kubernetes Cluster

Access the Suite Installer Dashboard (seePrepare Infrastructure) to install a new cluster andlaunch nodes for the new Kubernetes cluster
® Upgrade Approach

® OpenStack Upgrade
® VVMware vSphere Upgrade
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Upgrade Approach
Upgrade Approach

Overview

Restrictions

Prerequisites

Process

Upgrading from SA 5.2.3t0 5.2.4

Overview

This section provides details on restrictions, prerequisites, and the process to upgrade the Kubernetes cluster. During this upgrade, the software upgrades
the cluster and migrates the pods to new worker instances.

1 Ifyou restart any worker node, be sure to wait for approximately 10 minutes before logging into the CloudCenter Suite this timeline is
determined by the pods taking about 10 minutes to startup.

@ For private cloud, the CloudCenter Suite 5.2 Installer cannot perform a Kubernetes upgrade on a cluster that was installed using a previous
release (for example, any 5.x release). Instead, you should use the backup and restore functionality and restore it on a freshly created
CloudCenter Suite 5.2.0 cluster and then perform the Kubernetes version upgrade.

This is the same process that was followed for any other CloudCenter Suite 5.0 or 5.1 releases.

Restrictions
Before proceeding with an upgrade, adhere to the following restrictions:
® Usage: To upgrade the Kubernetes cluster to a new version, you can do so from CloudCenter Suite5.1.0 and later releases.

® You cannot use the CloudCenter Suite 5.2 upgrader to upgrade a CloudCenter Suite 5.1 or 5.0 cluster. You can only use the
CloudCenter Suite 5.2 upgrader effective CloudCenter Suite 5.2.1 to upgrade to a later release.

® As an upgrader is not available to upgrade from CloudCenter Suite 5.2 to CloudCenter Suite 5.2, you must use the Backup and Restore
procedure to upgrade to a CloudCenter Suite 5.2 cluster.

® Even if you update the Suite Adminto Suite Admin 5.2, the underlying cluster will not have the capability to be upgraded as it is still using
CloudCenter Suite 5.2.

® Public Clouds:

® Take a backup and then restore on to a new existing cluster with supported kubernetes version for the cloud.
® Private Clouds:

® By upgrading the cluster, you are performing a rolling upgrade on each base image in the cluster.
® A rolling upgrade may or may not include a change in the Kubernetes version it may merely apply an OS patch or address
vulnerabilities depending on the image version that you use.
® The installer includes a default Kubernetes cluster image (called, CCS-version-Base-Image). The VM Template contains a list
of tenant images with a CCS-version-Base-Image name format. If you want to upgrade to a version other than the default
version provided by the installer, then upload that CCS-version-Base-Image under the root folder, so that it will display in this
dropdown list. You can use this option to upgrade the cluster across private clouds.
® Suite Admin-level Permissions: Suite Admin-level permissions are mandatory for a user to upgrade the cluster.
® New Clusters Only: You can upgrade a cluster that is created (from the Suite Installer) using the New cluster option.

1 Ifyou created your cluster by clicking the Existing cluster option (using theKubeConfig file), then you cannot upgrade this cluster
using the process provided in this section.

Prerequisites

Verify that the cluster adheres to the following requirements:
® Backup Environment: Back up your environment before initiating the upgrade. See Backup Approach for additional details.
® Schedule Downtime: Schedule a suitable downtime during off-peak hours to minimize the impact to your users and or customers. Communicate

the downtime as the CloudCenter Suitewill not be accessible during the upgrade.
® Verify Kubernetes Version: Verify that the existing Kubernetescluster is Version v1.16.3 and above.

Kubernetes Cluster Upgrade
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Customers running CCS v5.2.4 can now upgrade their kubernetes cluster using v5.3.0 installer. However they need to follow a few required steps to start
upgradin the kubernetes version to 1.18.12.

1. IMPORTANT: Follow documented steps to take a backup of the cluster before proceeding with the kubernetes upgrade.

2. Upgrade Suite Admin version to v5.3.0 using the Ul. This is a required step to continue the upgrade, if Suite Admin is not upgraded users will see
this error message on the installer: "
Cluster is NOT running Cormon- Framework Suite Admin v5.3.x. Please upgrade the Suite Adnmin chart to v5.3.x
bef ore upgradi ng kubernetes."

3. (Only on vSphere) This release addresses the security issue of encrypting ETCD secrets in Kubernetes. To do this users need to run the
documented workaround script to enable ETCD Encryption of secrets in the kubernetes clusters. New cluster installed using v5.3.0 installer has
ETCD encryption enabled by default. The contents of theetcdEncrypt_master_1.shscript is shown below. The script is mandatory, not optional
for the upgrade to work.

IMPORTANT: DO NOT run the workaround script TWICE on any of the masters, this can bring the cluster since the script interacts with kube-
apiserver of the cluster.

4. Use v5.3.0 installer to upgrade the kubernetes cluster & cert-manager

5. After upgrading the cluster, users can use the "Take me to Suiteadmin” link to go back to the Suite Admin Ul. Please note that this address might
change for DHCP based clusters.

6. In the upgraded cluster, if you want to upgrade the Workload-manager, Cost-optimizer or Action Orchestrator chart and see this error on suite
admin Ul
"failed to wait for command /bin/helm, err: exit status 1, msg: Error: [unable to recognize \\"\": no matches for kind \\\"Certificate\\\" in version \\\"c
ertmanager.k8s.io/vlalphal\\\", unable to recognize \\"\\\": no matches for kind \\\"Issuer\\\" in version \\\"certmanager.k8s.io/vlalphal\\\"]"

7. Please follow workaround steps mentioned inRequired Post-Kubernetes Upgrade Configuration Tasks

cisco

Welcome to CloudCenter Suite Installer!

<X

Set up CloudCenter Suite

Choose your installation method

[ NEW CLUSTER 1 EXISTING CLUSTER ‘

Upgrade Kubernetes Cluster

Point us to an existing cluster installed by CCS

UPGRADE

etcdEncrypt_master_1.shfrom step 3:

Important: File name of the script in the first master must beetcdEncrypt_master_1.sh

#!/ bi n/ bash

# if encryption is not enabled, enable it.
# Because etcd disk is shared between old and new master node,
# we have to turn on encryption on the old master, and encrypt
# all secrets first. After this, when new naster node
# is booted, its own etcd will have encrypted data and kube api
# process will then use encryption key to decrypt secrets stored
# in etcd.
function check_if_running_sudo {
if [ "$SEUID' -ne 0]
then echo "This script needs to run as sudo. Please retry with:"

echo "sudo bash $0"

exit
fi

function check_if_vsphere_cloud {
if kubectl get cm k8s-ngnt. cl oudaccount --kubeconfig=/hone/ $(users)/.kube/config -n cisco ; then
echo "continue with the upgrade..."
el se
echo "Workaround is not required for this cloud. Please continue with the upgrade frominstaller U."
exit
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fi

kubect| get cm k8s-ngnt. cl oudaccount --kubeconfig=/honme/ $(users)/.kube/config -n cisco -o jsonpath="{.data.
data}" | base64 -d > k8s-ngnt.cloudaccount.json

sl eep 60

CLOUD _TYPE=$(cat k8s-mgnt.cloudaccount.json | jgq -r '.cloudType')

if [[ $CLOUD_TYPE == *"vsphere"* ]]; then

echo "Vshere cloud, continue with the workaround."
el se

echo "$CLOUD_TYPE cl oud, workaround is not required for this cloud. Please continue with the upgrade from
installer U"

exit
fi

function check_for_encryption_file {
#Function to check if this file is executed only Once, if first time, create a | ock
FI LE=/ et ¢/ kuber net es/ pki / et cd/ encrypti on. conf

if [ -f "$FILE" ]; then

echo "$FILE al ready exists.

Looks |i ke workaround is already perfornmed on this master node.

Pl ease do not run the script nmultiple times on sane master. Continue with other master nodes."
(=1 o B e e e "
exit

function backup_resources {
nkdir -p backup && cd backup || exit
echo -e "Backing up all the certificates to backup fol der $PWD /backup"
kubect| get -o yanl --all-namespaces issuer,clusterissuer,certificates,secrets --kubeconfig=/hone/$(users)/.
kube/ config > cert-nanager-backup. yan
kubect| get cm k8s-ngnt. cl oudaccount --kubeconfig=/hone/ $(users)/.kube/config -n cisco -o jsonpath="{.data
data}" | base64 -d > k8s-ngnt.cl oudaccount.json
echo -e "Backing up all the secrets to resources_backup.yam"
kubect| get -o yanml --all-nanespaces secrets --kubeconfig=/honme/ $(users)/.kube/config > resources_backup. yani
for nin $(kubectl get -n cisco -o=nane pvc, certificate, configmap, serviceaccount, secret, i ngress, service
depl oynent, st at ef ul set, hpa, j ob, cronj ob)
do
nkdir -p $(dirname "$n")
kubect| get -n cisco --kubeconfig=/home/$(users)/.kube/config -o=yam --export "$n" > "$n".yam 2> /dev
/ nul
done
cd ..

ETCD_ENCRYPTI ON_SECRET=$( head -c 32 /dev/urandom | base64)

function generate_encryption_conf_file {
#1/ bi n/ bash

QUTPUT_FI LE=/ et c/ kuber net es/ pki / et cd/ encrypti on. conf
echo -e "\nCreating ETCD ENCRYPTI ON_SECRET and ETCD_ENCRYPTI ON_KEY"

ETCD_ENCRYPTI ON_SECRET=$( head -c 32 /dev/urandom | base64)
ETCD_ENCRYPTI ON_KEY=$( echo ccp-key-$(echo "$ETCD_ENCRYPTI ON_SECRET" | base64 -d | sha256sum | cut -c1-10))

echo "Witing content to file $OUTPUT_FI LE"

cat <<ECF > $QUTPUT_FI LE
api Versi on: apiserver.config.k8s.io/vl
ki nd: EncryptionConfiguration
resources:
- resources:
- secrets
providers:
- aescbc:
keys:
- nane: $ETCD_ENCRYPTI ON_KEY
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secret: $ETCD_ENCRYPTI ON_SECRET
- identity: {}
ECF
}

check_i f _runni ng_sudo

check_i f _vsphere_cl oud

check_for_encryption_file

backup_resources

echo -e "\nCreating etcd Encryption configuration file for all the master nodes"
generate_encryption_conf_file

echo -e "\nSaved etcd Encryption configuration file at $OUTPUT_FI LE"

cp $QUTPUT_FI LE encryption. conf

echo -e "\nSaved etcd Encryption configuration file's copy at encrption.conf\n\n"

function check_if_running_sudo {
if [ "$SEUID' -ne 0 ]
then echo "This script needs to run as sudo. Please retry with:"
echo "sudo bash $0"
exit
fi
}
function sleep_function {
echo "Sleeping for $1 minutes..."
while true;do echo -n .;sleep 1;done &
sl eep "$1" # or do sonething else here
kill $!'; trap "'kill $!'" SIGTERM
echo "Done"
(=1 (e I I N LN B e R R e "
}
function check_if_vsphere_cl oud {
if kubectl get cm k8s-ngnt. cl oudaccount --kubeconfig=/honme/ $(users)/.kube/config -n cisco ; then
echo "continue with the upgrade..."

el se
echo "Workaround is not required for this cloud. Please continue with the upgrade frominstaller U."
exit
fi
kubect| get cm k8s-ngnt. cl oudaccount --kubeconfi g=/hone/ $(users)/.kube/config -n cisco -o jsonpath="{.data.
data}" | base64 -d > k8s-ngnt.cloudaccount.json
sl eep 60

CLOUD_TYPE=$(cat k8s-ngnt.cloudaccount.json | jq -r '.cloudType')

if [[ $CLOUD_TYPE == *"vsphere"* ]]; then

echo "Vshere cloud, continue with the workaround."
el se

echo "$CLOUD TYPE cl oud, workaround is not required for this cloud. Please continue with the upgrade from
installer U™

exit
fi

function check_for_encryption_file {
#Function to check if this file is executed only Once, if first time, create a | ock
FI LE=/ et c/ kuber net es/ pki / et cd/ encrypti on. conf
if [ -f "$FILE" ]; then
BCN0 - @ Mmoo oo "
echo "$FILE al ready exists.
Looks |i ke workaround is already performed on this master node.
Pl ease do not run the script nmultiple tinmes on sane master. Continue with other master nodes."
(=1 e B - B e e R T T "
exit
fi
}

check_i f _runni ng_sudo
check_i f _vsphere_cl oud

QUTPUT_FI LE=/ et c/ kuber net es/ pki / et cd/ encrypti on. conf
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function copy_encryption_conf_file {
#1/ bi n/ bash

OUTPUT_FI LE=/ et ¢/ kuber net es/ pki / et cd/ encrypt i on. conf
echo "Copying script to $OUTPUT_FI LE"
cat <<EOF > $OUTPUT_FI LE
$(sed -n -e ' /~ETCD_ENCRYPTI ON_FI LE_START$/, / "\ETCD_ENCRYPTI ON_FI LE_END$/ { /~ETCD_ENCRYPTI ON_FI LE_STARTS$/ d;
/ NETCD_ENCRYPTI ON_FI LE_END$/ d; p; }' "${0}")
EOF
cp $QUTPUT_FI LE encryption. conf
echo -e "\nSaved etcd Encryption configuration file's copy at encrption.conf\n\n"

}

# File content which updates kube-apiserver.yanl and waits for kubeserver to start
function check_kube_api {
APl _PI D=$(ps -ef | awk '/kube-ap[i]server/{print $2}')
LT o R I e e e P "
echo "check_kube_api to verify that kube-apiserver is restarted: $API_PID ..."
while [ $API_PID = $1 ]; do
echo "wait for kube api server to exist.."
sl eep_function 2m
APl _PI D=$(ps -ef | awk '/kube-ap[i]server/{print $2}')
done

while ! ps -ef | grep kube-ap[i]server; do
echo "wait for kube api server to restart.."”
sl eep_function 2m

done

echo -e "\n
echo -e "Waiting. Please DO NOT | NTERRUPT.'

sl eep 300

echo -e "Successfully updated kubernetes nanifests"
echo -e "\n

}

function update_kube_api server_mani fest {
APl _PI D=$(ps -ef | awk '/kube-ap[i]server/{print $2}')

echo -e "Adding ETCD encryption resources to kube-apiserver, it mght take sone tine. Please DO NOT
| NTERRUPT. "

APl _CONF="/ et c/ kuber net es/ mani f est s/ kube- api server.yam "
ENC_CONF="/ et c/ kuber net es/ pki / et cd/ encrypti on. conf"

sudo python - <<EOF
i nport yam
nane = 'k8s-encryption'

with open("$API_CONF", "r") as f:
data = yam .safe_l oad(f)
data[ ' spec']['volunes'].append({' hostPath': {'path': "$ENC CONF", 'type': ''}, 'name': nane})
data['spec']['containers'][0]['comrand']. append("--encryption-provider-confi g=$ENC_CONF")
data['spec']['containers'][0]['volumeMounts'].append({' nountPath': "$ENC CONF", 'nane': nane})

with open("$API _CONF', "w') as f:
f.wite(yanl .dunp(data, default_flow style=False, indent=2))
ECF

sl eep_function 2m

}

function patch_kubeconfig_secret {

KUBECONFI G_SECRET_NAVMVE=$( kubect| get secret -n ccp --kubeconfig=/home/ $(users)/.kube/config | grep kubeconfig
| awk '/-/{print $1}')

echo "\nCreating patch file for kubeconfig secret $KUBECONFI G_SECRET_NAME"
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echo "{\"data\":{\"etcdEncryptionKey\": \"${ETCD ENCRYPTI ON_SECRET}\"}}" > patch_kubeconfi g_secret.json

kubect| -n ccp patch secret "$KUBECONFI G SECRET_NAME" --kubeconfig=/honme/ $(users)/. kube/config --patch "$(cat
pat ch_kubeconfi g_secret.json)"

echo -e "\ nSuccessfully patched kubeconfig secret, sleeping for 2 mins, please DO NOT | NTERRUPT.\ n\ n"

sl eep_function 2m

kubect| get secrets --all-nanespaces -0 json --kubeconfig=/honme/ $(users)/.kube/config | kubectl replace -f -
- - kubeconfi g=/ horme/ $(users)/. kube/ config

echo -e "\n\nUpdating the secret, please DO NOT | NTERRUPT."

sl eep_function 5m

echo -e "\n\n

echo -e " "

echo -e "\ nWrkaround conpl eted. "

echo -e "\nRestart all 3 Master nodes one by one."

echo -e "\nGve significant tine for all services to becone RUNNI NG before proceeding with next master node
(Recomended ~5 mins)"

echo -e "\n\n

echo -e " \ n"

APl _PI D=%(ps -ef | awk '/kube-ap[i]server/{print $2}')

echo -e "\n\nPrinting encrption file, please copy it to other masters and execute\n"
echo ": '" > etcdEncrypt_master_2. sh

echo ": '" > etcdEncrypt_master_3. sh

echo "ETCD_ENCRYPTI ON_FI LE_START" >> et cdEncrypt_master_2. sh
echo "ETCD_ENCRYPTI ON_FI LE_START" >> et cdEncrypt_master_3. sh
cat $OUTPUT_FI LE >> et cdEncrypt _nmaster_2.sh

cat $OUTPUT_FI LE >> et cdEncrypt _naster_3. sh

echo "ETCD_ENCRYPTI ON_FI LE_END" >> et cdEncrypt _naster_2. sh
echo "ETCD_ENCRYPTI ON_FI LE_END' >> et cdEncrypt _naster_3. sh
echo " '"" >> etcdEncrypt_master_2. sh

echo " '" >> etcdEncrypt_master_3. sh

sed -n '107, 245p"' etcdEncrypt_nmaster_1.sh >> etcdEncrypt _naster_2.sh

sed -n '107,245p' etcdEncrypt_master_1.sh >> etcdEncrypt_naster_3. sh

echo "check_for_encryption_file" >> etcdEncrypt_master_2.sh

echo "check_for_encryption_file" >> etcdEncrypt_master_3.sh

echo "copy_encryption_conf_file" >> etcdEncrypt_naster_2.sh

echo "copy_encryption_conf_file" >> etcdEncrypt_master_3.sh

echo "updat e_kube_api server _mani fest" >> etcdEncrypt_master_2. sh

echo "updat e_kube_api server _mani fest" >> etcdEncrypt_master_3. sh

echo -e "export -f check_kube_api \ntinmeout 300s bash -c check_kube_api "\$API _PID'" >> etcdEncrypt_master_2.sh
echo -e "export -f check_kube_api \ntinmeout 300s bash -c check_kube_api "\$API _PID'" >> etcdEncrypt_master_3.sh
echo -e "ETCD_ENCRYPTI ON_SECRET=""$ETCD_ENCRYPTI ON_SECRET" >>et cdEncrypt _nmast er _3. sh

echo "patch_kubeconfig_secret" >> etcdEncrypt_master_3. sh

updat e_kube_api server _nmani f est
export -f check_kube_ap
timeout 300s bash -c¢ check_kube_api "$API _PID'

echo -e "\ nWrkaround conpl eted on Master-1, please continue with Master-2 and Master-3"
echo -e "\n\n
echo -e "\ nCopy etcdEncrypt_naster_2.sh to second master and run sudo bash etcdEncrypt_master_2.sh"
echo -e "\nCopy etcdEncrypt_naster_3.sh to third master and run sudo bash etcdEncrypt_master_3.sh"
echo -e "

\ n\ n"

Process
This is the generic process to upgrade a Kubernetes cluster for a cloud that is supported by the CloudCenter Suite.
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1. Navigate to the Suite Installer Dashboard (see Prepare Infrastructure).

N
cisco

Welcome to CloudCenter Suite Installer!

&

Set up CloudCenter Suite

Choose your installation method

Upgrade Kubernetes Cluster

Point us to an existing cluster installed by CCS

2. Click Upgrade in the Upgrade Kubernetes Cluster section to specify the credentials for your cluster as displayed in the following screenshot.

et CloudCenter Suite Installer

The CloudCenter Suite will be inaccessible during the upgrade and access will resume after the upgrade completes

 Schedule the upgrade during off-peak hours to minize user impact

« Ensure you have backed up your environment before initiating the upgrade and communicate the
downtime to all users.

What are your cluster credentials?

UITE ADMIN ENDPOINT FOR THE CLUSTER TO BE UPGRADED

EMAIL ADDRESS(USERNAME) OF THE SUITE ADMIN

Specify Cluster
Credentials

* PASSWORD FOR THE SUITE ADMIN
Connect to your cluster to check
if an upgrade is possible

TENANT ID FOR THE SUITE ADMIN

<BACK TOMENU

3. Enter the Suite AdminURL (or DNS), username, password, and Tenant ID for the admin account.

@ See the individual cloud upgrade pages for additional notes and nuances.
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il CloudCenter Suite Installer

SUITE ADMIN ENDPOINT FOR THE CLUSTER TO BE UPGRADED

https://34.68.248.60

* EMAIL ADDRESS(USERNAME) OF THE SUITE ADMIN

admin@cisco.com

PASSWORD FOR THE SUITE ADMIN

TENANT ID FOR THE SUITE ADMIN

Specify Cluster cisco
Credentials

Connect to your cluster to check
if an upgrade is possible

4. Click Connect to validate your credentials.
5. At this point, you have multiple scenarios:

® You will be able to click Next and select the desired Kubernetes version from the dropdown list for this upgrade. Proceed to Step 8.
® |f an upgrade is not available for your cluster as displayed in the following screenshot, some possible reasons are:

® An upgrade is not currently available as the cluster is already at the latest available version of Kubernetes.

alaln
cisco

CloudCenter Suite Installer

https://34.68.248.60

EMAIL ADDRESS(USERNAME) OF THE
admin@cisco.com

Suite Admin Email Address(U:

* PASSWORD FOR THE SUITE ADMIN

* TENANT ID FOR THE SUITE ADMIN

cisco
Specify Cluster
Credentials

*ISTHIS AN AMAZON EKS CLUSTER?
Connect to your cluster to check
if an upgrade is possible

No upgrade available for your
EDIT (] cluster. You can upgrade another
cluster by changing the URL.

<BACK TO MENU
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® You may have provided the wrong cluster credentials (in this case, you will not see the Connected status update when you try
to connect). If so, enter the right credentials and try again.

il CloudCenter Suite Installer

Specify Cluster

Credentials
Failed to validate the user login
info: Err: Failed to validate the
user/deployment: json: cannot
unmarshal array into Go value of
type models.UserValidation

m © FAILED TO VALIDATE THE USER LOGIN INFO:

Connect to your cluster to check
if an upgrade is possible

6. Once Connected, you see the cloud type and other information on the left side off the screen as visible in the following screenshot (sample of a
GKE environment):

7. If an upgrade is available, select the Desired K8s version for the upgrade.

8. Click Upgrade to upgrade the Kubernetes cluster as well as the master and worker nodes once the upgrade is complete. A progress bar with
relevant status messages is displayed.

@ An upgrade operation can take more than one hour depending on the number of nodes to be upgraded and cloud response time.

9. At this point, you can:

a. Download the latest logs to track the upgrade process.
b. Wait for cluster to finish upgrading.
10. The installation progress and success is visible on the screen.

@ See the individual cloud upgrade pages for which of these options are available and for additional notes and nuances.

11. You have the following options at this point depending on your cloud environment:

. ClickTake Me To Suite Adminto launch and set up theSuite Admin.
. ClickInstall Another Clusterto start another installation on the same cluster.
. Download the Kubeconfig file.
. Download the SSH private key.
e. Re-purpose the installer server.
12. Login to CloudCenter Suiteusing valid credentials and verify that your information is preserved and that the cluster was upgraded.

o0 oTo

Upgrading from SA 5.2.3t05.2.4

If you are upgrading from 5.2.3 or older to 5.2.4, perform the following procedure:
1. Run an SQL command in the suite-postgresgldatabase.

2.Log in to common-framework-suite-postgresql-0

kubect | exec -it comon-framework-suite-postgresql-0 -n cisco bash

3.Run the following bash command.

PGDATABASE=sui t e- sanl psql - ¢" UPDATEpubl i c. sanl _i nfra_confi gSETcert_source='cert_manager' WHERE id=1;"

4.0Optionally regenerate the SSO certificate.
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kubect | del ete secret suite-sam -sso-tls-n cisco

5. Restart the suite-samlpod.

kubect | del ete pod suite-samn -pod -n cisco

6. If you use SSO, reconfigure SSO.
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OpenStack Upgrade
OpenStackUpgrade

Overview
OpenStack Nuances
Module Details
Upgrade Process

Overview

See Upgrade Approach for details on permissions and prerequisites.

OpenStack Nuances

Verify the following OpenStack nuances:

® OpenStack newton release with at least the followingservice versions:

Cinder v2

Keystone v3

OpenStack Nova v2
OpenStack Networking v2
® OpenStack Glance v2

® Ensure to add Port 6443 to the default security group as the security group created for the cluster is not automatically assigned to the load

balancer created for the cluster.

® The tenant and project requirements for OpenStack Cloud are identified in the following table.

Model Quota

For all cases 2 (primary server group, worker group)

Number of workers + number of primary servers

3 (API load balancers)
6 (2 for each load balancer)
6 (2 for each load balancer)

6(2 for each load balancer)

3 (1 for the cluster VMs, 2 for the Kubernetesload balancer services)

Description
Server Groups
Server Group Members
Load Balancers
Health Monitors
Pools
Listeners

Security Groups

18 Security Group Rules
See Prepare Infrastructure for additional details Volume GB

Number of workers + number of primary servers +3 for each load Ports

balancer

Number of workers + number of primary servers Instances

16 GB (recommended for each worker and each primary server) RAM

32 (recommended for each workers and each primary server) VvCPUs

Tenant network | Floating IPs =3
Networks = 1
Subnet=1
Router = 1

Provider
network

Number of workers + number of primary servers + 3 load balancers

1 for each load balancer
For the tenant network
For the tenant network

For the tenant network to public network
connection

Free IPs in the provider network

® Network Time Protocol (NTP) must be configured this is important as the CloudCenter Suite installation can fail, if NTP is not

configured or if it is wrongly configured.
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1 Ifyou setup CloudCenter Suite in offline mode, you must provide valid NTP server details before you save your configuration.

Module Details

Additionally, refer to your module documentation for module-specific dependencies as identified in the following table:

Module Documentation
Workload Manager = Cloud Overview
Action Orchestrator = Add Cloud Account

Cost Optimizer Cloud Overview

Upgrade Process
To upgrade the cluster for an OpenStack Kubernetes environment,perform the following procedure.

1. Verify that you have prepared your environment as listed in the OpenStack Nuances section above.
2. Navigate to the Suite Installer Dashboard.

N
cisco

Welcome to CloudCenter Suite Installer!

&

Set up CloudCenter Suite

Choose your installation method

Upgrade Kubernetes Cluster

Point us to an existing cluster installed by CCS

3. Enter your %sa credentials and clickConnect.

‘dses’ CloudCenter Suite Installer

The CloudCenter Stite will be inaccessible during the upgrade and access wil resume after the upgrade completes

« Schedule the upgrade during off-peak hours to minize user impact.

« Ensure you have backed up your environment & the upgrad
downtime to all users.

What are your cluster credentials?
SUITE ADMIN ENDPOINT FOR THE CLUSTER TO BE UPGRADED
https://1
min URL with port(if required) - Eg. htos:lexample.com:1234

EMAIL ADDRESS(USERNAME) OF THE SUITE ADMIN

Specify Cluster adminxisco.com
Credentials Suite Admin Email Address(Usern:

Connect toyour cluster to check RD FOR THE SUITE ADMIN
if an upgrade is possible

TENANT ID FOR THE SUITE ADMIN

<BACKTOMENU
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OpenStack Details Description

Suite Admin Endpoint for the Cluster to be The DNS address or IP address of the vCenter server where you launch the Suite

Upgraded Admin.

Email Address (Username) of the Suite Admin The email address of Suite Admin(the Initial Administrator) who setup the Suite
Admin.

Password for the Suite Admin The password for the Suite Admin(the Initial Administrator) who setup the Suite
Admin.

Tenant ID for the Suite Admin The Tenant ID for the Suite Admin(the Initial Administrator) who setup the Suite
Admin.

Is This an Amazon EKS Cluster Toggle the switch (default = No). If it is, provide the Access Key and Secret Key
details.

The CloudCenter Suitevalidates the OpenStack credentials to ensure that the cluster is available to this user.
. Once the connection is validated, clickNext.

Change action

you sure you want to continue?

5. Click Confirm to continue with the changes.

el CloudCenter Suite Installer

* SUITE ADMIN ENDPOINT FOR THE CLUSTER TO BE UPGRADED

https://10.8.1210
g https:/fexample.com:

* EMAIL ADDRESS(USERNAME) OF THE SUITE ADMIN
admin@cisco.com

site Admin Emal Address(Username)

PASSWORD FOR THE SUITE ADMIN
Password@123

Suite Admin Password

TENANT ID FOR THE SUITE ADMIN

Specify Cluster
Credentials

OpenStack

Connect toyour cluster to check
if anupgrade s possible

<BACKTO MENU
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6. When Connected, you see the cloud type and other information on the left side off the screen enter the information in the Upgrade settings fields

il CloudCenter Suite Installer

1 @ 3 Upgrade settings

CURRENT KUBERNETES VERSION
1135
Current version of kubernetes installed on the existing cluster
NEW KUBERNETES VERSION
1135
New version of kubernetes available as part of upgrade

NEW CISCO KUBERNETES 1.13.5 OPENSTACK IMAGE

Cluster upgrade settings Optional descriptio v
Cisco Kubernetes 1.13.5 image to use for the masters and workers. If not
" n provided will upload an image included with the installer.
OpenStack

Specify the settings required to
upgrade your cluster

< CHANGE CLUSTER CREDENTIALS UPGRADE
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7. Click Upgrade to upgrade the Kubernetes cluster as well as the primary server and worker nodes once the upgrade is complete. A progress bar
with relevant status messages is displayed as visible in the following screenshots.

il CloudCenter Suite Installer

2 2 @ Upgrading Kubernetes Cluster. This will take a few minutes. ..

KUBERNETES CLUSTER
-
Uploading new image to OpenStack

DOWNLOAD LOGS

Upgrading Cluster

OpenStack

Upgrading cluster to new
Kubernetes version

il CloudCenter Suite Installer

a 2 @ Upgrading Kubernetes Cluster. This will take a few minutes. ..

KUBERNETES CLUSTER
——
Upgrading kubernetes cluster

DOWNLOAD LOGS

Upgrading Cluster

OpenStack

Upgrading cluster to new
Kubernetes version

8. At this point, you can:

a. Download the latest logs to track the upgrade process.
b. Wait for cluster to finish upgrading.
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9. Once successful, you see the success message.

"dses’ CloudCenter Suite Installer

Cluster upgrade successful!

TAKEMETOSUTEADMIN @

rup ther cluster or download Ky

o verify that all

You have the following options at this point:
a. ClickTake Me To Suite Adminto launch and set up theSuite Admin.
b. Clickinstall Another Clusterto start another installation and go back to the homepage (Installer Dashboard).
c. DownloadKubeconfig fileto connect to the launched cluster using thekubectltool.

10. After the installation is complete, use the following command to SSH into the workers/primary servers ascloud-user and use the private SSH key
or the public key (provided when you configured the Placement Properties details above).

#Sanpl e command to SSH into a worker/primary server

ssh -1 <private key> cl oud-user @primary server/worker |P>

11. Login to CloudCenter Suiteusing valid credentials and verify that your information is preserved and that the cluster was upgraded.

You have now upgraded the cluster on the OpenStack cloud. Verify your Suite Adminand tenant data.
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VMware vSphere Upgrade
VMware vSphere Upgrade

® Overview
® Upgrade Process

Overview

See Upgrade Approach for details on permissions and prerequisites.

Upgrade Process

To installthe CloudCenter Suite on a new vSphere cluster,perform the following procedure.

1. Verify that you have prepared your environment as listed in the VMware Nuances section above.
2. Navigate to the Suite Installer Dashboard.

N
cisco

Welcome to CloudCenter Suite Installer!

&

Set up CloudCenter Suite

Choose your installation method

Upgrade Kubernetes Cluster

Point us to an existing cluster installed by CCS
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3. Enter your Suite Admin credentials and clickConnect.

bl CloudCenter Suite Installer

SUITE ADMIN ENDPOINT FOR THE CLUSTER TO BE UPGRADED

Suite Admin URL with port(if required) - Eg. https:/example.com:1234

* EMAIL ADDRESS(USERNAME) OF THE SUITE ADMIN

Suite Admin Email Address(Username)

PASSWORD FOR THE SUITE ADMIN

Suite Admin Password

* TENANT ID FOR THE SUITE ADMIN

Specify Cluster
Credentials Suite Admin Tenant ID
IS THIS AN AMAZON EKS CLUSTER?
Connect to your cluster to check
if an upgrade is possible " No

Toggle to provide credentials of Amazon Elastic Kubernetes Service cluster

< BACK TO MENU

vSphere Details Description

Suite Admin Endpoint for the Cluster to be The DNS address or IP address of the vCenter server where you launch the Suite

Upgraded Admin.

Email Address (Username) of the Suite Admin The email address of Suite Admin (the Initial Administrator) who setup the Suite
Admin.

Password for the Suite Admin The password for the Suite Admin (the Initial Administrator) who setup the Suite
Admin.

Tenant ID for the Suite Admin The Tenant ID for the Suite Admin (the Initial Administrator) who setup the Suite
Admin.

Is This an Amazon EKS Cluster Toggle the switch (default is No). If it is, provide the Access Key and Secret Key
details.

The CloudCenter Suitevalidates the vSphere credentials to ensure that the cluster is available to this user.
4. Once the connection is validated, clickNext.

el CloudCenter Suite Installer

* SUITE ADMIN ENDPOINT FOR THE CLUSTER TO BE UPGRADED

@ 2 3 https://’

* EMAIL ADDRESS(USERNAME) OF THE SUITE ADMIN

com
* PASSWORD FOR THE SUITE ADMIN

Specify Cluster
Credentials

* TENANT ID FOR THE SUITE ADMIN

* IS THIS AN AMAZON EKS CLUSTER?
ccp-v3-vsphere

Connect to your cluster to check
if anupgrade is possible

Once Connected, you see the cloud type and other information on the left side off the screen
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5. Enter the information in the Upgrade settings fields.

el CloudCenter Suite Installer

Upgrade settings

* CURRENT KUBERNETES VERSION

Cluster upgrade settings

cep-v3-vsphere

Upgrade Description
Settings
Field

Current The current version for your Kubernetes setup is pre-populated in this field.

Kubernetes
Version

New If an upgrade is available, it is listed in this dropdown list. Select the Desired K8s version for the upgrade.

Kubernetes
Version
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VM Different images will be used for the installer and the cluster launched by the installer as visible in the following screenshot.
Template

sl CloudCenter Suite Installer

Upgrade settings

* CUBRENT KUBERMETES VERSK

Cluster upgrade settings

cep-vi-vsphere

The installer includes a default Kubernetes cluster image (called, CCS-version-Base-Image). The VM Template contains a list
of tenant images with a CCS-version-Base-Image name format. If you want to upgrade to a version other than the default
version provided by the installer, then upload that CCS-version-Base-Image under the root folder, so that it will display in this
dropdown list.

TheCCS-version-Base-Image image included in the installer is selected if you do not override the setting.

To override theCCS-version-Base-Image image used by the Suite installer, be sure to add the applicable image in the
vSphere console and selected the applicable OVA from the dropdown list in this field.

If you use the OVA installer to launch the cluster in an OpenStack environment, be sure to override this field and select the
applicable QCOW?2 CS-version-Base-Image.

1 Ifyouinstall the CloudCenter Suite using any image other than CCS-version-Base-Image, the installation will fail.

P This switch allows you to select the mode. Currently, only DHCP is supported.
Allocation
Mode ® DHCP: This strategy allows the IP to be allocated by the DHCP server to the instance on server boot up.

® Master VIP: The IP address for the Take Me to Suite Admin link Users can determine the IP address that should
have the primary server role for the Take Me to Suite Admin link.

@ This should be a unique IP and should not be assigned to any other resource.

® Static IP: This strategy allows the customer to provide the IP address. As this IP address may or may not be available to
the server (based on the availability), you must perform adequate checks to ensure IP availability before using this
strategy.

® Static IP Pool Start IP: The first IP address of the static IP range. If you need to scale up nodes after setting up the
Suite Admin, then you must ensure a wider range.

Static IP Pool End IP:The last IP address for the static IP range.

Subnet Mask: The netmask corresponding the the specified IP range.

DNS Server List: The comma separated list of DNS server IP addresses.

Gateway List: The comma separated list of Gateway server IP addresses.
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6. Click Upgrade to upgrade the Kubernetes cluster as well as the primary server and worker nodes once the upgrade is complete. A progress bar
with relevant status messages is displayed as visible in the following screenshot.

1 o Q\ Upgrading Kubernetes Cluster. This will take a few minutes. ..
3)

KUBERNETES CLUSTER
————

Upgrading the kubsrnetes cluster

DOWNLOAD LOGS

Upgrading Cluster

cep-vi-viphere

7. At this point, you can:

a. Download the latest logs to track the upgrade process.
b. Wait for cluster to finish upgrading.

8. Once successful, you see the success message as visible in the following screenshot.

‘el CloudCenter Suite Installer

Cluster upgrade successful!

TAKEMETOSUITEADMIN

als to verify that all

9. You have the following options at this point:

. ClickTake Me To Suite Adminto launch and set up theSuite Admin.

. Clickinstall or Upgrade Another Clusterto start another installation and go back to the homepage (Installer Dashboard).

. DownloadKubeConfig fileto connect to the launched cluster using thekubectltool.

. After the installation is complete, use the following command to SSH into the workers/primary servers ascloud-user and use the private
SSH key or the public key (provided when you configured the Placement Properties details above).

o 0T

#Sanpl e command to SSH into a worker/primary server
ssh -1 <private key> cloud-user @pri mary server/worker |P>

10. Be sure to switch off the installer VM. You can reuse this VM for any other purpose, for example, as an Offline Repository.

You have now upgraded the cluster on the VMware cloud. Verify your Suite Admin and tenant data.
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Air Gap Installation

End-to-End Air Gap Installation in an Isolated Environment

Overview
Limitations
Prerequisites to Configure an Air Gap Setup
Workflow
Download the Offline Appliance and Import into vSphere
Configure the Offline Repository
Configure the Installer to use the Offline Repository
Post Configuration Verification
® For the CloudCenter Suite Installer
® For the Launched Kubernetes Cluster
® Using Config Map
® When Is the Offline Repository Used?
® Alternate Path of Airgap Certificates

Overview

The term air gap refers to security measures implemented for computers, computer systems, or networks requiring airtight security without the risk of
compromise. It ensures total isolation of the system from other less secure networks.

An Air Gap installation in the CloudCenter Suite context refers to the ability to support an installation of the CloudCenter Suite in environments that do not
have an internet connection (equivalent of an isolated network). While Air Gap Installation refers to the feature, Offline Repository refers to the delivery
mechanism for the Air Gap Installation feature.

Until 5.1, CloudCenter Suite had the concept of offline repository and installations using offline repository but that offline repository was accessed using
proxy server settings that were accessed through the CloudCenter Suite cluster and is no longer available in CloudCenter Suite 5.2. To use the Air Gap
solution,you must use the offline repository appliance to create a dedicated repository server which is introduced with CloudCenter Suite 5.2.0.

@ You cannot re-purpose or reuse the installer server.

Effective CloudCenter Suite 5.2, the CloudCenter Suite installer exchanges certificates and host information with the offline repository as soon as the
installer in launched, it connects to the offline repository VM (equivalent of an isolated network).

After the cluster is launched, you can use the same offline appliance at any point and install modules. When a newer CloudCenter Suite version becomes
available, the corresponding new offline appliance will also be available you can use the new appliance and upgrade to the latest version of all
CloudCenter Suite modules.

Limitations
Be aware of the following limitations for the air gap feature:

® The offline repository appliance that is available in CloudCenter Suite 5.2 does not have a Ul.
® This feature is only available for VMware environments.
® To upgrade from Action Orchestrator5.1.4 to Action Orchestrator 5.2 in offline mode, follow this procedure.

1. Verify that you have already installed ArangoDB and NPM in the device that you will be backing up.
2. Backup up your Action Orchestrator 5.1.4 setup.

. UninstallAction Orchestrator 5.1.4 from this device.

. Upgrade Offline Repository over to a new repository which contains Action Orchestrator 5.2

. InstallAction Orchestrator 5.2.

. Restore the backed up data.

o UhA W

Prerequisites to Configure an Air Gap Setup

Verify these prerequisites before setting up anAir Gap installation environment:

® You must get avalid Certificate Authority to sign the certificate and aprivate key pair for the DNS name.
* The offline repository must be accessible from the Kubernetes cluster through the domain name.

Workflow

The following process identifies the high-level process of the change between previous releases and the new CloudCenter Suite 5.2.0 solution:
1. To deploys an offline/Air Gap appliance containing all the Docker images and Helm charts hosted in a local registry backed by a web server, the

CloudCenter Suite uses harbor see https://goharbor.io/ for additional details.
2. To configure the offline appliance and upload user defined certificates or generate self signed certificates:
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a. User defined certs, if using FQDN, your DNS should be able to resolve within the network or else the IP address of the offline repository
should be part of cert as an alt alias. Also you must provide the CA cert for generated certificates. Self signed certificates can use the IP
or FQDN of the offline appliance. Along with the certificates, you must also change the admin password. The out-of-box password is Cisc
0123.

3. To install the CloudCenter Suite using an offline appliance, you must turn ON the Air Gap setup option in the Installer page (Select VMware, enter
your credentials of vSphere, for this option to display).

Download the Offline Appliance and Import into vSphere

1. Download the offline appliance (suite_offline OVA) from software.cisco.com.
2. Login into vSphere as an administrator or with an user with the following permissions.

a. The installation process requires a vSphere User with specific Permissions. For users who do not want to use the default administrator,
use the following steps to create a new Role and User for the installation.

b. In vSphere, login into vSphere as an administrator user. Navigate to Home > Administration > Roles and create a Role by providing
the following privileges to this role:

1 Alllisted permissions are required to proceed with this installation. Missing even one role will lead to unpredictable
consequences.

Datastore.Allocate space
Datastore.Browse datastore
Datastore.Low level file operations
Datastore.Remove file
Folder. Create folder
Global.Manage Custom Attributes
Global.Set custom attribute
Network.Assign network
Resource.Apply recommendation
Resource.ApplyvApp to resource pool
Resource.Apply virtual machine to resource pool
Storage views. View
Tasks.Create task
Tasks.Update task
Virtual machine (check all the permissions under this privilege)
VvApp.Import
VvApp.Power off
VApp.Power on
VvApp.Suspend
VApp.vApp application configuration
VApp.vApp instance configuration
VApp.vAppmanagedBy configuration
® vApp.vApp resource configurationin
c. Navigate to Home > Administration > User and Groups. Click on the + icon and create a new user. Remember the username and
password - these will be used in subsequent steps.
d. Click on Global Permissions. Click on the + icon to open Global Permission Root - Add Permission. Click on Add to map the previously
created user to the Role created in Step 1 - make sure to click Propagate to children.
3. Click on VM and Templates, and then select the vSphere Datacenter where the Installer needs to be uploaded. Right-click and select Deploy
OVF Template ...
4. In the Deploy OVF Template wizard, select Local File and open the previously downloaded OVA from your computer's file browser. Click Nextto
proceed.
5. For the Select name and locationstep of the wizard, select a folder directly underneath the Datacenter. Do NOT select a sub-folder. Click Nextto
proceed.
6. For the Select resource step of the wizard, select an ESX Host from the Cluster. Click Nextto proceed.
7. For the Select storage step of the wizard, select an Datastore with necessary permissions as outlined above in Prepare the vSphere Infrastructure
(Prerequisites). Click Nextto proceed.

@ Recommendation: Select Thin for the Virtual Disk Format.

8. For the Select clone options of the wizard, select the checkbox for each of the following options. Click Nextto proceed.
® (Optional) Customize the operating system

@ Note: This selection is only required for environments withOUT access to DHCP. The requirement and "workaround" is
outlined above in Prepare the vSphere Infrastructure (Prerequisites).

® Customize this virtual machine's hardware (Experimental)

® Power on virtual machine after creation
Select the Customization Spec created during Prepare the vSphere Infrastructure (Prerequisites). This Customization Spec was created to
assign a Static IP to the CloudCenter Suite Installer. Click Nextto proceed.
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9. For the Customize hardware step of the wizard, select the appropriate network for Network adapter 1. Click Nextto proceed.
10. For the Customize template step of the wizard, use the following table to complete the form:

Field Description Condition
Unique ID This value must be unique within the vSphere networking domain. This field will be used to generate the Required
hostname.
SSH This value will be used to allow key-based authentication with the Installer VM via SSH. Recommen
Private Key ded

@ When creating a VM, you provided the public key, here you need to provide the private key of the
public key that you used to install the VM.

Hostname This value must be unique within the vSphere networking domain. This field will be used to generate the Required
hostname.

11. Click Nextand thenFinish to proceed. The OVA will start uploading - this will take approximately 5-10 minutes.

Recommendation:Once the OVA is finished uploading, it is recommended to create a VM Template from the uploaded installer
image. This template can be used in future installations. Right-click on the OVA and select Clone > Clone to Template.

This completes the import of the CloudCenter Suite Installer into vSphere.

Configure the Offline Repository
To configure the offline repository, follow this procedure.

1. SSH into the offline repository using one of two methods.

@ The offline repository has the same user details as the CloudCenter Suite installer VM.

a. Method 1: Using self-signed certificate.

sudo config-airgap-repo -i <ip address> -s

b. Method 2: Using customized certificates.

sudo config-airgap-repo -c /tnp/certs/airgap-setup.cisco.comcrt -k airgap-setup.cisco.comkey -r
ca.crt -i <ip address> # for user provided certificates

2. Verify that Harbor and its associated services are up and running and that the health of the system is successful as displayed in the following
screenshot. This may take up to 20 seconds.

sudo docker ps # Verify the services are up.

CREATED

3. Enter the password for this user:

Ci scol23

# Be sure to change this default password.
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4. Change the admin password using the following command.

sudo change-repo-password <ol dpasswor d> <newpassword> # First tine users use 'Ci scol23' as the
boot strap password.

1 Note down this admin password as you will need it in the later in this procedure!

5. Verify if the Harbor console is accessible via https://<IP address>:8443. Use admin as the username along with the newly updated password.

glish 2 admin

e
z
& Projects Projects 2
B Logs
PROJECTS  Opmvare Touauc Trom
S Administration v
REPOSITORES ~ Opaate 3o N3roma
& Users
@ Registries F— Al Projects
& Replications
Project Name v Accessievel Role Reporsitories Count Chart Count Crestion Time
2] Tasks v £ =
PG cloudcenter-dev-docker Public Project Admin a2 o 2/13/20, 1108 AM
& Configuration heptio-images Public Project Admin 1 o 2/13/20, 1108 AM
O letstack Public Project Admin 1 o 2/13/20, 1108 AM
kwbernates-helm Public Project Admin 1 o 2/13/20, 1108 AM
torary Public Project Admin ° 5 2/13/20, 1108 AM
multicioudsuite-dev Public Project Admin a7 o 2/13/20, 1108 AM
nextgen-cpo-docker-dev-local Public Project Admin 31 3 2/13/20, 1108 AM

1-70t7items

6. Click Configuration > System Settings and download the Registry Root Certificate.

Harbor Q,

«
2 projects Configuration
Authentication Email System Settings Labels Project Quotas
Logs A~
& Administration v
Project Creation Everyone v @
& Users
Token Expiration (Minutes) * 30 @
@ Registries
Robot Token Expiration (Days) * 30 @
& Replications
Registry Root Certificate * Download @
[¥] Tasks v -
Repository Read Only 0o
Garbage Collection
Webhooks enabled ®

{& Configuration
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7. Once the CA certificate is downloaded, add it to your local keychain/truststore depending on the OS and verify that you can pull the Docker
images from this appliance. You can view sample pull commands by navigating to any project > repository.

Harbor

£ Projects

{és»helm/tiller

 Logs
info Images
S Administration v —
% Users
Qe
@ Registries
Tag v s v | pul commana Autnor cre Do Labets push Time Pul Time
& Repiications
) Tasks < w161 28188 (] W29, 1038 AM 18.06.0ce 2/13/20,109 AM
SarbsosSalechce V2100 21.06M8 0 8/17/18, 1031 AM 17.09.0-ce 213720, 109 AM
@ Configuration _
O wea 2513MB 0 122019,127 M 17.09.0-ce 2/13/20, 1109 AM
1-3013 tems
AP EXPLORER

8. To test, pull the Helm charts, add the offline repository as the Helm repository using the CA file downloaded along with the credentials.

1 Use the admin password that you changed in Step 4 above.

For example:

hel mrepo add --usernane admi n --password <Your NewAdm nPassword> --ca-file ~/Downl oads/ca-helmecrt
airgap https://10.11. 84.50: 8443/ chartrepo

hel m repo update

Hang tight while we grab the latest fromyour chart repositories...
...Successfully got an update fromthe "airgap" chart repository
Updat e Conplete. Happy Hel mi ng!

hel m search comon- f r anewor k

NAME CHART VERSI ON APP VERSI ON
DESCRI PTI ON
ai rgap/ |i brary/ common- f r amewor k 5.2.0-16798 1.0 Common framewor k

mul ticloud suite

Configure the Installer to use the Offline Repository

To configure the Installer to use the Air Gap environment, follow this procedure.
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1. After validating a vSphere cloud account to use the offline repo, you must validate youroffline repository credentials.

‘il CloudCenter Suite Installer

hx-scale-veenter.cpsgciscolabs.com
vSphere IP/FQDN for vCenter
*VCENTER PORT

443

vSphere Port for vCenter CloudCenter Engineering > Airgap Support > i ).9-47-16.png

* VCENTER USERNAME

douglas@vsphere.local ()
vSphere user name for vCenter
*VCENTER PASSWORD

.

Connect Your Cloud vSphere password for vCenter

m EDIT @ Connected

vSphere USE AIR GAP ENVIRONMENT
Install cluster and connect with .
your credentials Air gap repository must be set up if you want to use it for this cluster.

<INSTALLATION METHOD

2. The following fields are required to validate youroffline repository credentials:

® Offline Repository FQDN / IP Address (without port)
® Offline Repositorypassword
3. After validating the vSphere cloud account, toggle the Use Air Gap Environment switch to Yes and provide the domain name, and password for
the offline repository in the applicable fields. The installer fetches the certificate from the offline repository (as long as the required CA certificate
exists in the /data/ca_download/ca.crt folder of theoffline repository).
il CloudCenter Suite Installer

CloudCenter Engineering > Airgap Support > image2020-3-19_9-50-26.png
* VCENTER USERNAME

douglas@vsphere.local ~
vSphere user name for vCenter
*VCENTER PASSWORD

cecescssescescee

vSphere password for vCenter

EDIT l @ Connected

USE AIR GAP ENVIRONMENT

[v= 0]

Air gap repository must be set up if you want to use it for this cluster.

Connect Your Cloud
* AIR GAP REPOSITORY FQDN / IP ADDRESS

m 10.11.86.49

[Sphere *PASSWORD

Install cluster and connect with

your credentials GO0

EDIT @ Validated

<INSTALLATION METHOD

4. To continue the installation, click Next and continue with installation as usual. If you prefer to change back to a non-Air Gap setup, toggle the Use
Air Gap Environment switch to No and click Next.

1 You cannot change from an Air Gap to a non-Air Gap mode or vice-versa after moving away from this screen of the installation
process. You must return to the first screen and restart this process if you choose to change at a later point.

Post Configuration Verification

This section identifies the verification process for each step in this process.

1 These steps are only required for troubleshooting purposes if the installation fails at any point.

For the CloudCenter Suite Installer
To verify the CloudCenter Suite installation, follow this process.
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1. SSH into the installer using the private key.
2. Check if the offline repo configurations and the certificates are stored in the file system by running the following commands.

installer verification steps

$ sudo -i
$ cat /home/cl oud-user/.installer/k8s-ngnt/store/k8s-ngnt. airgap-repo-config

3. You should see the CA certificated displayed as follows (similar):

{
"cacertificate":"----- BEGA N CERTI FI CATE--- - -

\nM | Fr zCCA5egAW BAgl JAJ6s98Gys CpoMAOGCSqGS! b3 DQEBDQUAMBX Cz AJBgNVA nBAYTA

Hx E\ nKETWDs FgVWC3A1ZDYLNQW KGVMFi 49) V7PCk OVj WIRQNF EY/ KZSXGri xqJJUt Qzo\ n9y3RvHBQ 3CzKSr 2AyM cWI
/ eNpB3gAMaj JbxXyngZJevVr 12NJQuMS8j Aj viOie\ n3eap8
/ MRpt RONpDv TVuVe OAf WL51y s nQraOH7 +N3d VHPFQ+AEKc) 0Ck781GXNI 1M nx 6wy nf E43c| PyvdHOxcpl OkQs Mk0dx5RAgVBAAG UDBO
VBOGA1Ud Dg Q\BBR54 ¢ 3g\ nDWHf ul Mz2f vB2C/ CXk Qoh TAf BgNVHSVEGDAW BR54 ¢ 3gDVWHF ul MZ2f vB2C
/ CXk Qo\ nhTAVBg NVHRVEBTADAQH MAOGCSqGSI b3DQEBDQUAA4I CAQCaDMYnveDl d41L8T4y\ nl xJ8f 7Ci ZDBGPnL
/'yl 1H k1t sh9BvyvhvAFj hj XzQohSxz15hzaj xnvl peCK/ usl\ ngq+caelL7l GFTet 5xLf | U/ f Lq3/ Axr vTeZCVvz
/ t SYUlshNUs4Ei JKEBNt SLCj U1349\ ni pz100f nCoBy YORWFp7bQ@BpHBTYZDUNI +VruPL
/ D50ZqCB0vVFOAC2uJhgAbSS9Xg\ nl 6bYf GOUYEMc HWTAF L8f cw7YoSi aOL8WHGDUPNHp7n726Bt HOD3r VOcV69a475ER\ ndkOvzJcMy
/ Zq0i CogGF e3K3Pof 2Q74/ 6WMj 0OChKuD3NPVQY VZh/ | NRLI t H7ZGB\ n/ 2NXSVr Z6S9nmmuohzy DOx FCAXi PXnwj MC9Lo0
/ 4ah992eeKBXx| xw4+Yki d6Yj t g\ nDQLang6J930zKb4YJhl wnT8I +yad7RyHg8+4UTodl XxdqJXFZ2f SSGFInbZ
/ ZD17\ nZ31 uWKUI e+nvsczBzw8yJl g3buJZl xbl 7f DKCSWWXEUUQ | O7eo0Za60kwCt CaYO9\ nwspnYuxJx8
/ hRPLhbg8SQMU3dM7VhCPMM LoTYo32dh6gpLi 7Q6HKIV] i i 2i U9mA\ ni 02r RlczsoGlgf 3VG gJInGf EK4RSag0Jp642JdUokWst PR1G
| pl 6ang5+EBTK9e\ nEl W SD6XT8I ps04b5n2DZ79ki g==\n- - - - - END CERTI FI CATE- - - - - \n",
"donai nNanme": "10. 11. 4. 0",
"passwor d": " xxEEEn
"usernane":"adm n"

For the Launched Kubernetes Cluster
To verify the Kubernetes cluster, follow this process.
1. Check if the certificate is present on all the master nodes using the following script.

k8s-cluster verification steps

awk -v cnd='openssl x509 -noout -subject’
/BEGA N {close(cnd)};{print | cmd}' < /etc/ssl/certs/ca-certificates.crt

2. Verify if the offline repository certificate/CN is present in the certificate list generated by the script.

1 You can upgrade modules to a later version (when available) using the same offline repository certificates if you save the certificate
details.

After installing CloudCenter Suite using the Offline Repository, be sure to take a backup of the certificates if the certificates were
generated using SSL. This backup is for future reference so you can reuse the same certificates and configure the Offline Repository
for a later version, when available.

3. Check if the offline repository configurations and certificates from the installer are migrated and stored in configmap.

$ kubect! get configmaps k8s-ngnt.offline-repo -n cisco -o yani

Using Config Map

You can also verify the launched Kubernetes cluster usingconfigmap as displayed in the following code block

89



kubect| describe cm k8s-ngnt . ai rgap-repo-config -n cisco

Resul t:

Nare: k8s- ngnt . ai r gap-repo-config
Nanespace: ci sco

Label s: <none>

Annot ati ons: <none>

dat a:

eyJj YWN cnRpzZm j YXRI | j oi TFMadEx TMUNSVWRKVG CRFIWB! VTWpKUTBGWI TMHRMUZ BOQRs x S| N\VWil | a05EUVRW FowRj NTVUpCW Bs STFW
QupUMUEWYUZWMELUS) FUVUV3Uj BOVGNVZFRTVOI 6UKZGRI Fr Ul JWUZOUNpSNFEZ ¢ EJ TaOpuVGxZS1Fr Rl pWRUZz Vink STI VYTj NRMJZaUkZaUl W
bEVRVXBFWZSR Vr MUJPRAWRCTVZWRI FUZDNTVI V5UNBWS! JYQ JZek pWZUVSC VFVIVUNaMDVXUW Gdl RRc ENWWTV3WKpKT2Rr MVJ OSGRFUVZS RVZS
Rl JURVJCVitt SaFdFNXFZbnBGWIs X QO1FZEJNVI ZGUVhKMLYXbFhi SGxhTW aMLRGaE9i R1JJViBk TWIVNXdDbUL5VGEaTWI VNTJI ZbFJCW Va1l
bE5SRUY2VFZSbimVFMIZUVE] Ovk ZaaFJ uY3dl az FFUVhwTI ZGh DRUAHBOTUUXWZt Rk5Sel | OUTNWQ Nr STBUBFI LUW GW ZFRnNVIFJ OVWh OMLEx
Rl pSR pSVWVsRVFVCEVWM J GWX Qk9FZEINVI ZGUMBKMLNWY/XI Sbl ZKUL hCM |

VTNWAFRTOVFI R2RHY] FGVFpEQK 1RV3RAWN Ob09GTTBTekJI Y1hsRI JXZz NWACRW/Ud SaFREWIFaQXBXV1RW FFYQkI kKRWh2ZVRWHEL6W | j RTVR
W FsQLIHWk 1kal pEZDJ4UFEX SXpURTALIVWLZe WFFWANUWGhz YOULb 1l WAYBI RM@3TOhSTELr Uj NNSFpTQ2t 0d1Qy SnFhbTAOV) Jwbkwx W VNM ZL
YUc5a2VW\Q pNRG 3Tl haWJsFaHhSMUJ I TOhwT1owe GG TRUZRZVWOX YWVEQ | NRFYYy TTBWeE9QUWAd]j bnRPZGLj S2VXNXZNVFI4YTJIseVZFY3l VRWQ
VOUxck5t Tj Ji VKZ5ZEdwWTELt cDJj RFZDTXpj MJ51 R VZbTl RVFdo YVRHWI RMGhwYWsj M ZuQ VPVELS5UTNWW/JBc EdSbEJoV1hOaVRt UkZNWCEC z
ZVhCTVpW/KI | WIWW/DA1b2R6UXhTek 5EY2t WRGNWK R WHALWdr M RVeGoSU3N2VI c1c1pqZHN Uzl 0V2pSRWFSAEI DbkplUW 3ck1EQ NRa2x|

TUVWVR EWMKJ Sel pMEZGLO0e VI y Sb QVDBL TFMa Ex TMUZUa 1 FnUTBWULZFb Ed TVUS CVK VWA EX TMHRMUVBOI | wi b2Znmbd uZV9y ZXBv X2FkZHJI ¢3M

O | xMCAxNM544N 40081 s| mAnZmxkpbnvf cmvinb 19WYXNzd29yZCl 61 KNpc2NvMTT zI i wi b2ZnmbG uzZV9yZXBvX3BvenQ O | 4NDQzl i wi b2ZnmbG u
Z\V9yZXBv X3VzZXJuYWLI | j oi YWRt aWhi f Q==

Events: <none>

When Is the Offline Repository Used?

Once you complete the CloudCenter Suite installation and see the Take Me to the Suite Adminscreen, the CloudCenter Suite pulls the information from
the offline repository. This transition works seamlessly as it does in situations where you have internet connectivity!

Alternate Path of Airgap Certificates

Before beginning the below steps to upgrade the offline repository, you need to copythe following files under the /tmp/certs folder to the new offline
repository.

® airgap-setup.cisco.com.crt
® airgap-setup.cisco.com.key
® cacrt

If the /certs folder is deleted from the /tmpfolder, the above files can be found under the /data folder with the different names as below:

® /tmpl/certs/airgap-setup.cisco.com.key -> /data/certs/harbor.key
® /tmp/certs/airgap-setup.cisco.com/crt -> /data/certs/harbor.crt
® /tmp/ca.crt -> /data/ca_download/ca.crt

To upgrade the offline repository, follow this procedure.

. Note thelP address and take back up of certificates of your current Air Gap environment.

. Power off your current offline repository.

. Create a new offline repository using the information provided in theAir Gap Installationsection.
. SSH into the offline repository using customized certificates.

A WN PP
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Upgrade Offline Repository
Upgrade Offline Repository for an Air Gap Setup

Overview

Restrictions

Prerequisites

Upgrade the Offline Repository

Verify that the Offline Repository Is Correctly Upgraded
Alternate Path of Airgap Certificates

Overview

This section provides details on restrictions, prerequisites, and the process to upgrade the offline repository in an Air Gap environment. During this
upgrade, the software upgrades create a new repository using theSAMEcertificates and IP address.

Restrictions

Before proceeding with an upgrade, adhere to the following restrictions:
® Usage: To upgrade theAir Gap environment to a new version, you can only use the CloudCenter Suite 5.3.0 upgrader to upgrade to a later

release.
® Suite Admin-level Permissions: Suite Admin-level permissions are mandatory for a user to upgrade the cluster.

Prerequisites

Verify that the cluster adheres to the following requirements:
® Backup Environment: Back up your environment before initiating the upgrade. See Backup Approach for additional details.
® Schedule Downtime: Schedule a suitable downtime during off-peak hours to minimize the impact to your users and or customers. Communicate
the downtime as the CloudCenter Suite will not be accessible during the upgrade.

® Action Orchestrator environments: The back up process for Action Orchestratorenvironments is different than from other CloudCenter Suite
modules. SeeMigrating Database to Install Action Orchestrator 5.2.0 to ensure that this processes has already been addressed.

Upgrade the Offline Repository

To upgrade the offline repository, follow this procedure.
1. Note thelP address and take back up of certificates of your current Air Gap environment.
2. Power off your current offline repository.
3. Create a new offline repository using the information provided in theAir Gap Installation section.
4. SSH into the offline repository. sing customized certificates.

@ The offline repository has the same user details as the CloudCenter Suite installer VM.

Be sure to use the SAME IP address and certificates for your current air gap environment that you noted down in Step 1 above.

sudo config-airgap-repo -c /tnp/certs/airgap-setup.cisco.comcrt -k airgap-setup.cisco.comkey -r ca.crt
-i <ip address> # for user provided certificates

5. Verify that Harbor and its associated services are up and running and that the health of the system is successful as displayed in the following

screenshot. This may take up to 20 seconds.

sudo docker ps # Verify the services are up.
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sudo do
CONTAINER ID

oharbor

arbor/re:

goharbor/harb

arbor/ha

6. Enter the password for this user:

Ci scol23

0.9.0-v1.9.4

1.9.4

# Be sure to change this default password.

7. Change the admin password using the following command.

sudo change-repo-password <ol dpasswor d> <newpasswor d>

boot strap password.

COMMAND

# First tinme users use 'Ciscol23' as

minutes

minute

MDD NN

minu

t he

1 Note down this admin password as you will need it in the later in this procedure!

8. Verify if the Harbor console is accessible via https://<IP address>:8443. Use admin as the username along with the newly updated password.

& Projects

Projects

3 Logs
S Administration v
# Users

@ Registries

NEW PROJECT

& Replications
(2] Tasks v

Garbage Collection cloudcenter-dev-docker

& Configuration heptio-images
jetstack
kubernetes-helm
Tiorary

multicioudsuite-dev.

nextgen-cpo-docker-dev-local

Public

Public

Public

Public

Public

Public

Public

Project Admin

Project Admin

Project Admin

Project Admin

Project Admin

Project Admin

Project Admin

Repositories Count

a2

1

PROJECTS

REPOSITORIES

chart Count
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.08 AM

108 AM

1108 AM

1108 AM

.08 AM
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9. Click Configuration > System Settings and download the Registry Root Certificate.

£ Projects Configuration
Authentication Email System Settings Labels Project Quotas
Logs e e i
& Administration v
Project Creation Everyone v (1)
& Users
Token Expiration (Minutes) * 30 @
@ Registries
Robot Token Expiration (Days) * 30 @
& Replications
Registry Root Certificate * Download @
[¥] Tasks v -
Repository Read Only 0o
Garbage Collection
Webhooks enabled ®

{& Configuration

10. Once the CA certificate is downloaded, add it to your local keychain/truststore depending on the OS and verify that you can pull the Docker
images from this appliance. You can view sample pull commands by navigating to any project > repository.

kubernetes-helm/tiller

Info Images

£ Projects
& Logs
& Administration v
# Users
Qle

@ Registries
Tag v sz v PulCommand Author Creation Time Docker Version T Labels Push Time. Pul Time
& Replications
(%) Tasks v v2161 28.18M8 (n] /12119, 10:34 AM 18.06.0-ce 2/13/20, 1109 AM

SerbaoeiCaliecton v2100 21.06M8 (] 8/17/18,1031 AM 17.09.0-ce 2/13/20, 1109 AM

@ Configuration
w23 25138 ] 122/19,127 om 1090 2/13720,109 AM

1-30f3items

11. To test, pull the Helm charts, add the offline repository as the Helm repository using the CA file downloaded along with the credentials.

1 Use the admin password that you changed in Step 7 above.

For example:
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hel mrepo add --usernane adm n --password <Your NewAdni nPassword> --ca-file ~/ Downl oads/ca-hel mcrt
airgap https://10.11. 84.50: 8443/ chartrepo

hel m repo update

Hang tight while we grab the latest fromyour chart repositories...
...Successfully got an update fromthe "airgap" chart repository
Updat e Conpl ete. Happy Hel m ng!

hel m search conmon- f r amewor k
NAMVE CHART VERSION  APP VERSI ON DESCRI PTI ON
airgap/library/ common-framework 5.2.0-16798 1.0 Common framework nmulticloud suite

Verify that the Offline Repository Is Correctly Upgraded

Once you complete the upgrade and see the Take Me to the Suite Adminscreen, the CloudCenter Suite pulls the information from the offline repository.
This transition works seamlessly as it does in situations where you have internet connectivity!

® |fthe Repo Proxy Connectivity icon is displayed in green AFTER you log into the Suite Admin, then you have set up the Offline Repository as
listed in this section.

® |fthe Repo Proxy Connectivity icon is displayed in red, then the repo configuration has an issue perhaps an incorrect IP address or/and
incorrect certificates. In this case:

® Recheck your offline repository certificates and verify if they are applied correctly.
® [f nothing else works, repeat the procedure provided above.

Alternate Path of Airgap Certificates

Before beginning the below steps to upgrade the offline repository, you need to copythe following files under the /tmp/certs folder to the new offline
repository.

® airgap-setup.cisco.com.crt
® airgap-setup.cisco.com.key
® ca.crt

If the /certs folder is deleted from the /tmpfolder, the above files can be found under the /data folder with the different names as below:
® /tmp/certs/airgap-setup.cisco.com.key -> /data/certs/harbor.key
® /tmpl/certs/airgap-setup.cisco.com/crt -> /data/certs/harbor.crt
® /tmp/ca.crt -> /data/ca_download/ca.crt
To upgrade the offline repository, follow this procedure.
. Note thelP address and take back up of certificates of your current Air Gap environment.
. Power off your current offline repository.

1
2
3. Create a new offline repository using the information provided in theAir Gap Installationsection.
4. SSH into the offline repository using customized certificates.
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Backup and Restore

Backup and Restore

® Public Cloud
® Backup Approach
® Restore Approach
® Restore without Proxy
® Restore with Proxy
® Private Cloud
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Public Cloud

Public Cloud with Internet Access

® Backup Approach

® Restore Approach
® Restore without Proxy
® Restore with Proxy
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Backup Approach
Backup Approach

Overview

Limitations

What Data Is Backed Up?
Requirements

Process

Actions after Configuring the Backup

Overview

You may sometimes need to backup your %ccs setup so you have the option to recover the data when required. When you have a cluster running, it can
go into a bad state for a number of reasons (resource shortage, application unavailability, infrastructure changes,undependable state and so forth). In
these cases, backing up the data allows you a to recover data when required.

If you are backing up data in the previous release clusters (for example, 5.2.3 clusters), update all module charts to the current version.

@ The backup/restore feature is only available onnew%ccs clusters installed using %ccs installers and not on existing Kubernetes clusters.

Limitations

@ For isolated, air gap, environments, that do not have internet access, or to back up to a local system, a manual backup procedure is available
see Private Cloud for additional details.

Before proceeding with a backup, adhere to the following limitations:
® Supported Clouds: You can backup data to one of the following locations:

® Google Cloud Storage (use the procedure below)
® AWS S3 (use the procedure below)
® Switching between Clouds and Cloud Accounts:

® While editing the storage location in the %ccs, if you switch to a new cloud type or cloud account within the same cloud type, be aware
that backups in the previously configured storage location will no longer be accessible from the %ccs.
® The backup files from the previously configured storage location will continue to be available via your cloud console.
® Restoring to a Different Cluster:

This feature is only supported for clusters launched by the%ccs installer.

You cannot backup from and restore to the same cluster you can only backup to one cluster and restore to a different cluster.
The backed up cluster and the target restore cluster should both be on the same cloud.

The backup taken on private clouds after running thepod_vol_restic_scan.pyscript skips backup of elasticsearch-master and
elasticsearch-data pods. When this backup is restored on a different cluster you will not see logs in Kibana.

® User Credentials:

® The credentials are specific to your service account in the cloud and only the user with those credentials can configure and initiate the
backup.
® |f you change the credentials you will see a warning message to indicate that you cannot access previous backups.

What Data Is Backed Up?

1 The %ccs does NOT provide a granular option to backup Kubernetes resources or application-specific databases.

Additionally, you CANNOT take volume snapshots.

The %ccs uses the latest cloud/cloud account and bucket configurations to retrieve the list of existing backups, displayed in the table in the Admin >
Backup page (under the Data Recovery section in the %sa Ul).

@ If you update the existing configuration for any reason, users cannot manage the backups from the earlier cloud/cloud account and bucket
configuration.

The backup action backs up the ENTIRE cisco namespace.

97



® Backed Up:

® Any data under the Cisco (cisco) name space.
® This includes users, groups, and roles for all modules.
® This also includes but is not restricted to the Kubernetes resources with associated application data, pod data, secrets,
PersistentVolumeClaim (PVC) data, PersistentVolume (PV) data, and other relevant data associated with these sub-systems
®* Not Backed Up: Any data that is not under the Cisco (cisco) name space.

® The backup taken on private clouds after running thepod_vol_restic_scan.pyscript skips backup of elasticsearch-master and
elasticsearch-data pods.
® %ao Nuances:

Requirements

The backup and restore procedures do not back up %ao-specific data like workflows, targets, and so forth.

This type of %ao-specific data is stored in arangoDB and requires arangodump and arangorestore to backup and restore the
data.

To backup the date (Without internet access or proxy), theArangodump should occur before you install the new %ao version.
See for additional details onPrivate Cloud >Action Orchestrator-Specific Post-Restore Procedure for additional details.

%ao Backup Requirements:

1. Backup the %ao database using the arangodump tool.
2. Uninstall %aofrom the CCS cluster.
3. Backup %sa, %wm, and %co using Velero.

%ao Restore Requirements:

1. Restore %sa, %wm, and %cousing Velero
2. Reinstall %ao.
3. Restore the %ao databaseusing arangorestore tool

Before proceeding with a backup, adhere to the following limitations:

® General: When configuring a backup for the first time, verify that the storage bucket is empty before scheduling any backups.

* GCP:

® Configure a Storage Bucket with the required permissions: The following screenshot displays a sample storage bucket in a GCP
environment:

= Google Cloud Platform I suiteadmin « qQ
EXl ciorage - Bucket details * EDIT BUCKET (O REFRESH BUCKET
=1 g k7] /

=3 Browser

&

Transfer

abhav-backup

Objects

Overview  Permissions  Bucket Lock

Transfer Appliance

Ugload files  Upload folder || Create folder

Sattings

Buckets ) abhinav-backup / backups

Mame Slee  Type Starage class Lagt modifed Public access

ab1-backup-20190723/ Folder Per object
ab2-backup-20190723/ Falders Per object
B backup-20190724/ Falder Per object
W backug-2019072402/ - Falder - - Per object

® The cloud account used to configure the backup must have an empty storage.bucket.list.
® The bucket must have its ACL set to storage.objects(create,delete,get,list).

* AWS:

® The storage bucket in your AWS S3 environment must be empty with the applicable ACL permission.
® The IAM user permissionsdefine the user privilege on the S3 bucket as listed in the following screenshot:

@ In the following code block, the bucket name is defined as velero-cisco this is just an example! Be sure to change this
value to reflect the name of your own bucket!
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"Version":"2012-10- 17",
"Statenment": [
{
"Effect":"All ow',
"Action":[
"ec2: Descri beRegi ons",
"ec2: Descri beVol unes",
"ec2: Descri beSnapshot s",
"ec2: CreateTags",
"ec2: Creat eVol une",
"ec2: Creat eSnapshot ",
"ec2: Del et eSnapshot "
1

"Resource":"*"

"Effect":"All ow',
"Action":[
"s3: Get Obj ect”,
"s3: Del etej ect”,
"s3: Put Obj ect ",
"s3: Abort Mul ti part Upl oad",
"s3: Li st Ml tipartUpl oadParts"
I
"Resource": [
"arn:aws: s3:::vel ero-cisco/*"

]

"Effect":"All ow',
"Action":[
"s3: Li st Bucket "
I,
"Resource": [
"arn:aws: s3:::vel ero-ci sco"

]

"Effect":"A |l ow',
"Action":"s3: ListA | MyBuckets",
"Resource": [

"arn:aws:s3:::*"

]

Process
To backup the %ccs data, follow this procedure.

1. Navigate to theSuite Admin Dashboard.
2. Click Admin > Backup (under the Data Recovery section) to access the Backup page as displayed in the following screenshot.
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3. Click the cog icon in the Backup page (as displayed in the following screenshot) to configure a new backup storage location.

bl s 4 -
cisco.  SUITE ADMIN & K A 5

Backup

Select Cloud

aws

Google Cloud Storage AWS53

Add Credential

5. Depending on the selected cloud, the Add Credential section differs:
* GCP:

a. Select the file containing the credentials is displayed in the following screenshot.

Add Credential

b. Select the Storage bucket as displayed in the following screenshot.
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abihav-backup

c. Click Done to save the backup configuration as displayed in the following screenshot.

Select Storage Bucket

AWS S3:

a. Select the file containing the credentials as displayed in the following screenshot.

Select Storage Bucket

* AWS BACKUP BUCKET

5-temp123 v

b. Select the Storage bucket as displayed in the following screenshot.

cf-templates-kwSbvrc9laez-us-east-1

csb-config-bucket-216990529744

csirt-api-logs-216990529744

lal-kops-state-store

s3accesslogs-216990529744-us-east-1
fuaiiia-temp123

Sele:

il 123

sk-kops-state-store

shailja-temp123 A

AWS bucket to be used for backup

c. Click Done to save the backup configuration as displayed in the following screenshot.
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Select Cloud

aws

Google Cloud Storage AWSS3

Add Credential

* AWS ACCESS KEY ID

AWS Access Key ID

* AWS SECRET ACCESS KEY

AWS Secret Access Key
* AWS REGION

us-west-2

gion {optional)

AWS 53 ENDPOINT

AWS S3 Endpoint foptional)

‘ EDIT ‘ @ connected

6. Once configured, click Backup in the Backup page to initiate the data backup. Until you initiate the first backup, this page will be empty. Once you
have initiated one or more backups, they are automatically listed in this page as visible in the following screenshot.

aliln ¢ " =e PN
cisto.  SUITE ADMIN . & i A &
Backup
o BACKUP
NAME CREATED DATE ¢ CREATED BY LOCATION ACTIONS
abl-backup-20190723 2days ago Admin Cligrtech gep > abmav-backup [~
ab2-backup-20190723 2 days ago Admin Cligrtech gcp > abnav-backup | =

7. In the Backup Name popup, assign a unique name (by default, the current date is listed) for this backup task and click OK as displayed in the
following screenshot.

Backup Name x

* BACKLUP NAMI

Dackiip 20190725

You have now backed up the %ccs data to a cloud of choice.

Actions after Configuring the Backup
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Once you have configure one or more backup settings in the Backup page, you may see the following actions in the Actions column.

® Delete: You can delete the configured backup as visible in the following screenshot:

aluli _ =e
tises’  SUITE ADMIN » i A G
Backup
& BACKUP
k
NAME E+t CREATED BY LOCATION ACTIONS

ab2-backup-20190723 2days ago Admin Cligrtech gcp > abinav-backup | =

® Cancel: You will only see the Cancel option when you are in the process of backing up a storage location. After you create the location, the only
option you will see is Delete.

Back to: Public Cloud
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Restore Approach

Restore Approach

® Restore without Proxy
® Restore with Proxy

Back to:Public Cloud
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Restore without Proxy

Restore without Proxy

® Qverview
® Limitations
® Requirements
® 1.Launch the Target Cluster
2. Download the KubeConfig Files
3. Download Velero
4. Download JQ
5. Pre-Restore Procedure
6. Restore Procedure
7. Post-Restore Procedure
pecific Post-Restore Procedure
Cloud Remote Considerations
a. Understand the %wm Restore Context
b. Retrieve the Port Numbers from the NEW Restored Cluster
c. Retrieve the IP Address of the NEW Restored Cluster
d. Change the IP Address and Port Numbers for the NEW Restored Cluster
e. Perform the Pre-Migrate Activities
f. Migrate Deployments from the OLD Cluster to the NEW Cluster

® %%wm-

® & 0 0 0 0 0 () O o 0 0o 0o o

Overview

To restore data, the %ccs requires that you launch a new cluster.

@ The backup/restore feature is only available on %ccs clusters installed using %ccs installers and not on existing Kubernetes clusters.

Limitations

If you configured the old cluster using a DNS, be sure to update the new IP address (from the restored cluster) that is mapped to the DNS entry. Once you
update the DNS entry of your new cluster, these services will continue to work as designed.

Additionally, be aware that you may need to update the DNS for the Base URL Configuration and SSO Setup (both ADFS and SP).

Reconfiguration of Base URL and SSO are only applicable for backup & restore functions IF the source cluster is created using the %ccs 5.0.x
installer and the destination cluster is freshly created using the %ccs 5.1.1 installer.

Requirements

Before proceeding with a restore, adhere to the following limitations:
® The Velero tool must be installed. Velero Version 1.5.3 - refer to https://velero.io/docs/v1.5 for details.
® Launch a new cluster to restore the data.

® You will need to execute multiple scripts as part of these procedures. Make sure to use the 755 permission to execute each script mentioned in
this section.

1.Launch the Target Cluster
To launch %ccs on a new target cluster and access the %sa Ul for this cluster.

1. Navigate to theSuite Admin Dashboard for the new cluster.
2. Configure the identical backup configuration that you configured in your old cluster. See Backup Approach > Process additional details. When you
provide the credentials, the new cluster automatically connects to the cloud storage location.

@ This step is REQUIRED to initiate the connection and fetch the backup(s).

3. Wait for a few minutes (at least 5 Mins, maybe more) for the Velero service in the new cluster to be synced up with the cloud storage location. At
this point return to your local command window (shell console or terminal window) to perform the remaining steps in this process.
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1 If both your clusters are accessible from your local machine, the scripts used in the following steps can be executed as designed.

If either one of your clusters uses proxy access or if you cannot recover/download the KubeConfig file from your old cluster, follow the
instructions provided in theRestore with Proxy section.

2. Download the KubeConfig Files

You must download theKubeConfig file from the %sa Kubernetes cluster management page for your source and target clusters to your local machine via a
local command window (shell console or terminal window):

® From the source cluster, download theKubeConfig file and name it KUBECONFIG_OLD.
® From the target cluster, download theKubeConfig file and name it KUBECONFIG_NEW.

See Kubernetes Cluster Management for additional details on accessing theKubeConfig file as displayed in the following screenshot.

alile .
it SUITE ADMIN

Kubernetes Cluster, w CLUSTER STATUS
4 +7/7 Nodes Running

; 201%

Wersion: vl 13.5 T Modes istalled: 05

Virtual Machines Cloud Account

%a-mg-1-master-1 10.40.97.97 Up 2 15,82 ih

| ab1473-ficaPDed

| 01473 BraRiedd Lo 3t-9020- aclls-52a 18805019 mg- 1-master-2 10.40.9%.7 up 2 1682

3. Download Velero
The restore process requires Velero and must be performed on a local command window (shell console or terminal window).
To download Velero, use one of the following options:
® OSX option:
$ cd <VELERO DI RECTORY>

$ curl -L -O https://github.com vimwar e-tanzu/ vel ero/ rel eases/ downl oad/ v1. 5. 3/ vel ero-v1l. 5. 3- darwi n- and64.

tar.gz
$ tar -xvf velero-vl.5.3-darw n-and64.tar.gz

® CentOS Option:
$ nkdir -p /velero-test & cd /velero-test

$ curl -LO https://github. com vimnar e-tanzu/ vel ero/ rel eases/ downl oad/ v1. 5. 3/ vel ero-v1. 5. 3-1i nux-and64. tar.

gz
$ tar -xvf velero-vl1.5. 3-linux-ami64.tar.gz & rm-rf velero-v1.5.3-1inux-ami64.tar. gz
$ cp /velero-test/velero /usr/local/bin/

After you download Velero, export theKubeConfig file of the target (restore) cluster using the downloaded file:

export KUBECONFI G=<KUBECONFI G_PATH>

4. Download JQ
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The restore process requires that you install JQ on your machine. Refer to https://stedolan.github.io/jg/download for additional details.

To install jgq on MacGOS
brew install jq

©®» H

# To install jgq on Debian and Ubuntu
$ sudo apt-get install jqg

To install jg on CentCS

sudo yuminstall epel-release -y
sudo yuminstall jq -y

sudo jq --version

®» B PO H

5. Pre-Restore Procedure

The pre-restore script creates the storageclass, if it does not exist on destination cluster, and saves the nginx-ingress-controller YAML file as well as the
config maps for the following Suite Admin services:

® The suite-k8 service
® The suite-prod service

To execute the pre-restore script, run thepre-restore.sh script with the provided parameters:

# Command to execute the bashscript
$ ./pre-restore.sh 5101 </pathTo/ ol dd uster/kube_confi g> </ pat hTo/tar get C ust er/ kube_confi g>

#Note: For 5.2.0 or later release, continue to provide the 5101 val ue.
#</ pat hTo/ ol dd ust er/ kube_config> is the path to the OLD KubeConfig file downl oaded in Step 2.
#</ pat hTo/ target Cl uster/ kube_config> is the path to the NEW KubeConfig file downl oaded in Step 2.

{1

Make sure that the backup folder does not exist at ~/backup on the device in which you are execute these scripts. If a~/backup exists, delete it
using the following command:

rm -rf ~/backup

The following code block includes the pre-restore.sh script:

#!/ bi n/ bash

I NSTALLER VERSI ON_OLD=$1
KUBECONFI G_OLD=$2
KUBECONFI G_NEW$3

decl are | NSTALLER STORAGECLASS

| NSTALLER STORAGECLASS[ "500"] ="t hi n"

| NSTALLER STORAGECLASS[ "501"] ="t hi n"

I NSTALLER_STORAGECLASS[ " 502"] ="t hi n"

I NSTALLER_STORAGECLASS[ "51"] =" st andar d"

I NSTALLER STORAGECLASS] "510"] =" st andar d"

if [[ ( ($KUBECONFIG OLD == "" && $I NSTALLER VERSI ON_OLD == "") || $KUBECONFIG NEW== "" ) ]]; then
echo "M ssing Paths for kubeconfigs"
echo "Quitting"
exit 0
el se
export KUBECONFI G_SAVED=$KUBECONFI G
export KUBECONFI G=$HOME/ . kube/ confi g

nkdi r $HOVE/ backup
cp $HOMWE/ . kube/ confi g $HOVE/ backup/ saved_config

if [[ $KUBECONFIG OLD != "" ]1]; then
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# Fetching the storage class nane for the ol d(backup) cluster and storing it in variable
STORAGECLASS_NAME_OLD

cp $KUBECONFI G OLD $HOME/ . kube/ confi g

STORAGECLASS_NAMVE_OLD=$( kubect| get storageclass -o json | jq '.itens[0].netadata.name' | sed -e 's/""
/1" -e "s/"$//") # Extracting the storage class nane fromthe json file of old cluster

echo "Creating storage cl ass "${ STORAGECLASS NAME_OLD} "in the target cluster.”

el se
echo "Creating storage class "${| NSTALLER STORAGECLASS[ $| NSTALLER VERSI ON_OLD]} "in the target cluster."
STORAGECLASS _NAME_OLD=${ | NSTALLER STORAGECLASS[ $| NSTALLER VERSI ON_OLD] }

fi

# Creating a storage class with the nane STORAGECLASS NAME_OLD in the target(restore) cluster

cp $KUBECONFI G_NEW $HOVE/ . kube/ confi g

kubect| get storageclass -o json | jqg --arg inpl $STORAGECLASS NAME_COLD '.itens[0]. netadata. name=$i npl' >
$HOVE/ backup/ st or agecl ass. j son

cat $HOMVE/ backup/ st oragecl ass.json | kubectl create -f -

#setting the old storage class as "not default"
if [[ $STORAGECLASS NAME_OLD != “"standard" ]]; then
kubect| annotate --overwite storagecl ass $STORAGECLASS NAME _OLD st oragecl ass. bet a. kubernetes.io/is-
default-class='fal se' -n cisco
fi

#Scripts to backup ingress service spec, k8s, proxy settings, ssh keys and prod-ngnt configmaps on the
target cluster

nkdir -p $HOVE/ backup/ confi gmap

nkdir -p $HOVE/ backup/ service

nkdir -p $HOVE/ backup/ sshkeys

nkdir -p $HOVE/ backup/ pr oxy

kubect| get svc -n cisco conmon-franmewor k- ngi nx-ingress-controller -o json > $HOWE backup/ service/ingress.
json

for cmin $(kubectl get configmaps -n cisco -o custom col ums=: net adat a. nane --no-headers=true | grep "k8s-
ngnt ")
do
kubect| get configmap $cm-n cisco -o yanl > $HOVE/ backup/ confi gnap/ $cm
done

for cmin $(kubectl get configmaps -n cisco -0 custom col ums=: net adat a. name --no-headers=true | grep "prod-
ngnt ")
do
kubect| get configmap $cm-n cisco -o yanml > $HOWVE/ backup/ confi gmap/ $cm
done

kubect| get configmap suite.key -n cisco -o yam > $HOWE/ backup/ sshkeys/suite. key
kubect!| get confignmap suite.pub -n cisco -o yam > $HOVE/ backup/ sshkeys/ suite. pub

kubect| get configmap proxy.settings -n cisco -o yanl > $HOVE/ backup/ proxy/ proxy. settings

kubect| set env depl oynent/common-framewor k- sui te-prod-ngnmt --list -n cisco | grep "CLOUD TYPE' >> $HOMVE
/ backup/ proxy/ proxy_vari abl es

kubect| set env depl oynent/common-franmewor k- suite-prod-ngnmt --list -n cisco | grep "HTTP_PROXY" >> $HOVE
/ backup/ proxy/ proxy_vari abl es

kubect| set env depl oynent/comon-framework-suite-prod-ngnt --list -n cisco | grep "HITTPS_PROXY" >> $HOMVE
/ backup/ proxy/ proxy_vari abl es

kubect| set env depl oyment/common-framewor k-suite-prod-ngmt --list -n cisco | grep "NO PROXY" >> $HOVE

/ backup/ proxy/ proxy_vari abl es

cp $HOMWE/ backup/ saved_confi g $HOWE/ . kube/ config
export KUBECONFI G=$KUBECONFI G_SAVED

fi

echo ' Successful !’
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6. Restore Procedure

To restore the backed up data to the target cluster, run the following Velero commands from your local machine.

1. List available backups.

$ ./ <VELERO DI RECTORY>/ vel ero backup get

1 Verify if the backups are listed BEFORE proceeding to the next step.

2. Make sure the backed up cisco namespace does not exist in the target cluster. Be sure to delete the cisco name space, if it exists, before you
restore.

$ kubect| delete ns cisco

3. Restore from one of the listed backups.

$ ./velero restore create --frombackup <BACKUPNAME>

You have now restored the %ccs data to the new cluster.

7. Post-Restore Procedure

At this stage, you must restore the config maps for the following %sa services:

® The suite-k8 service
® The suite-prod service

If the new cluster is accessible (from the local device) using theKubeConfig file, execute the following post-restore.sh script.
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With Internet Access - The post-restore.sh script

#!/ bi n/ bash
KUBECONFI G_NEW$1

if [[ ( $KUBECONFI G NEW == "" ) ]]; then
echo "M ssing Paths for kubeconfig"
echo "Quitting"
exit O

el se
export KUBECONFI G_SAVED=$KUBECONFI G
export KUBECONFI G=$HOVE/ . kube/ confi g

cp $HOMWE/ . kube/ confi g $HOVE/ backup/ saved_config
cp $KUBECONFI G_NEW $HOME/ . kube/ confi g

kubect| delete svc -n cisco conmon-franmewor k- ngi nx-i ngress-control | er
cat $HOMVE/ backup/ service/ingress.json | kubectl create -f -

for cmin $(Is $HOVE backup/ confi gmap)
do
kubect| delete configmap $cm -n cisco
done

for cmin $(Is $HOVE/ backup/ confi gmap)
do
cat $HOVE/ backup/ confi gmap/ $cm | kubect!| create -f -
done

kubect| del ete configmap suite.key -n cisco

kubect!| del ete configmap suite.pub -n cisco

kubect| del ete configmap proxy.settings -n cisco

cat $HOMVE/ backup/ sshkeys/suite. key | kubectl create -f -
cat $HOVE/ backup/ sshkeys/suite. pub | kubectl create -f -
cat $HOWE/ backup/ proxy/ proxy.settings | kubectl create -f -

while IFS= read -r line; do kubectl set env depl oynment/common-framewor k-suite-prod-ngnt $line -n cisco;
done < $HOME/ backup/ proxy/ proxy_vari abl es

cp $HOWE/ backup/ saved_config $HOWE . kube/config
export KUBECONFI G=$KUBECONFI G_SAVED

rm-r $HOVE/ backup/
fi

echo ' Successful !’

%wm-Specific Post-Restore Procedure

1 This migration procedure only applies to Running deployments.

Be sure to verify that you are only migrating deployment in theRunning state.

@ The first few steps differ based on your use of private clouds or public clouds. Be sure to use the procedure applicable to your cloud
environment.

Cloud Remote Considerations
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Scenario Cloud
Remote
Configured
1 No
2 Yes

Settings Notes

No additional settings Proceed with the steps provided below, other than the note that only applies to Scenario 3.

You must repeat this procedure for each region.

You do not need to perform any additional configurations and can skip this section.

. Cloud endpoint accessible

from CloudCenter Suite = No

. CloudCenter Suite AMQP To ensure that the source (old) cluster does not connect to Cloud Remote, click Edit
reachable from worker VMs Connectivity in the Regions page and change the settings to Yes for all three settings.
=No

. CloudCenter Suite AMQP

accessible from cloud = No

Proceed with the steps provided below, INCLUDING the note that is specific to this scenario.

. Cloud endpoint accessible

from CloudCenter Suite = No

. CloudCenter Suite AMQP @ If you have multiple deployments that use both Scenario 1 and 3, you must perform
reachable from worker VMs these additional steps for deployments that use both Scenarios 1 and 3.
=No

. CloudCenter Suite AMQP You must repeat this procedure for each region.

accessible from cloud = Yes
You must repeat this procedure for each region.

You do not need to perform any additional configurations and can skip this section (similar to

. Cloud endpoint accessible Scenario 2 above).

from CloudCenter Suite = Yes

. CloudCenter Suite AMQP
reachable from worker VMs To ensure that the source (old) cluster does not connect to Cloud Remote, click Edit
=No Connectivity in the Regions page and change the settings to Yes for all three settings.
. CloudCenter Suite AMQP

accessible from cloud = No

Proceed with the steps provided below, INCLUDING the note that is specific to this scenario

. Cloud endpoint accessible (similar to Scenario 3 above).

from CloudCenter Suite = Yes

. CloudCenter Suite AMQP
reachable from worker VMs @ If you have multiple deployments that use both Scenario 1 and 3, you must perform
=No these additional steps for deployments that use both Scenarios 1 and 3.

. CloudCenter Suite AMQP
accessible from cloud = Yes You must repeat this procedure for each region.

You must repeat this procedure for each region.

a. Understand the %wm Restore Context

If you have installed the %wm module, you must perform this procedure to update the DNS/IP address for the private cloud resources listed below and

displayed in the following image:

® The Worker AMQP IP

® The Guacamole Public IP and Port
® The Guacamole IP Address and Port for Application VMs

Cloud endpoint accessible from CloudCenter Suite Yes
CloudCenter Suite AMQP reachable from waorker VM's Yes
CloudCenter Suite AMQP accessible from cloud Yes

Remote AMQP IP
Worker AMQP IP

10.8.1.140:26642

Guacamole Public IP and Port 10.8.1.140:708
Guacamole IP Address and Port for Application VMs 10.8.1.140:32941
Blade Name cloudcenter-blade-vmware-1-2033

1 As public clouds use load balancers and static IP ports, these resource details may differ accordingly. Be sure to use the resources
applicable to your cloud environment.

b. Retrieve the Port Numbers from the NEW Restored Cluster

The Kubernetes cluster contains the information that is required to update the %wm Ul. This section provides the commands required to retrieve this

information.
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1 As public clouds use load balancers and static IP ports, these resource details may differ accordingly. Be sure to use the resources applicable
to your cloud environment.

To retrieve the port numbers from the new cluster for private clouds, follow this procedure.

1. The port numbers for each component will differ.

a. Run the following command on the new cluster (login to the KubeConfig of the new cluster) to locate the new port numbers for the Worke
r AMQP IP.

kubect| get service -n cisco | grep rabbitnmg-ext | awk '{print $5}'
# In the resulting response, |ocate the port corresponding to Port 443 and use that port nunber!

443: 26642/ TCP, 15672: 8902/ TCP

b. Run the following command on the new cluster to retrieve the port number for the Guacamole Public IP and Port.

kubect| get service -n cisco | grep cloudcenter-guacanole | awk '{print $5}'

# In the resulting response, locate the port corresponding to Port 443 and use that port nunber
for the Guacanol e port!

8080: 2376/ TCP, 7788: 25226/ TCP, 7789: 32941/ TCP, 443: 708/ TCP
¢. Run the following command on the new cluster to retrieve the port number for the Guacamole IP Address and Port for Application
VMs.

kubect| get service -n cisco | grep cloudcenter-guacanole | awk '{print $5}'

# In the resulting response, |locate the port corresponding to Port 7789 and use that port nunber
for the Guacanol e port!

8080: 2376/ TCP, 7788: 25226/ TCP, 7789: 32941/ TCP, 443: 708/ TCP

c. Retrieve the IP Address of the NEW Restored Cluster

Use the IP address of one of the primary servers of the NEW restored Kubernetes cluster for all the resources where the IP address needs to be replaced.

1 As public clouds use load balancers and static IP ports, these resource details may differ accordingly. Be sure to use the resources applicable
to your cloud environment.

d. Change the IP Address and Port Numbers for the NEW Restored Cluster
The IP addresses and port numbers are not updated automatically in the %wm Ul and you must explicitly update them using this procedure.

1 As public clouds use load balancers and static IP ports, these resource details may differ accordingly. Be sure to use the resources applicable
to your cloud environment.

To configure the IP address and port number in the new cluster, follow this procedure.

1. Access the %wm module.
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2. Navigate to Clouds > Configure Cloud > Region Connectivity.

il - -
cisco  WORKLOAD MANAGER

Region Connectivity Running

Cloud endpeint accessible from CloudCenter

Suite Yes

CloudCenter Suite AMQP reachable from

worker VM's Yes

CloudCenter Suite AMQP accessible from

cloud Yes

Remote AMQP IP

Worker AMQP IP 10.8.1.140:26642

Guacamole Public IP and Port 10.8.1.140:708

Guacamole IP Address and Port for

Application VMs 10.8.1.140:32941

Blade Name cloudcenter-blade-vmware-1-2033
Strategy Edit Strategy

Strategy Bundle

3. Click Edit Connectivity in the Region Connectivity settings.
4. In the Configure Region popup, change the 3 fields mentioned above to ensure that the IP and port details are updated to the NEW restored VM.

Configure Region

L

10.8.1.140: 26642

10.8.1.140:32741

1 DO NOT MAKE ANY OTHER CONFIGURATION CHANGES!

5. Click OK to save your changes.

@ Saving your changes may not automatically update the information in the Region Connectivity settings. Be sure to refresh the page to
see the saved information.

6. You have now updated the DNS/IP/Port for the restored WM for this particular cloud. If you have configured other clouds in this environment, be
sure to repeat this procedure for each cloud. Once you complete this procedure for all configured clouds, you can resume new deployment
activities using the %wm.

Only for Scenario 3
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@ Only required for Scenario 3 in the Workload Manager table above

With Cloud Remoteconfigured in your old cluster, you must also reconfigure Cloud Remote to communicate with the new cluster by following
this procedure.

1. Click Download Configuration in the Region Connectivity section as displayed in the following screen shot.

Region Connectivity Download Configuration  Copy EncryptionKey  Edit Connectivty

Cloud endpoint accessible from CloudCenter Suite No

CloudCenter Suite AMQP reachable from worker VM's Yes

CloudCenter Suite AMQP accessible from cloud Yes

Local AMQP IP 192.168.113.240:31364

Worker AMQP 1P and Port 192.168.113.240:31364

Guacamole Public IP and Port 192.168.113.240:31740

Guacamole IP Address and Port for Application VMs 192.168.113.240:32065

Blade Name cloudcenter-blade-vmware-8-2325

. Click Copy Encryption Key.
. Access the Cloud Remote Ul.
4. Apply the downloaded configuration on the Cloud Remote.

w N

e. Perform the Pre-Migrate Activities
Before you migrate the deployment details you need to ensure that you can connect to both clusters and have the required files to perform the migration.
To perform the pre-migrate activities, follow this procedure.

1. Verify that the OLD cluster VMs can reach the NEW cluster. The remaining steps in this procedure are dependent on this connectivity in your
environment.
2. Save the contents of the following actions.json file using the same name and file extension to your local directory with a file type JSON format.

The actions.json file

{"repositories":[],"actions":{"resource":null,"size":2,"pageNunber": 0, "total El ements": 2, "total Pages":1,"
actionJaxbs":[{"id":"57","resource": null,"nane": " Agent ReConfi g_Li nux", "description":"","actionType":"
EXECUTE_COMMAND', " cat egor y": " ON_DEMAND', "| ast Updat edTi ne": "2019- 09- 19 22: 14: 54. 245", "ti neQut ": 1200, "
enabl ed":true, "encrypted": fal se, "explicitShare":fal se, "showExplicitShareFeature":fal se, "del eted":fal se,"
syst enDefi ned": f al se, "bul kOperati onSupported":true, "i sAvail abl eToUser":true, "currentlyExecuting":false,"
owner": 1, "acti onParaneters":[{"paranNanme": "downl oadFr onBundl e", " par anVal ue": "true", "cust onParani': f al se, "
required":true, "useDefaul t": fal se, "preference": "Vl SI BLE_UNLOCKED'}, {" par anNane": "bundl ePat h", "

paranVal ue":"http://10.0.0.3/5. 1-rel ease/ ccs-bundl e-artifacts-5.1.0-20190819/ agent . zi p", " cust onPar ant':
false,"required":true, "useDefaul t": fal se,"preference":"VI SI BLE_UNLOCKED"}, {" par anmNane": "script","
paranVal ue": "agent/ agent Reconfi g. sh", "cust onParani: fal se, "requi red": true, "usebDefault": fal se,"
preference": " VI SI BLE_UNLOCKED"}, {" par amNane": " execut eOnCont ai ner", "par anVal ue": "fal se", "cust onPar ani':
false,"required":true, "useDefaul t": fal se, "preference":"VI SI BLE_UNLOCKED"}, {" par anNane": "r eboot | nst ance", "
paranVal ue": "fal se", "custonParani': fal se, "required":true, "useDefaul t": fal se, "preference":"

VI SI BLE_UNLOCKED'}, {" par amNane": "r ef reshl nst ancel nf 0", " paranVval ue": "f al se", "cust onPar ant': f al se, "
required":true, "useDefaul t": fal se, "preference": " VI SI BLE_UNLOCKED'}], "acti onResour ceMappi ngs": [{"type":"
VI RTUAL_MACHI NE", "acti onResour ceFilters":[{"cl oudRegi onResource": nul |, "servi ceResource": null,"
applicationProfil eResource": null,"depl oynent Resource": nul |, "vnResource": {"type": " DEPLOYMENT_VM', "
appProfiles":["all"],"cl oudRegions":["all"],"cl oudAccounts":["all"],"services":["all"],"osTypes":[],"

cl oudFami | yNames":[],"nodeStates":[], "cl oudResour ceMappi ngs":[]},"i sEditabl e":true},

{"cl oudRegi onResource": nul |, "servi ceResource": nul |, "applicati onProfil eResource":null,k"

depl oynent Resource": nul |, "vnResource": {"type":"| MPORTED_VM', "appProfiles":[], "cl oudRegi ons":["all"],"

cl oudAccounts":["all"],"services":[],"osTypes":["all"], "cl oudFami | yNanes":[], "nodeStates":[],"

cl oudResour ceMappings":[]},"isEditabl e":true}]}], "acti onResour ceMappi ngAncillaries":[],"

acti onCust onPar anSpecs": [ { " par anmName" : " br oker Host ", " di spl ayName": " Br oker Host ", "hel pText": "I p Address or
Host nane of Rabbit MQ cluster”,"type":"string","valueList":null,"defaultValue":"","confirnVvalue":"","
pat hSuf fi xVal ue":"", "user Vi si bl e":true, "userEditabl e":true, "systenParani: fal se, "exanpl eVal ue": nul | ,"
dataUnit":null,"optional ":fal se, "depl oynment Parani': f al se, "nul ti sel ect Supported": fal se,"useDefaul t":true,"
val ueConstraint": {"m nVal ue": 0, "maxVal ue": 255, "maxLengt h": 255, "regex": nul |, "al | onSpaces": true,"
sizeValue": 0, "step": 0, "cal | out Wr kfl owNane": nul |}, "scope": null, "webservicelLi st Paranms": {"url":"" "
protocol ":"","usernane":"", "password":"", "request Type": nul |, "content Type": nul |, " comuandPar ans": nul | ,"
requestBody":null,"resultString":null},"secret":null,"tabul ar TypeData": null,"collectionList":[],"
preference":"VI S| BLE_UNLOCKED'}, {" par amName" : " br oker Port ", "di spl ayNanme": " Broker Port", "hel pText":"

Rabbi t MQ Port nunber”,"type":"string","val ueList":null,"defaultValue":"","confirnvalue":"","

pat hSuf fi xVal ue":"", "user Vi si bl e":true, "userEditabl e":true, "systenParani: f al se, "exanpl eVal ue": nul | ,"
dataUnit":null,"optional ":fal se, "depl oynment Parani: f al se, "nul ti sel ect Supported": fal se,"useDefaul t":true,"

val ueConstraint": {"m nVal ue": 0, "maxVal ue": 255, "nmaxLengt h": 255, "regex": nul |, "al | onSpaces": true,"
sizeValue": 0, "step": 0, "cal | out Wr kfl owNane": nul |}, "scope": null, "webserviceLi st Params": {"url":"" "
protocol ":"","usernane":"", "password":"", "request Type": nul |, "content Type": nul |, " comuandPar ans": nul | ,"
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requestBody":null,"resultString":null},"secret":null,"tabul ar TypeData": null,"coll ectionList":[],
preference":"VI SIBLE_UNLOCKED"}]1}, {"id":"58","resource":null,"nanme":"Agent ReConfig Wn","
description":"","actionType": " EXECUTE_COMVAND', "cat egory": " ON_DEVAND', "I ast Updat edTi ne": " 2019- 09- 19 22:
15:02. 311", "ti meQut": 1200, "enabl ed": true, "encrypted": fal se, "explicitShare":fal se,"

showExpl i ci t ShareFeature": fal se, "del eted": fal se, "systenDefi ned": fal se, "bul kOperati onSupported”:true,"

i sAvai | abl eToUser":true, "current| yExecuting":fal se, "owner": 1, "acti onParanmeters": [{"paranNane": "

downl oadFr onBundl e", " paranVal ue": "true", "cust onParant': f al se, "required":true, "useDefaul t": fal se,"
preference":"VI SI BLE_UNLOCKED'}, {" par amNane": " bundl ePat h", " par anval ue": "http://10.0. 0. 3/5. 1-rel ease/ ccs-
bundl e-artifacts-5.1.0-20190819/ agent . zi p", "custonParant': f al se, “required":true, "useDefault": fal se,"
preference": " VI SI BLE_UNLOCKED'}, {" par anNane": "scri pt", "par anVal ue": "agent\\ agent Reconfi g. ps1","
custonParant: fal se,"required":true, "useDefault": fal se, "preference":"VI SI BLE_UNLOCKED"}, { " par amNane" : "
execut eOnCont ai ner ", "paranVal ue": "fal se", "custonParant': fal se, "required": true, "useDefaul t": fal se,"
preference": " VI SI BLE_UNLOCKED'}, {" par anNane": "r eboot | nst ance", "paranVal ue": "f al se", "cust onPar ant': f al se, "
required":true, "useDefault": fal se, "preference":"VI SI BLE_UNLOCKED'}, {" par anNane": "ref reshl nst ancel nf 0", "
paranmVal ue": "fal se", "custonParant': fal se, "required":true, "useDefaul t": fal se, "preference":"

VI SI BLE_UNLOCKED"}], "act i onResour ceMappi ngs": [{"type": " VI RTUAL_MACHI NE", "act i onResourceFilters":

[{"cl oudRegi onResource": nul |, "servi ceResource": null,"applicationProfil eResource":null,"

depl oynent Resource": nul |, "vnResource": {"type": " DEPLOYMENT_VM', "appProfiles":["all"],"cl oudRegi ons":
["all"],"cloudAccounts":["all"],"services":["all"],"osTypes":[],"cl oudFam | yNarmes":[], "nodeStates":[],"
cl oudResour ceMappi ngs":[]}, "i sEditabl e":true}, {"cl oudRegi onResource": nul |, "servi ceResource": null,"

appl i cationProfil eResource": null,"depl oynent Resource": null,"vnResource": {"type": "1 MPORTED_VM', "
appProfiles":[],"cloudRegions":["all"],"cl oudAccounts":["all"], "services":[],"osTypes":["all"],"

cl oudFani | yNames":[], "nodeStates":[], "cl oudResour ceMappi ngs":[]},"isEditable":true}]}],"

acti onResour ceMappi ngAnci | l aries":[], "acti onCust onPar anSpecs”: [ {" par anNane": " br oker Host ", "di spl ayNane": "

Broker Host", "hel pText": "l p Address or Hostname of Rabbit MQ cluster","type":"string","valueList":null,6"
def aul t Val ue":"","confirnVval ue":"", "pathSuffixVal ue":"","userVisible":true, "userEdi table":true,"
systenParant': f al se, "exanpl eVal ue": null,"dataUnit": null,"optional ":fal se, "depl oynent Parani': f al se, "

mul ti sel ect Supported": fal se,"useDefault":true, "val ueConstraint": {"m nVal ue": 0, "naxVal ue": 255, "nmaxLengt h":
255, "regex": null,"al |l owSpaces":true, "si zeVal ue": 0, "step": 0, "cal | out Wr kfl owNane": null}, "scope":null,k"
webservi celLi st Params": {"url":"","protocol ":"", "username":"", "password":"", "request Type": null, k"

content Type": nul |, "commandPar ans": nul |, "request Body": null,"resultString":null},"secret":null,k"

tabul ar TypeData": null,"col l ectionList":[],"preference":"VI SI BLE_UNLOCKED"}, {" par anNane": " br oker Port", "
di spl ayNanme": "BrokerPort", "hel pText": " Rabbi t MQ Port nunber","type":"string", "valueList":null, k"

def aul tVal ue":"","confirnVval ue":"", "pathSuf fixVal ue":"","userVisible":true, "userEditabl e":true,"

syst enParant': f al se, "exanpl eVal ue": null,"dataUnit": null,"optional ":fal se, "depl oynent Parani': f al se, "

mul ti sel ect Supported": fal se,"useDefaul t":true, "val ueConstraint": {"m nVal ue": 0, "naxVal ue": 255, "nmaxLengt h":
255, "regex": null,"al |l owSpaces":true, "si zeVal ue": 0, "step": 0, "cal | out Wr kfl owNane": null}, "scope":null,k"
webservi ceLi st Params": {"url":"","protocol ":"", "username":"", "password":"", "request Type":null,k"

content Type": nul |, "commandPar ans": nul |, "request Body": null,"resultString":null},"secret":null,"

tabul ar TypeData": null,"coll ectionList":[],"preference":"VI SIBLE_UNLOCKED"}]1}1},"
reposi tori esMappi ngRequi red": f al se, "acti onTypesCounts": [ {"key": " EXECUTE_COMMAND", "val ue":"2"}]}

. Access %wm in your OLD cluster and navigate to the Actions Library page.
. Import the actions.json file that you saved in Step 2 above. You should see two files (AgentReconfig_Linux and AgentReconfig_Win) as
displayed in the following screenshot.

nfig_Linux September 19,2019

4:48PM Virtual Machines [ o ] S

September 19,2019 .
4:48PM Virtual Machines [ o ]

Command or Script.

. The files are disabled by default (OFF) enable both files by toggling each switch to ON.

. Save the following script to a file in your local directory and name it agentReconfig.sh. This is the file to use for Linux environments.

The agentReconfig.sh file

#!/ bi n/ bash

#Wite to systemlog as well as to terninal
logWite()
{

nsg=%$1

echo "$(date) ${msg}"

| ogger -t "OSMOSI X' "${nsg}"

return O

logWite "Starting agent migrate..."
env_file="/usr/local /osnosi x/ et c/ userenv"
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if [ -f $env_file ];
t hen
logWite "Source the userenv file..."
$env_file
fi

if [ -z $brokerHost ];

t hen
logWite "Broker Host / Rabbit Server |p not passed as action paraneter”
exit 3;

fi

if [ -z $brokerPort ];

t hen
logWite "Broker Port / Rabbit Server Port not passed as action paraneter"
exit 4

fi

repl aceUser dat aVal ue() {
key=$1
val ue=%$2

if [ -z $key ] || [ -z $value ];

t hen
logWite "Conmand |ine argunents missing to update user-data file, key: $key, val ue: $val ue"
return

fi

user_data_file="/usr/local/agentlite/etc/user-data"

if [ -f $user_data_file ];

t hen
json_content="cat $user_data_file’
ol d_val ue="echo $json_content | awk -F $key '{print $2}' | awk -F \" "{print $3}'"
sed -i 's@"%old_value"' @"$value"' @' S$user_data_file

fi

}
export AGENT_HOME="/usr/| ocal /agentlite"

logWite "Updating the user data file"
repl aceUser dat aVal ue "broker Cl ust er Addr esses" " $br oker Host : $br oker Port "

logWite "Updating config.json file"
sed -i '/ AmgpAddress/c\ " AngpAddress”: "' "${brokerHost}: ${brokerPort}"'", ' "$AGENT_HOVE/ confi g/ config.
json"

cd $AGENT_HOVE

echo "sleep 10" > execute.sh

echo "/usr/local /agentlite/bin/agent-stop.sh" >> execute.sh
echo "/usr/local/agentlite/bin/agent-start.sh" >> execute.sh
chnmod a+x execute. sh

nohup bash execute.sh > /dev/null 2>&1 &

exit O

7. Save the following script to a file in your local directory and name it agentReconfig.ps1. This is the file to use for Windows environments.
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The agentReconfig.ps1 file

param (
[ string] $broker Host = "$env: br oker Host ",
[string] $brokerPort = "$env: brokerPort"

$SERVI CE_NAME = " Agent Ser vi ce"
$SYSTEM DRI VE = (Get - Wi Obj ect W n32_OperatingSystem). SystenDrive
"$SYSTEM DRI VE\ t enp\ user env. ps1”

if ($brokerHost -eq O -or $brokerHost -eq $null -or $brokerHost -eq "") {
echo "Variabl e brokerHost not available in the env file"
exit 1

}

if ($brokerPort -eq O -or $brokerPort -eq $null -or $brokerPort -eq "") {
echo "Variabl e brokerPort not available in the env file"
exit 2

}
$AGENTGO_PARENT DI R = "$SYSTEM DRI VE\ opt "

echo "Check if AgentGo Parent directory exists. If not create it: '$AGENTGO PARENT_DI R "
if (-not (Test-Path $AGENTGO PARENT_DIR)) {

echo "Create $AGENTGO PARENT_DIR .."

nkdi r $AGENTGO_PARENT_DI R

}
el se {

echo "$AGENTGO PARENT_DI R al ready exists."
}

$AGENT_CONFI G="{0}\agentlite\config\config.json" -f $AGENTGO PARENT_DI R
if (Test-Path $AGENT_CONFI G {
echo "Changing the config.json file with the new broker host $env:brokerHost and port $env:
br oker Port"
$confJson = get-content $ACENT_CONFIG | out-string | convertfromjson
$conf Json. AngpAddr ess = " $( $env: br oker Host ) : $( $env: br oker Port)"
$confJson | ConvertTo-Json | set-content $AGENT_CONFI G
}

$USER DATA FILE = "{0}\agentlite\etc\user-data" -f $AGENTGO PARENT_DI R
if (Test-Path $USER DATA FILE) {
echo "Changing user-data file with new broker host $env:brokerHost and port $env: brokerPort"
$user Dat aJson = get-content $USER DATA FILE | out-string | convertfromjson
$user Dat aJson. br oker Cl ust er Addr esses = "$($env: br oker Host ) : $( $env: br oker Port) "
$user Dat aJson | ConvertTo-Json | set-content $USER DATA FI LE
}

$ACGENT_SERVI CE_NAME = "Agent Servi ce"

echo "Stop-Service $ACENT_SERVI CE_NAME" > $AGENTGO_PARENT_DI R\ exec. psl
echo "sleep 10" >> $ACGENTGO _PARENT_DI R\ exec. psl

echo "Start-Service $AGENT_SERVI CE_NAME" >> $AGENTGO PARENT_DI R\ exec. psl

echo "Restarting agent”
Start-Process -filepath "powershell" -argunentlist "-executionpolicy bypass -noninteractive -file

" "$AGENTGO PARENT_DI R\ exec. psl™""

echo "Agent set to restart after config changes”

8. Add these two files to a folder called agent (just an exanple) and conpress the folder to create agent.

with the sane structure displayed here.
agent
agentReconfig.psl
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agentReconfig.sh

9. Move the agent.zip folder to an HTTP repository in your local environment that is accessible from the OLD and NEW clusters.

@ This procedure uses the following URL as an example:

http://10.0.0.3/repo/agent.zip

You have now ensured cluster connectivity and saved the required files for the migration procedure.

f. Migrate Deployments from the OLD Cluster to the NEW Cluster

To migrate the deployment details from the old cluster to the new cluster, follow this procedure.

1. Navigate to the %wm Actions Libray page and edit the AgentReconfig_Linux action.This procedure continues to use the Linux file going foward

2. Scroll to the Actions Definition section and update the URL as displayed in the following screenshot.
Action Definition

* EXECUTE FROM BUNDLE

* LOCATION * URL

URL http://10.0.0.3/repo/agent.zip

* SCRIPT FROM BUNDLE

agent/agentReconfiz.sh

0)

The URL and Script from Bundle fields in the above screenshot are in accordance with the steps above.

3. Scroll to the Custom Fields section and change the default value of the Broker Host to use the NEW cluster IP.
Custom Fields

If desired add custom fields to the action. They can be made to be user entered or defined here by yvou, locked
and hidden

m a BrokerHost 1]

ErokerHost
broker Hiost
p Address or Hos!

tname of Habbit MO cluster

String
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4. Scroll down to the Broker Port and change the default to use the NEW Worker AMQP IP port (for example, 26642 in Step 8 above).

m a BrokerPort i}

BrokerPort

brokerPort

RabbithQ Port number

String v 255

. Click Done to save your default configuration changes in the OLD cluster.
. Navigate to the Virual Machines page and locate the VM to migrate to the new cluster.

~No o

in the following screenshot.
MANAGED
Virtual Machines ~

z. Internal Writers Space > Restore with Proxy > 04_54_57jpg

&

Stop

FFF c WM Information

ul acc
1CPU, 1024 MB 3 1P Addresses
e CloudCenter Agent

entReConfig Win

8. Click one of the actions and verify that the configured defaults are displayed in the Broker host and Broker port fields as indicated earlier.
9. Click Submit to migrate this VM to the new cluser.
10. Verify that the migration is complete by going to the Deployment page in your NEW cluster and the VM is listed as RUNNING (green line).
11. Repeat Steps 6 through 10 for each VM that needs to be migrated to the NEW cluster.

You have now migrated the deployment details from the old cluster to the new cluster

Back to: Public Cloud
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Restore with Proxy

Restore with Proxy

® Qverview
® Limitations
® Requirements
® 1.Launch the Target Cluster
2. Download the KubeConfig Files
3. Download Velero
4. Download JQ
5. Pre-Restore Procedure
6. Restore Procedure
7. Post-Restore Procedure
pecific Post-Restore Procedure
Cloud Remote Considerations
a. Understand the %wm Restore Context
b. Retrieve the Port Numbers from the NEW Restored Cluster
c. Retrieve the IP Address of the NEW Restored Cluster
d. Change the IP Address and Port Numbers for the NEW Restored Cluster
e. Perform the Pre-Migrate Activities
f. Migrate Deployments from the OLD Cluster to the NEW Cluster

® %%wm-

® & 0 0 0 0 0 () O o 0 0o 0o o

Overview

To restore data, the %ccs requires that you launch a new cluster.

@ The backup/restore feature is only available on %ccs clusters installed using %ccs installers and not on existing Kubernetes clusters.

Limitations

If you configured the old cluster using a DNS, be sure to update the new IP address (from the restored cluster) that is mapped to the DNS entry. Once you
update the DNS entry of your new cluster, these services will continue to work as designed.

Additionally, be aware that you may need to update the DNS for the Base URL Configuration and SSO Setup (both ADFS and SP).

Reconfiguration of Base URL and SSO are only applicable for backup & restore functions IF the source cluster is created using the %ccs 5.0.x
installer and the destination cluster is freshly created using the %ccs 5.1.1 installer.

Requirements

Before proceeding with a restore, adhere to the following limitations:
® The Velero tool must be installed. Velero Version 1.5.3 - refer to https://velero.io/docs/v1.5 for details.
® Launch a new cluster to restore the data.

® You will need to execute multiple scripts as part of these procedures. Make sure to use the 755 permission to execute each script mentioned in
this section.

1.Launch the Target Cluster
To launch %ccs on a new target cluster and access the %sa Ul for this cluster.

1. Navigate to theSuite Admin Dashboard for the new cluster.
2. Configure the identical backup configuration that you configured in your old cluster. See Backup Approach > Process additional details. When you
provide the credentials, the new cluster automatically connects to the cloud storage location.

@ This step is REQUIRED to initiate the connection and fetch the backup(s).

3. Wait for a few minutes (at least 5 Mins, maybe more) for the Velero service in the new cluster to be synced up with the cloud storage location. At
this point return to your local command window (shell console or terminal window) to perform the remaining steps in this process.
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1 If both your clusters are accessible from your local machine, the scripts used in the following steps can be executed as designed.

If either one of your clusters uses proxy access or if you cannot recover/download the KubeConfig file from your old cluster, follow the
instructions provided in theRestore with Proxy section.

2. Download the KubeConfig Files

You must download theKubeConfig file from the %sa Kubernetes cluster management page for your source and target clusters to your local machine via a
local command window (shell console or terminal window):

® From the source cluster, download theKubeConfig file and name it KUBECONFIG_OLD.
® From the target cluster, download theKubeConfig file and name it KUBECONFIG_NEW.

See Kubernetes Cluster Management for additional details on accessing theKubeConfig file as displayed in the following screenshot.

alile .
it SUITE ADMIN

Kubernetes Cluster, w CLUSTER STATUS
4 +7/7 Nodes Running

; 201%

Wersion: vl 13.5 T Modes istalled: 05

Virtual Machines Cloud Account

%a-mg-1-master-1 10.40.97.97 Up 2 15,82 ih

| ab1473-ficaPDed

| 01473 BraRiedd Lo 3t-9020- aclls-52a 18805019 mg- 1-master-2 10.40.9%.7 up 2 1682

3. Download Velero
The restore process requires Velero and must be performed on a local command window (shell console or terminal window).
To download Velero, use one of the following options:
® OSX option:
$ cd <VELERO DI RECTORY>

$ curl -L -O https://github.com vimwar e-tanzu/ vel ero/ rel eases/ downl oad/ v1. 5. 3/ vel ero-v1l. 5. 3- darwi n- and64.

tar.gz
$ tar -xvf velero-vl.5.3-darw n-and64.tar.gz

® CentOS Option:
$ nkdir -p /velero-test & cd /velero-test

$ curl -LO https://github. com vimnar e-tanzu/ vel ero/ rel eases/ downl oad/ v1. 5. 3/ vel ero-v1. 5. 3-1i nux-and64. tar.

gz
$ tar -xvf velero-vl1.5. 3-linux-ami64.tar.gz & rm-rf velero-v1.5.3-1inux-ami64.tar. gz
$ cp /velero-test/velero /usr/local/bin/

After you download Velero, export theKubeConfig file of the target (restore) cluster using the downloaded file:

export KUBECONFI G=<KUBECONFI G_PATH>

4. Download JQ
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The restore process requires that you install JQ on your machine. Refer to https://stedolan.github.io/jg/download for additional details.

To install jgq on MacGOS
brew install jq

©®» H

# To install jgq on Debian and Ubuntu
$ sudo apt-get install jqg

To install jg on CentCS

sudo yuminstall epel-release -y
sudo yuminstall jq -y

sudo jq --version

®» B PO H

5. Pre-Restore Procedure

If either one of your clusters uses proxy access or if you cannot recover/download the KubeConfig file from your old cluster, follow the instructions provided
in this section.

1. SSH into one of the VMs in your old cluster and retrieve the storageclass names.

1 This step is required because of changes in the storageclass name between %ccs 5.0.0 and 5.1.0.

$ kubect| get storageclass -o json | grep ‘\"name\"' | cut -d ':' -f 2| sed 's/&quot;/\"/g" | sed 's/
(V.17 /g
For example:

Example

$ kubect| get storageclass -o json | grep ‘\"name\"' | cut -d ':' -f 2| sed 's/&quot;/\"/g" | sed 's/

[\,1/ /g “"thin"

2. SSH into one of the VMs in your new cluster and retrieve the storageclass names:

$ kubect| get storageclass -o json | grep ‘\"name\"' | cut -d ':' -f 2| sed 's/&quot;/\"/g" | sed 's/
(17 /g
For example:

Example

$ kubect| get storageclass -o json | grep '\"nane\"' | cut -d ':' -f 2| sed 's/&quot;/\"/g" | sed 's/
(17 /g

"st andar d"

3. Copy the contents of storageclass from the new cluster using the command below: (use the storageclass_name retrieve using the above step).
You need to run the following command, copy the output, and save the output to a file called backupStorageclass.yaml.

$ kubect| get storageclass <storageclass_nanme> -o yani

For example:
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cl oud- user @b21461-fcc43751- 1381- 4e98- 8d45- 934bb965edf e- ng- 1- pri mary-0: ~$ kubect| get storagecl ass
standard -o yani
api Version: storage. k8s.io/vl
ki nd: Storaged ass
net adat a:

annot ati ons:

kubect | . kubernetes.i o/l ast-applied-configuration: |
{"api Versi on": "storage. k8s.i o/ vlbetal", "kind":"StorageC ass", "netadata": {"annot ati ons":
{"storagecl ass. beta. kubernetes.io/is-default-class":"true"}, "nanme": "standard"}, "paraneters":
{"di skformat":"thin"}, "provisioner":"kubernetes.iol/vsphere-vol une"}
st oragecl ass. bet a. kubernetes.io/is-default-class: "true"

creationTi mestanp: "2019-07-31T23: 26: 572"

nane: standard

resourceVersion: "605"

sel fLi nk: /apis/storage. k8s.io/vl/storagecl asses/ st andard

ui d: b045d700- b3ea- 11e9- 9b1d- 0050569f 28f d
paraneters:

di skformat: thin
provisioner: kubernetes.io/vsphere-vol une
reclainPolicy: Delete
vol uneBi ndi nghvbde: | nredi at e

. Create a new file backupStorageclass.yaml and paste the contents copied from the previous step.
. Replace the field name in the backupStorageclass.yaml filewith the OLD storage_classname from the old cluster from Step 1.
For example:

storage.kBs.iofvl
StorageClass

/apis age. k8s.io/vl/storageclasses/standard
b045d700-b3ea-11e9-9b1d-0050569£28Fd

. Create a new storageclass in the new cluster using the command below

$ cat /path/backupStoragecl ass.yaml | kubectl create -f -

. Create a backup of the Kubernetes config maps of the following services by executing the script provided in this step.

® The suite-k8 service
® The suite-prod service
. Run the command to execute the backup_configmap.sh script

#Execute the script as sudo user

$ sudo /path/tol/script/backup_configmap. sh.sh

The backup_configmap.sh script
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backup_configmap.sh

#!/ bi n/ bash

#Scripts to backup ssh keys, proxy settings, k8s and prod-nmgnt configmaps on the target cluster
nkdi r -p $HOVE/ backup/ confi gmap

nkdir -p $HOVE/ backup/ service

nkdir -p $HOVE/ backup/ sshkeys

nkdi r -p $HOVE/ backup/ pr oxy

kubect| get svc -n cisco conmon-franmewor k- ngi nx-ingress-controller -o json > $HOWE backup/ service
/ingress.json

for cmin $(kubectl get configmaps -n cisco -0 custom col ums=: net adat a. name --no-headers=true | grep
"k8s-ngnt")
do
kubect| get configmap $cm-n cisco -o yaml > $HOWME backup/ confi gmap/ $cm
done

for cmin $(kubectl get configmaps -n cisco -o custom col ums=: net adat a. nane --no- headers=true | grep
"prod-ngnt")
do
kubect| get configmap $cm-n cisco -o yaml > $HOVE/ backup/ confi gmap/ $cm
done

kubect| get configmap suite.key -n cisco -o yam > $HOWE/ backup/ sshkeys/suite. key
kubect| get configmap suite.pub -n cisco -o yam > $HOWE/ backup/ sshkeys/suite. pub

kubect| get configmap proxy.settings -n cisco -o yanl > $HOVE/ backup/ proxy/ proxy. settings

kubect| set env depl oynent/common-framewor k- sui te-prod-ngnmt --list -n cisco | grep "CLOUD TYPE' >> $HOMVE
/ backup/ proxy/ proxy_vari abl es

kubect| set env depl oynent/comon-framework-suite-prod-nmgnt --list -n cisco | grep "HTTP_PROXY" >> $HOVE
/ backup/ proxy/ proxy_vari abl es

kubect| set env depl oynment/common-framewor k- sui te-prod-ngnmt --list -n cisco | grep "HTTPS_PROXY" >> $HOME
/ backup/ proxy/ proxy_vari abl es

kubect| set env depl oynent/common-framewor k- suite-prod-ngmt --list -n cisco | grep "NO _PROXY" >> $HOVE

/ backup/ proxy/ proxy_vari abl es

echo ' Successful !’

6. Restore Procedure

1. List available backups.
1 Verify if the backups are listed BEFORE proceeding to the next step.
$ ./ <VELERO DI RECTORY>/ vel ero backup get
2. Make sure the backed up namespace does not exist in the target cluster (for example, if the cisco namespace was backed up it shouldn't be here
on the cluster).

$ kubect| delete ns cisco

3. Restore from one of the listed backups.

$ ./velero restore create --frombackup <BACKUPNAME>

You have now restored the %ccs data to the new cluster.
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7. Post-Restore Procedure
At this stage, you must restore the config maps for the following %sa services:

® The suite-k8 service
® The suite-prod service

If the new cluster is NOT accessible (from the local device) using kubeconfig, execute the following script from the remote device after the restore process
is complete.

#Execute the script as sudo user
$ sudo /path/to/script/post-restore.sh

Without Internet Access - The post-restore.sh script

#!/ bi n/ bash
kubect| delete svc -n cisco comon-framewor k- ngi nx-i ngress-controller
cat $HOWE/ backup/ service/ingress.json | kubectl create -f -

for cmin $(Is $HOVE/ backup/ confi gmap)
do

kubect!| del ete configmap $cm -n cisco
done

for cmin $(I's $HOVE/ backup/ confi gmap)
do
cat $HOVE/ backup/ configmap/ $cm | kubectl create -f -
done

kubect| delete configmap suite.key -n cisco

kubect| del ete configmap suite.pub -n cisco

kubect| del ete configmap proxy.settings -n cisco

cat $HOWE/ backup/ sshkeys/suite. key | kubect|l create -f -
cat $HOWE/ backup/ sshkeys/suite.pub | kubect|l create -f -
cat $HOVE/ backup/ proxy/ proxy.settings | kubectl create -f -

while IFS= read -r line; do kubectl set env depl oynent/conmmon-franework-suite-prod-nmgnt $line -n cisco; done <
$HOVE/ backup/ pr oxy/ proxy_vari abl es

rm-r $HOME/ backup/ confi gmap

echo ' Successful I'!

You have now restored the %sa data to the new cluster. You can now follow the post-restore procedure specific to %wm as provided in the next section.

%wm-Specific Post-Restore Procedure

1 This migration procedure only applies to Running deployments.

Be sure to verify that you are only migrating deployment in theRunning state.

@ The first few steps differ based on your use of private clouds or public clouds. Be sure to use the procedure applicable to your cloud
environment.

Cloud Remote Considerations

Scenario Cloud Settings Notes
Remote
Configured
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1 No
2 Yes
3

4

5

No additional settings Proceed with the steps provided below, other than the note that only applies to Scenario 3.

You must repeat this procedure for each region.

You do not need to perform any additional configurations and can skip this section.

. Cloud endpoint accessible

from CloudCenter Suite = No

. CloudCenter Suite AMQP To ensure that the source (old) cluster does not connect to Cloud Remote, click Edit
reachable from worker VMs Connectivity in the Regions page and change the settings to Yes for all three settings.
=No

. CloudCenter Suite AMQP

accessible from cloud = No

Proceed with the steps provided below, INCLUDING the note that is specific to this scenario.

. Cloud endpoint accessible

from CloudCenter Suite = No

. CloudCenter Suite AMQP @ If you have multiple deployments that use both Scenario 1 and 3, you must perform
reachable from worker VMs these additional steps for deployments that use both Scenarios 1 and 3.
=No

. CloudCenter Suite AMQP You must repeat this procedure for each region.

accessible from cloud = Yes
You must repeat this procedure for each region.

You do not need to perform any additional configurations and can skip this section (similar to

. Cloud endpoint accessible Scenario 2 above).

from CloudCenter Suite = Yes

. CloudCenter Suite AMQP
reachable from worker VMs To ensure that the source (old) cluster does not connect to Cloud Remote, click Edit
=No Connectivity in the Regions page and change the settings to Yes for all three settings.
. CloudCenter Suite AMQP

accessible from cloud = No

Proceed with the steps provided below, INCLUDING the note that is specific to this scenario

. Cloud endpoint accessible (similar to Scenario 3 above).
from CloudCenter Suite = Yes
. CloudCenter Suite AMQP
reachable from worker VMs @ If you have multiple deployments that use both Scenario 1 and 3, you must perform
=No these additional steps for deployments that use both Scenarios 1 and 3.
. CloudCenter Suite AMQP
accessible from cloud = Yes You must repeat this procedure for each region.

You must repeat this procedure for each region.

a. Understand the %wm Restore Context

If you have installed the %wm module, you must perform this procedure to update the DNS/IP address for the private cloud resources listed below and

displayed in the following image:

® The Worker AMQP IP

® The Guacamole Public IP and Port
® The Guacamole IP Address and Port for Application VMs

Cloud endpoint accessible from CloudCenter Suite Yes
CloudCenter Suite AMQP reachable from worker VIV's Yes
CloudCenter Suite AMQP accessible from cloud Yes

Remote AMQP IP
Worker AMQP IP

10.8.1.140:26642

Guacamole Public IP and Port 10.8.1.140:708
Guacamole IP Address and Port for Application VMs 10.8.1.140:32941
Blade Name cloudcenter-blade-vmware-1-2033

1 As public clouds use load balancers and static IP ports, these resource details may differ accordingly. Be sure to use the resources
applicable to your cloud environment.

b. Retrieve the Port Numbers from the NEW Restored Cluster

The Kubernetes cluster contains the information that is required to update the %wm Ul. This section provides the commands required to retrieve this

information.
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1 As public clouds use load balancers and static IP ports, these resource details may differ accordingly. Be sure to use the resources applicable
to your cloud environment.

To retrieve the port numbers from the new cluster for private clouds, follow this procedure.

1. The port numbers for each component will differ.

a. Run the following command on the new cluster (login to the KubeConfig of the new cluster) to locate the new port numbers for the Worke
r AMQP IP.

kubect| get service -n cisco | grep rabbitnmg-ext | awk '{print $5}'
# In the resulting response, |ocate the port corresponding to Port 443 and use that port nunber!

443: 26642/ TCP, 15672: 8902/ TCP

b. Run the following command on the new cluster to retrieve the port number for the Guacamole Public IP and Port.

kubect| get service -n cisco | grep cloudcenter-guacanole | awk '{print $5}'

# In the resulting response, locate the port corresponding to Port 443 and use that port nunber
for the Guacanol e port!

8080: 2376/ TCP, 7788: 25226/ TCP, 7789: 32941/ TCP, 443: 708/ TCP
¢. Run the following command on the new cluster to retrieve the port number for the Guacamole IP Address and Port for Application
VMs.

kubect| get service -n cisco | grep cloudcenter-guacanole | awk '{print $5}'

# In the resulting response, |locate the port corresponding to Port 7789 and use that port nunber
for the Guacanol e port!

8080: 2376/ TCP, 7788: 25226/ TCP, 7789: 32941/ TCP, 443: 708/ TCP

c. Retrieve the IP Address of the NEW Restored Cluster

Use the IP address of one of the primary servers of the NEW restored Kubernetes cluster for all the resources where the IP address needs to be replaced.

1 As public clouds use load balancers and static IP ports, these resource details may differ accordingly. Be sure to use the resources applicable
to your cloud environment.

d. Change the IP Address and Port Numbers for the NEW Restored Cluster
The IP addresses and port numbers are not updated automatically in the %wm Ul and you must explicitly update them using this procedure.

1 As public clouds use load balancers and static IP ports, these resource details may differ accordingly. Be sure to use the resources applicable
to your cloud environment.

To configure the IP address and port number in the new cluster, follow this procedure.

1. Access the %wm module.
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2. Navigate to Clouds > Configure Cloud > Region Connectivity.

il - -
cisco  WORKLOAD MANAGER

Region Connectivity Running

Cloud endpeint accessible from CloudCenter

Suite Yes

CloudCenter Suite AMQP reachable from

worker VM's Yes

CloudCenter Suite AMQP accessible from

cloud Yes

Remote AMQP IP

Worker AMQP IP 10.8.1.140:26642

Guacamole Public IP and Port 10.8.1.140:708

Guacamole IP Address and Port for

Application VMs 10.8.1.140:32941

Blade Name cloudcenter-blade-vmware-1-2033
Strategy Edit Strategy

Strategy Bundle

3. Click Edit Connectivity in the Region Connectivity settings.
4. In the Configure Region popup, change the 3 fields mentioned above to ensure that the IP and port details are updated to the NEW restored VM.

Configure Region

L

10.8.1.140: 26642

10.8.1.140:32741

1 DO NOT MAKE ANY OTHER CONFIGURATION CHANGES!

5. Click OK to save your changes.

@ Saving your changes may not automatically update the information in the Region Connectivity settings. Be sure to refresh the page to
see the saved information.

6. You have now updated the DNS/IP/Port for the restored WM for this particular cloud. If you have configured other clouds in this environment, be
sure to repeat this procedure for each cloud. Once you complete this procedure for all configured clouds, you can resume new deployment
activities using the %wm.

Only for Scenario 3
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@ Only required for Scenario 3 in the Workload Manager table above

With Cloud Remoteconfigured in your old cluster, you must also reconfigure Cloud Remote to communicate with the new cluster by following
this procedure.

1. Click Download Configuration in the Region Connectivity section as displayed in the following screen shot.

Region Connectivity Download Configuration  Copy EncryptionKey  Edit Connectivty

Cloud endpoint accessible from CloudCenter Suite No

CloudCenter Suite AMQP reachable from worker VM's Yes

CloudCenter Suite AMQP accessible from cloud Yes

Local AMQP IP 192.168.113.240:31364

Worker AMQP 1P and Port 192.168.113.240:31364

Guacamole Public IP and Port 192.168.113.240:31740

Guacamole IP Address and Port for Application VMs 192.168.113.240:32065

Blade Name cloudcenter-blade-vmware-8-2325

. Click Copy Encryption Key.
. Access the Cloud Remote Ul.
4. Apply the downloaded configuration on the Cloud Remote.

w N

e. Perform the Pre-Migrate Activities
Before you migrate the deployment details you need to ensure that you can connect to both clusters and have the required files to perform the migration.
To perform the pre-migrate activities, follow this procedure.

1. Verify that the OLD cluster VMs can reach the NEW cluster. The remaining steps in this procedure are dependent on this connectivity in your
environment.
2. Save the contents of the following actions.json file using the same name and file extension to your local directory with a file type JSON format.

The actions.json file

{"repositories":[],"actions":{"resource":null,"size":2,"pageNunber": 0, "total El ements": 2, "total Pages":1,"
actionJaxbs":[{"id":"57","resource": null,"nane": " Agent ReConfi g_Li nux", "description":"","actionType":"
EXECUTE_COMMAND', " cat egor y": " ON_DEMAND', "| ast Updat edTi ne": "2019- 09- 19 22: 14: 54. 245", "ti neQut ": 1200, "
enabl ed":true, "encrypted": fal se, "explicitShare":fal se, "showExplicitShareFeature":fal se, "del eted":fal se,"
syst enDefi ned": f al se, "bul kOperati onSupported":true, "i sAvail abl eToUser":true, "currentlyExecuting":false,"
owner": 1, "acti onParaneters":[{"paranNanme": "downl oadFr onBundl e", " par anVal ue": "true", "cust onParani': f al se, "
required":true, "useDefaul t": fal se, "preference": "Vl SI BLE_UNLOCKED'}, {" par anNane": "bundl ePat h", "

paranVal ue":"http://10.0.0.3/5. 1-rel ease/ ccs-bundl e-artifacts-5.1.0-20190819/ agent . zi p", " cust onPar ant':
false,"required":true, "useDefaul t": fal se,"preference":"VI SI BLE_UNLOCKED"}, {" par anmNane": "script","
paranVal ue": "agent/ agent Reconfi g. sh", "cust onParani: fal se, "requi red": true, "usebDefault": fal se,"
preference": " VI SI BLE_UNLOCKED"}, {" par amNane": " execut eOnCont ai ner", "par anVal ue": "fal se", "cust onPar ani':
false,"required":true, "useDefaul t": fal se, "preference":"VI SI BLE_UNLOCKED"}, {" par anNane": "r eboot | nst ance", "
paranVal ue": "fal se", "custonParani': fal se, "required":true, "useDefaul t": fal se, "preference":"

VI SI BLE_UNLOCKED'}, {" par amNane": "r ef reshl nst ancel nf 0", " paranVval ue": "f al se", "cust onPar ant': f al se, "
required":true, "useDefaul t": fal se, "preference": " VI SI BLE_UNLOCKED'}], "acti onResour ceMappi ngs": [{"type":"
VI RTUAL_MACHI NE", "acti onResour ceFilters":[{"cl oudRegi onResource": nul |, "servi ceResource": null,"
applicationProfil eResource": null,"depl oynent Resource": nul |, "vnResource": {"type": " DEPLOYMENT_VM', "
appProfiles":["all"],"cl oudRegions":["all"],"cl oudAccounts":["all"],"services":["all"],"osTypes":[],"

cl oudFami | yNames":[],"nodeStates":[], "cl oudResour ceMappi ngs":[]},"i sEditabl e":true},

{"cl oudRegi onResource": nul |, "servi ceResource": nul |, "applicati onProfil eResource":null,k"

depl oynent Resource": nul |, "vnResource": {"type":"| MPORTED_VM', "appProfiles":[], "cl oudRegi ons":["all"],"

cl oudAccounts":["all"],"services":[],"osTypes":["all"], "cl oudFami | yNanes":[], "nodeStates":[],"

cl oudResour ceMappings":[]},"isEditabl e":true}]}], "acti onResour ceMappi ngAncillaries":[],"

acti onCust onPar anSpecs": [ { " par anmName" : " br oker Host ", " di spl ayName": " Br oker Host ", "hel pText": "I p Address or
Host nane of Rabbit MQ cluster”,"type":"string","valueList":null,"defaultValue":"","confirnVvalue":"","
pat hSuf fi xVal ue":"", "user Vi si bl e":true, "userEditabl e":true, "systenParani: fal se, "exanpl eVal ue": nul | ,"
dataUnit":null,"optional ":fal se, "depl oynment Parani': f al se, "nul ti sel ect Supported": fal se,"useDefaul t":true,"
val ueConstraint": {"m nVal ue": 0, "maxVal ue": 255, "maxLengt h": 255, "regex": nul |, "al | onSpaces": true,"
sizeValue": 0, "step": 0, "cal | out Wr kfl owNane": nul |}, "scope": null, "webservicelLi st Paranms": {"url":"" "
protocol ":"","usernane":"", "password":"", "request Type": nul |, "content Type": nul |, " comuandPar ans": nul | ,"
requestBody":null,"resultString":null},"secret":null,"tabul ar TypeData": null,"collectionList":[],"
preference":"VI S| BLE_UNLOCKED'}, {" par amName" : " br oker Port ", "di spl ayNanme": " Broker Port", "hel pText":"

Rabbi t MQ Port nunber”,"type":"string","val ueList":null,"defaultValue":"","confirnvalue":"","

pat hSuf fi xVal ue":"", "user Vi si bl e":true, "userEditabl e":true, "systenParani: f al se, "exanpl eVal ue": nul | ,"
dataUnit":null,"optional ":fal se, "depl oynment Parani: f al se, "nul ti sel ect Supported": fal se,"useDefaul t":true,"

val ueConstraint": {"m nVal ue": 0, "maxVal ue": 255, "nmaxLengt h": 255, "regex": nul |, "al | onSpaces": true,"
sizeValue": 0, "step": 0, "cal | out Wr kfl owNane": nul |}, "scope": null, "webserviceLi st Params": {"url":"" "
protocol ":"","usernane":"", "password":"", "request Type": nul |, "content Type": nul |, " comuandPar ans": nul | ,"
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requestBody":null,"resultString":null},"secret":null,"tabul ar TypeData": null,"coll ectionList":[],
preference":"VI SIBLE_UNLOCKED"}]1}, {"id":"58","resource":null,"nanme":"Agent ReConfig Wn","
description":"","actionType": " EXECUTE_COMVAND', "cat egory": " ON_DEVAND', "I ast Updat edTi ne": " 2019- 09- 19 22:
15:02. 311", "ti meQut": 1200, "enabl ed": true, "encrypted": fal se, "explicitShare":fal se,"

showExpl i ci t ShareFeature": fal se, "del eted": fal se, "systenDefi ned": fal se, "bul kOperati onSupported”:true,"

i sAvai | abl eToUser":true, "current| yExecuting":fal se, "owner": 1, "acti onParanmeters": [{"paranNane": "

downl oadFr onBundl e", " paranVal ue": "true", "cust onParant': f al se, "required":true, "useDefaul t": fal se,"
preference":"VI SI BLE_UNLOCKED'}, {" par amNane": " bundl ePat h", " par anval ue": "http://10.0. 0. 3/5. 1-rel ease/ ccs-
bundl e-artifacts-5.1.0-20190819/ agent . zi p", "custonParant': f al se, “required":true, "useDefault": fal se,"
preference": " VI SI BLE_UNLOCKED'}, {" par anNane": "scri pt", "par anVal ue": "agent\\ agent Reconfi g. ps1","
custonParant: fal se,"required":true, "useDefault": fal se, "preference":"VI SI BLE_UNLOCKED"}, { " par amNane" : "
execut eOnCont ai ner ", "paranVal ue": "fal se", "custonParant': fal se, "required": true, "useDefaul t": fal se,"
preference": " VI SI BLE_UNLOCKED'}, {" par anNane": "r eboot | nst ance", "paranVal ue": "f al se", "cust onPar ant': f al se, "
required":true, "useDefault": fal se, "preference":"VI SI BLE_UNLOCKED'}, {" par anNane": "ref reshl nst ancel nf 0", "
paranmVal ue": "fal se", "custonParant': fal se, "required":true, "useDefaul t": fal se, "preference":"

VI SI BLE_UNLOCKED"}], "act i onResour ceMappi ngs": [{"type": " VI RTUAL_MACHI NE", "act i onResourceFilters":

[{"cl oudRegi onResource": nul |, "servi ceResource": null,"applicationProfil eResource":null,"

depl oynent Resource": nul |, "vnResource": {"type": " DEPLOYMENT_VM', "appProfiles":["all"],"cl oudRegi ons":
["all"],"cloudAccounts":["all"],"services":["all"],"osTypes":[],"cl oudFam | yNarmes":[], "nodeStates":[],"
cl oudResour ceMappi ngs":[]}, "i sEditabl e":true}, {"cl oudRegi onResource": nul |, "servi ceResource": null,"

appl i cationProfil eResource": null,"depl oynent Resource": null,"vnResource": {"type": "1 MPORTED_VM', "
appProfiles":[],"cloudRegions":["all"],"cl oudAccounts":["all"], "services":[],"osTypes":["all"],"

cl oudFani | yNames":[], "nodeStates":[], "cl oudResour ceMappi ngs":[]},"isEditable":true}]}],"

acti onResour ceMappi ngAnci | l aries":[], "acti onCust onPar anSpecs”: [ {" par anNane": " br oker Host ", "di spl ayNane": "

Broker Host", "hel pText": "l p Address or Hostname of Rabbit MQ cluster","type":"string","valueList":null,6"
def aul t Val ue":"","confirnVval ue":"", "pathSuffixVal ue":"","userVisible":true, "userEdi table":true,"
systenParant': f al se, "exanpl eVal ue": null,"dataUnit": null,"optional ":fal se, "depl oynent Parani': f al se, "

mul ti sel ect Supported": fal se,"useDefault":true, "val ueConstraint": {"m nVal ue": 0, "naxVal ue": 255, "nmaxLengt h":
255, "regex": null,"al |l owSpaces":true, "si zeVal ue": 0, "step": 0, "cal | out Wr kfl owNane": null}, "scope":null,k"
webservi celLi st Params": {"url":"","protocol ":"", "username":"", "password":"", "request Type": null, k"

content Type": nul |, "commandPar ans": nul |, "request Body": null,"resultString":null},"secret":null,k"

tabul ar TypeData": null,"col l ectionList":[],"preference":"VI SI BLE_UNLOCKED"}, {" par anNane": " br oker Port", "
di spl ayNanme": "BrokerPort", "hel pText": " Rabbi t MQ Port nunber","type":"string", "valueList":null, k"

def aul tVal ue":"","confirnVval ue":"", "pathSuf fixVal ue":"","userVisible":true, "userEditabl e":true,"

syst enParant': f al se, "exanpl eVal ue": null,"dataUnit": null,"optional ":fal se, "depl oynent Parani': f al se, "

mul ti sel ect Supported": fal se,"useDefaul t":true, "val ueConstraint": {"m nVal ue": 0, "naxVal ue": 255, "nmaxLengt h":
255, "regex": null,"al |l owSpaces":true, "si zeVal ue": 0, "step": 0, "cal | out Wr kfl owNane": null}, "scope":null,k"
webservi ceLi st Params": {"url":"","protocol ":"", "username":"", "password":"", "request Type":null,k"

content Type": nul |, "commandPar ans": nul |, "request Body": null,"resultString":null},"secret":null,"

tabul ar TypeData": null,"coll ectionList":[],"preference":"VI SIBLE_UNLOCKED"}]1}1},"
reposi tori esMappi ngRequi red": f al se, "acti onTypesCounts": [ {"key": " EXECUTE_COMMAND", "val ue":"2"}]}

. Access %wm in your OLD cluster and navigate to the Actions Library page.
. Import the actions.json file that you saved in Step 2 above. You should see two files (AgentReconfig_Linux and AgentReconfig_Win) as
displayed in the following screenshot.

nfig_Linux September 19,2019

4:48PM Virtual Machines [ o ] S

September 19,2019 .
4:48PM Virtual Machines [ o ]

Command or Script.

. The files are disabled by default (OFF) enable both files by toggling each switch to ON.

. Save the following script to a file in your local directory and name it agentReconfig.sh. This is the file to use for Linux environments.

The agentReconfig.sh file

#!/ bi n/ bash

#Wite to systemlog as well as to terninal
logWite()
{

nsg=%$1

echo "$(date) ${msg}"

| ogger -t "OSMOSI X' "${nsg}"

return O

logWite "Starting agent migrate..."
env_file="/usr/local /osnosi x/ et c/ userenv"
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if [ -f $env_file ];
t hen
logWite "Source the userenv file..."
$env_file
fi

if [ -z $brokerHost ];

t hen
logWite "Broker Host / Rabbit Server |p not passed as action paraneter”
exit 3;

fi

if [ -z $brokerPort ];

t hen
logWite "Broker Port / Rabbit Server Port not passed as action paraneter"
exit 4

fi

repl aceUser dat aVal ue() {
key=$1
val ue=%$2

if [ -z $key ] || [ -z $value ];

t hen
logWite "Conmand |ine argunents missing to update user-data file, key: $key, val ue: $val ue"
return

fi

user_data_file="/usr/local/agentlite/etc/user-data"

if [ -f $user_data_file ];

t hen
json_content="cat $user_data_file’
ol d_val ue="echo $json_content | awk -F $key '{print $2}' | awk -F \" "{print $3}'"
sed -i 's@"%old_value"' @"$value"' @' S$user_data_file

fi

}
export AGENT_HOME="/usr/| ocal /agentlite"

logWite "Updating the user data file"
repl aceUser dat aVal ue "broker Cl ust er Addr esses" " $br oker Host : $br oker Port "

logWite "Updating config.json file"
sed -i '/ AmgpAddress/c\ " AngpAddress”: "' "${brokerHost}: ${brokerPort}"'", ' "$AGENT_HOVE/ confi g/ config.
json"

cd $AGENT_HOVE

echo "sleep 10" > execute.sh

echo "/usr/local /agentlite/bin/agent-stop.sh" >> execute.sh
echo "/usr/local/agentlite/bin/agent-start.sh" >> execute.sh
chnmod a+x execute. sh

nohup bash execute.sh > /dev/null 2>&1 &

exit O

7. Save the following script to a file in your local directory and name it agentReconfig.ps1. This is the file to use for Windows environments.

131



The agentReconfig.ps1 file

param (
[ string] $broker Host = "$env: br oker Host ",
[string] $brokerPort = "$env: brokerPort"

$SERVI CE_NAME = " Agent Ser vi ce"
$SYSTEM DRI VE = (Get - Wi Obj ect W n32_OperatingSystem). SystenDrive
"$SYSTEM DRI VE\ t enp\ user env. ps1”

if ($brokerHost -eq O -or $brokerHost -eq $null -or $brokerHost -eq "") {
echo "Variabl e brokerHost not available in the env file"
exit 1

}

if ($brokerPort -eq O -or $brokerPort -eq $null -or $brokerPort -eq "") {
echo "Variabl e brokerPort not available in the env file"
exit 2

}
$AGENTGO_PARENT DI R = "$SYSTEM DRI VE\ opt "

echo "Check if AgentGo Parent directory exists. If not create it: '$AGENTGO PARENT_DI R "
if (-not (Test-Path $AGENTGO PARENT_DIR)) {

echo "Create $AGENTGO PARENT_DIR .."

nkdi r $AGENTGO_PARENT_DI R

}
el se {

echo "$AGENTGO PARENT_DI R al ready exists."
}

$AGENT_CONFI G="{0}\agentlite\config\config.json" -f $AGENTGO PARENT_DI R
if (Test-Path $AGENT_CONFI G {
echo "Changing the config.json file with the new broker host $env:brokerHost and port $env:
br oker Port"
$confJson = get-content $ACENT_CONFIG | out-string | convertfromjson
$conf Json. AngpAddr ess = " $( $env: br oker Host ) : $( $env: br oker Port)"
$confJson | ConvertTo-Json | set-content $AGENT_CONFI G
}

$USER DATA FILE = "{0}\agentlite\etc\user-data" -f $AGENTGO PARENT_DI R
if (Test-Path $USER DATA FILE) {
echo "Changing user-data file with new broker host $env:brokerHost and port $env: brokerPort"
$user Dat aJson = get-content $USER DATA FILE | out-string | convertfromjson
$user Dat aJson. br oker Cl ust er Addr esses = "$($env: br oker Host ) : $( $env: br oker Port) "
$user Dat aJson | ConvertTo-Json | set-content $USER DATA FI LE
}

$ACGENT_SERVI CE_NAME = "Agent Servi ce"

echo "Stop-Service $ACENT_SERVI CE_NAME" > $AGENTGO_PARENT_DI R\ exec. psl
echo "sleep 10" >> $ACGENTGO _PARENT_DI R\ exec. psl

echo "Start-Service $AGENT_SERVI CE_NAME" >> $AGENTGO PARENT_DI R\ exec. psl

echo "Restarting agent”
Start-Process -filepath "powershell" -argunentlist "-executionpolicy bypass -noninteractive -file

" "$AGENTGO PARENT_DI R\ exec. psl™""

echo "Agent set to restart after config changes”

8. Add these two files to a folder called agent (just an exanple) and conpress the folder to create agent.

with the sane structure displayed here.
agent
agentReconfig.psl
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agentReconfig.sh

9. Move the agent.zip folder to an HTTP repository in your local environment that is accessible from the OLD and NEW clusters.

@ This procedure uses the following URL as an example:

http://10.0.0.3/repo/agent.zip

You have now ensured cluster connectivity and saved the required files for the migration procedure.

f. Migrate Deployments from the OLD Cluster to the NEW Cluster

To migrate the deployment details from the old cluster to the new cluster, follow this procedure.

1. Navigate to the %wm Actions Libray page and edit the AgentReconfig_Linux action.This procedure continues to use the Linux file going foward

2. Scroll to the Actions Definition section and update the URL as displayed in the following screenshot.
Action Definition

* EXECUTE FROM BUNDLE

* LOCATION * URL

URL http://10.0.0.3/repo/agent.zip

* SCRIPT FROM BUNDLE

agent/agentReconfiz.sh

0)

The URL and Script from Bundle fields in the above screenshot are in accordance with the steps above.

3. Scroll to the Custom Fields section and change the default value of the Broker Host to use the NEW cluster IP.
Custom Fields

If desired add custom fields to the action. They can be made to be user entered or defined here by yvou, locked
and hidden

m a BrokerHost 1]

ErokerHost
broker Hiost
p Address or Hos!

tname of Habbit MO cluster

String
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4. Scroll down to the Broker Port and change the default to use the NEW Worker AMQP IP port (for example, 26642 in Step 8 above).

m a BrokerPort i}

BrokerPort

brokerPort

RabbithQ Port number

String v 255

. Click Done to save your default configuration changes in the OLD cluster.
. Navigate to the Virual Machines page and locate the VM to migrate to the new cluster.

~No o

in the following screenshot.
MANAGED
Virtual Machines ~

z. Internal Writers Space > Restore with Proxy > 04_54_57jpg

&

Stop

FFF c WM Information

ul acc
1CPU, 1024 MB 3 1P Addresses
e CloudCenter Agent

entReConfig Win

8. Click one of the actions and verify that the configured defaults are displayed in the Broker host and Broker port fields as indicated earlier.
9. Click Submit to migrate this VM to the new cluser.
10. Verify that the migration is complete by going to the Deployment page in your NEW cluster and the VM is listed as RUNNING (green line).
11. Repeat Steps 6 through 10 for each VM that needs to be migrated to the NEW cluster.

You have now migrated the deployment details from the old cluster to the new cluster

Back to: Public Cloud
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Private Cloud

Private Cloud behind Firewalls

Overview
Minio Server Setup
Backup and Restore Process
%ao-Specific Post-Restore Procedure
%wm-Specific Post-Restore Procedure
® Cloud Remote Considerations
® a. Understand the %wm Restore Context
b. Retrieve the Port Numbers from the NEW Restored Cluster
c. Retrieve the IP Address of the NEW Restored Cluster
d. Change the IP Address and Port Numbers for the NEW Restored Cluster
e. Perform the Pre-Migrate Activities
f. Migrate Deployments from the OLD Cluster to the NEW Cluster

Overview

You may sometimes need to work in an environment that is completely behind the firewall. This section addresses the backup and restore procedures for
those environments.

See Backup Approach for restrictions and limitations.

Minio Server Setup
You need to set up a Minio server to configure a S3-compatible backup storage location.Refer tohttps://min.io/download#/macos to setup the Minio server.
Once the Minio server is setup, use YOUR Minio server credentials to login to your Minio server.

® Minio server URL

® Minio server username

® Minio server password

To set up a Minio server, use one of the following options:

® Run using Docker:

docker run -p 9000:9000 -v /mt/data:/data minio/mnio server /data

® Run using Linux binary on any machine:
wget https://dl.nmn.io/server/mniol/rel ease/linux-and64/ m nio
chrmod +x minio
export M NI O ACCESS_KEY=nmi ni o

export M NI O_SECRET_KEY=m ni 0123
./mnio server /mt/data

® Run using Windows binary:

m ni 0. exe server F:\Data

Backup and Restore Process

The script provided as part of this process uses publicly available Velero1.5.3(see https://velero.io/docs/v1.5/for details) and Minio tools to
complete the manual backup and restore process in isolated environments.

To backup and restore the %ccs data in an air gap environment, follow this procedure.

1. Create a bucket on the Minio server and provide a meaningful name.This example, uses velero. See Backup Approach for details.
2. Before installing Velero, annotate all the pods in your cluster by using Velero-specific annotations that are provided in the script below.
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kubect| -n YOUR _POD_NAMESPACE annotate pod/ YOUR_POD_NAME backup. vel ero.i o/ backup-
vol unes=YOUR_VOLUMVE_NAME_1, YOUR VOLUVE_NAME_2, . ..

To make the process simpler, here is a utility that does it for you. Be sure to save the following script contents to a file called pod_vol_restic_sca
n.py to your local system.

# This utility is used to annotate pods for Vel ero backups
i mport random

i mport | oggi ng

import string

i mport os

inport time

inport datetine

from argparse inport ArgunentParser

i nport sys

import zipfile

import shutil

i mport subprocess

import re

frompprint inport pprint as pp

i nport yam

__copyright __ = "Copyright C sco Systens"
_license__ = "Cisco Systens"

def script_run_tine(seconds):
mn, sec = di vhod(seconds, 60)
hrs, mn = divnod(nmn, 60)
timedatastring = "%l: %92d: %92d" % (hrs, mn, sec)
return tinedatastring

def random char (y):
return ''.join(random choice(string.ascii_letters) for x in range(y))

def border_print(synbol, msg):
line =" " + nmeg +
total Length = len(line) + 50
| ogger.info("")
| ogger.info(synbol * total Length)
I ogger.info(line.center(total Length, synbol))
| ogger.info(synbol * total Length)
| ogger.info("")

def setup_custom.|ogger(name, tcStartTinme, fileBaseNane, inputName=""):
if inputName == "" or inputNane == None:
st = datetine.datetine.frontinestanp(
tcStartTine).strftime(" %r-%n %l- %+ % %8 )

filename = fil eBaseName + "-" + st + '.log'

dirNane = "po-scan" + st

dirPath = os. pat h. abspat h(os. pat h. j oi n(
os.path.dirname(__file_), '.', dirNanme))

logfil enane = os.path.join(dirPath, filenane)
if not os.path.isdir(dirPath):
os. nakedi r s(di r Pat h)
el se:
| ogfil enanme = i nput Nane

# print(logfilenane)

formatter = | oggi ng. Fornatter(
fm="9%asctine)s %I evel nane) - 8s % nessage)s',
dat ef nt =" %v/- %n %d %1 9M US' )

handl er = | oggi ng. Fi | eHandl er (| ogfi |l enane, node='w )
handl er. set Formatter(formatter)
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screen_handl er = | oggi ng. St reanHandl er (st reanrsys. st dout)
screen_handl er. set Formatter(formatter)

| ogger = | oggi ng. get Logger (nane)

| ogger . set Level (1 oggi ng. DEBUG)

| ogger . addHandl er (handl er)

| ogger . addHandl er (screen_handl er)

return | ogger, |ogfilenanme

def shell_cnd(cnd):
| ogger.info("Shell cnd execution >>> '{}"'". format(cnd))
p = subprocess. Popen(
cnd,
shel | =Tr ue,
st dout =subpr ocess. Pl PE,
uni ver sal _new i nes=Tr ue)
out put = p.comuni cate()[0]
p_status = p.wait()
return output.split("\n")

def zipdir(path, ziph):
# ziph is zipfile handle
for root, dirs, files in os.wal k(path):
for filein files:
# print(file)
ziph.wite(os.path.join(root, file))

def create_zip():

st = datetine.datetine.frontinestanp(
tcStartTime).strftinme(" %-%n %d- %+ % %&' )

dirNane = "ccs-10g" + st

zi pFil eName = dirNane + ".zip"

zi pFil ePath = os. pat h. abspat h(os. path.join(os.path.dirname(__file__)))

| ogger . i nfo(
"Cenerating zip file "{}' at '{}'".format(zi pFil eNane, zipFilePath))

zipf = zipfile.Zi pFile(zipFileNane, 'w, zipfile.Zl P_DEFLATED)

zi pdir (di rName, zipf)

zi pf.close()

shutil.rntree(dirNane)

if _name__ =="__min_
fil eBaseName = os. path. basename(__file__).split(".")[0]
tcStartTinme = time.tine()
tineStanp = datetine.datetine.frontinestanp(
tcStartTime).strftime(" %% ve%v/eE )
parser = Argunent Parser ()
par ser. add_ar gunent (
"-n", "--nanespace", dest="namespace",
hel p="Kuber net es Nanespace", required=True)
args = parser.parse_args()
namespace = args. namespace. strip()
| ogger, |ogFileName = setup_custom | ogger (
"C oudcenter K8 Debug", tcStartTinme, fil eBaseNane)
cmd = "kubectl get pod -n " + nanespace + \
"] grep -v NAME | awk '{print $1}'"
pod_name_l i st = shel | _cnd(cnd)
pod_pvc_di ct {}
pod_vol _dict {}

for pod in pod_nane_list:
if pod 1="":
cmd = "kubectl get pod {} -n {} -0 yam > tenp.yam ".fornat(pod, nanespace)
data = shel |l _cnd(cnd)
tenp_file = open("tenmp.yam ", "r")
with open('tenp.yam', 'r') as tenp_file:
try:
file_contents = (yam .l oad(temp_file))
#print("Pod Nane = {}".format (pod.strip()))
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for vol in file_contents['spec']['volunes']:
# pp(vol)
try:
pvc = vol [' persi stent Vol umed ai ni ]
pod_vol _dict[pod.strip()] = vol['nane'].strip()
#print("Vol Name = {}".format(vol['nane']))
except:
pass
except yanl.YAMLError as exc:
logger.error("Error in reading YAML file.")
| ogger . error (exc)
os.renmove(' tenmp.yam ')

# pp(pod_vol _dict)
border _print("+", "Applying POD annotations")
for pod in pod_vol _dict.keys():
if ("elasticsearch-data' in pod) or ('elasticsearch-naster' in pod)

cmd = "kubectl -n {} annotate pod {} backup.vel ero.i o/ backup-vol unes-". f or mat (nanespace, pod)
data = shel | _cnd(cnd)
cmd = "kubectl -n {} annotate --overwite pod {} backup.vel ero.i o/ backup-vol umes-excl udes=

{}".format (nanespace, pod, pod_vol _di ct [ pod])
data = shel | _cnd(cnd)
el se:

cmd = "kubectl -n {} annotate --overwite pod {} backup.vel ero.io/backup-volunes={}".format
(nanespace, pod, pod_vol _di ct [ pod])
data = shel |l _cnd(cnd)

3. From where you have saved the pod_vol_restic_scan.py script, run the following command be sure to run thisscript each time you need a
backup!

#Needs Pyt hon3
python pod_vol _restic_scan.py -n cisco

4. Install Velero Version 1.5.3 refer tohttps://velero.io/docs/v1.5/ for details.

@ This is the version used for the client-side CLI commands. You can download from here -https://github.com/vmware-tanzu/velero
Ireleases/tag/v1.5.3

5. Create a credential file to store your credentials. This example, uses the following URL and credentials this is only an example!

Contents of the credentials-minio file

[defaul t]
aws_access_key_id = <your M nio username>
aws_secret_access_key = <your M ni o password>

6. On the %ccs cluster, you must deploy Velero and configure it with the AWS compatible bucket location, in this example, Minio.

@ Velero and Minio Usage
This process uses Velero to backup the Kubernetes data to a Minio server.
Once you finish this task you can configure the AWS S3 storage provider using the Minio server credentials as specified below. Configu
ring Minio is similar to configuring an AWS S3 environment, the difference is that you must provide the region and endpoint details
when adding the Minio server as AWS S3 storage. You can verify the data from Minio server GUI or command line. The following
steps are an example to verify the data from the Minio command line.

Refer to https://docs.min.io/docs/aws-cli-with-minio.html for additional details.

7. Install Velero manually on the %ccs cluster before taking a backup of the %ccs cluster (assuming kubeclt is using kubeconfig of source/backup
%occs cluster).
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a. Isolated, air gap, environments, that do not have internet accessand back up to a local system: Velero images will be pulled from the
offline repository.

velero install \

--provider aws \

--bucket velero \

--secret-file ./credentials-mnio \

--plugins <offline_repo_url>:8443/vel ero/vel ero-plugin-for-aws:v1.1.0 \

--image <offline_repo_url>:8443/vel ero/velero:vl. 5.3\

--use-vol une- snapshot s=fal se \

- -backup-1ocation-config region=n ni o, s3ForcePathStyl e="true", s3Url =http://<ninio server url>:
9000 \

--use-restic \

--wai t

b. Have internet connectivity and want to back up to a local system: Velero images will be pulled from the online repo.

velero install \

--provider aws \

--bucket velero \

--secret-file ./credentials-mnio \

--plugins vel ero/vel ero-plugin-for-aws:v1.1.0 \

--use-vol ume- snapshot s=f al se \

- - backup-1 ocation-config regi on=m ni o, s3ForcePat hStyl e="true", s3Ur |l =http://<mnio server
url>:9000 \

--use-restic \

--wait

8. Start a backup using the following command.

vel ero backup create <M ni o backup nanme> --incl ude-nanmespaces=ci sco --wait

Take a backup on source CCS cluster:

a. Execute pod_vol_restic_scan.py to annotate all the pods in your cluster be sure to run thisscript each time you need a backup!.
b. Start a backup using the following command:

vel ero backup create <M ni o backup nanme> --incl ude- namespaces=ci sco --wait

9. Wait for the backup to complete and watch the logs. Once the backup is complete, the Minio output should look like the information displayed in
the following screenshot.

A MinlO Browser

velero

10. Run the Restore Procedure to restore the backup to a different cluster or a fresh cluster.
a. Install Velero manually on the %ccs cluster before restoring the backup on the %ccs cluster (assuming kubeclt is using kubeconfig of de
stination/restore %occs cluster).

i. Isolated, air gap, environments, that do not have internet accessand back up to a local system: Velero images will be pulled
from the offline repository.
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velero install \

--provider aws \

--bucket velero \

--secret-file ./credentials-mnio \

--plugins <offline_repo_url>:8443/vel ero/ vel ero-plugin-for-aws:v1.1.0 \

--image <offline_repo_url>:8443/vel ero/velero:v1l.5. 3\

--use-vol une- snapshot s=fal se \

- - backup-1 ocati on-config regi on=ni ni o, s3ForcePat hStyl e="true", s3Url =http://<m ni o server
url>:9000 \

--use-restic \

--wai t

ii. Have internet connectivity and want to restore from the local system: Velero images will be pulled from the online repo.

velero install \

--provider aws \

--bucket velero \

--secret-file ./credentials-mnio \

--plugins vel ero/vel ero-plugin-for-aws:v1.1.0 \

- -use-vol ume- snapshot s=f al se \

- -backup-1ocation-config region=nini o, s3ForcePat hStyl e="true", s3Url =http://<m nio
server url>:9000 \

--use-restic \

--wait

b. Once the Velero pods are up and running, create the configmap described below to configure the restic to use offline repo for fetching
restore-helper image.

## Confi gmap
api Version: vl
ki nd: Confi gVap
net adat a:
name: restic-restore-action-config
namespace: velero
| abel s:
vel ero.i o/ pl ugi n-config:
velero.io/restic: RestoreltemAction
dat a:
image: <offline_repo_url>:8443/vel ero/vel ero-restic-restore-hel per:v1l.5.3

1 This step (kubectl create config map) is not applicable if the %ccs cluster is online.

$ kubect| apply -f /path/to/confignmap -n velero

c. Create a backup of the Kubernetes config maps of the following services by executing the script provided on %ccs cluster where you are
going to perform restore.

® The suite-k8 service
® The suite-prod service
d. Run the command to execute the backup_configmap.sh script

#Execute the script as sudo user

$ sudo /path/to/script/backup_configmap. sh

The backup_configmap.sh script
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backup_configmap.sh

#!/ bi n/ bash

#Scripts to backup ssh keys, proxy settings, k8s and prod-nmgnt configmaps on the target cluster
nkdi r -p $HOVE/ backup/ confi gmap

nkdir -p $HOVE/ backup/ service

nkdir -p $HOVE/ backup/ sshkeys

nkdi r -p $HOVE/ backup/ pr oxy

kubect| get svc -n cisco conmon-franmewor k- ngi nx-ingress-controller -o json > $HOWE backup/ service

/ingress.json

for cmin $(kubectl get configmaps -n cisco -0 custom col ums=: net adat a. nane --no-headers=true |

grep "k8s-nmgn")
do
kubect| get configmap $cm-n cisco -o yaml > $HOWME/ backup/ confi gmap/ $cm
done

for cmin $(kubectl get configmaps -n cisco -0 custom col ums=: net adat a. nane --no- headers=true |

grep "prod-ngnt")
do
kubect| get configmap $cm-n cisco -o yaml > $HOVE/ backup/ confi gmap/ $cm
done

kubect| get configmap suite.key -n cisco -o yam > $HOWE/ backup/ sshkeys/suite. key
kubect| get configmap suite.pub -n cisco -o yam > $HOWE/ backup/ sshkeys/suite. pub

kubect| get configmap proxy.settings -n cisco -o yanl > $HOVE/ backup/ proxy/ proxy. settings

kubect| set env depl oynent/comon-framework-suite-prod-ngnt --list -n cisco | grep "CLOUD TYPE"
$HOVE/ backup/ pr oxy/ proxy_vari abl es

kubect| set env depl oynent/comon-framework-suite-prod-ngnt --list -n cisco | grep "HITP_PROXY"
$HOVE/ backup/ pr oxy/ proxy_vari abl es

kubect| set env depl oynent/common-franewor k- suite-prod-ngnt --list -n cisco | grep "HITPS_PROXY"
>> $HOME/ backup/ proxy/ proxy_vari abl es

kubect| set env depl oynment/conmon-framewor k-suite-prod-ngmt --1ist -n cisco | grep "NO _PROXY" >>

$HOVE/ backup/ pr oxy/ proxy_vari abl es

echo ' Successful !’

e. Start the restore process after ensuring that the cisco namespace does not exist:

kubect!| delete ns cisco
vel ero restore create --frombackup <M ni o backup name>

f. The Minio output should look like the information displayed in the following screenshot you will see an additional restore folder as
displayed in the following screenshot
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ATNARSEET

g. At this stage, you must restore the config maps for the following %sa services:

® The suite-k8 service
® The suite-prod service

#Execute the script as sudo user
$ sudo /path/to/script/post-restore.sh

Without Internet Access - The post-restore.sh script

#!/ bi n/ bash
kubect| delete svc -n cisco comon-framewor k- ngi nx-i ngress-controller
cat $HOWE/ backup/ service/ingress.json | kubectl create -f -

for cmin $(I's $HOVE/ backup/ confi gmap)
do
kubect| delete configmap $cm-n cisco
done

for cmin $(I's $HOVE/ backup/ confi gmap)
do
cat $HOMWE/ backup/ confi gnmap/ $cm | kubect! create -f -
done

kubect| delete confignmap suite.key -n cisco

kubect| del ete configmap suite.pub -n cisco

kubect| del ete configmap proxy.settings -n cisco

cat $HOWE/ backup/ sshkeys/suite. key | kubectl create -f -
cat $HOMVE/ backup/ sshkeys/suite. pub | kubectl create -f -
cat $HOVE/ backup/ proxy/ proxy.settings | kubectl create -f -

while IFS= read -r line; do kubectl set env depl oynent/conmmon-franework-suite-prod-nmgnt $line -n
ci sco; done < $HOVE/ backup/ proxy/ proxy_vari abl es
rm -r $HOVE/ backup/ confi gmap

echo ' Successful !’
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You have now restored the %sa data to the new cluster. You can now follow the post-restore procedure specific to %wm or/and the post-
restore procedure specific to %ao,as provided in the next section.

%ao-Specific Post-Restore Procedure

This section identifies the ArangoDB Backup/Restore Process that is specific to the %ao module. If this section is not relevant to your environment, you
can skip this section.

1. Ensure the client machine has the ArangoDB client installed. Only the client download/install is required. Choose the download appropriate for
your operating system: https://www.arangodb.com/download-major/
2. After installation, ensure that the tools can be executed:

$ arangodunp --version
$ arangorestore --version

3. Obtain the ArangoDBroot password from the secret.

$ kubect| get secrets -n cisco action-orchestrator-pers-arangodb-root-password -o jsonpath={.data.
password} | base64 --decode

#Qut put :

75e39e601ef c0d74d191b53c0ad47bca25640acad861b88f f 6ae940f 172e2c15a

4. In a separate terminal window, start a port-forward process to access the arango service from your client.

$ kubect! port-forward -n cisco svc/action-orchestrator-pers-arangodb 8529
#Qut put :

Forwar di ng from 127.0.0. 1: 8529 -> 8529
Forwarding from[::1]:8529 -> 8529
Handl i ng connection for 8529
5. Setup environment variables for arangodump/arangorestore commands:
export ARANGO _ENDPO NT=htt p+ssl:/ /1 ocal host: 8529

export ARANGO PWD=75e39e601ef c0d74d191b53c0a47bca25640acad861b88f f 6ae940f 172e2c15a

6. Perform the backup:

$ arangodunp --server. endpoi nt =3ARANGO_ENDPO NT - - server. user nane=r oot \
- -server. passwor d=3ARANGO_PWD - - server. aut henti cati on=true \
--all-databases true --threads 8 \

--output-directory $(date "+%- %m Ya_%ANWE")

7. Perform the restore.

@ If the restore is being performed on a separateenvironment from the backup, ensure that Step 4 has been done in the new clientsession
, and that the variables are appropriate for the new cluster.

8. Ensure the DUMP_FOLDER is replaced with the actual path of the dump.

$ arangorestore --server. endpoi nt =$ARANGO_ENDPO NT - - server. username root \
--server. passwor d=$ARANGO_PWD - - al | - dat abases true --create-database true \
--replication-factor 3 --threads 4 --overwite true \

--input-directory {DUMP_FOLDER}

7. Log in to arangodb console to verify the cluster is working properly.
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%wm-Specific Post-Restore Procedure

This migration procedure only applies to Running deployments.

Be sure to verify that you are only migrating deployment in theRunning state.

@ The first few steps differ based on your use of private clouds or public clouds. Be sure to use the procedure applicable to your cloud

environment.

Cloud Remote Considerations

Scenario Cloud Settings
Remote
Configured
1 No No additional settings
2 Yes

1. Cloud endpoint accessible
from CloudCenter Suite = No

2. CloudCenter Suite AMQP
reachable from worker VMs
=No

3. CloudCenter Suite AMQP
accessible from cloud = No

1. Cloud endpoint accessible
from CloudCenter Suite = No

2. CloudCenter Suite AMQP
reachable from worker VMs
=No

3. CloudCenter Suite AMQP
accessible from cloud = Yes

1. Cloud endpoint accessible
from CloudCenter Suite = Yes

2. CloudCenter Suite AMQP
reachable from worker VMs
=No

3. CloudCenter Suite AMQP
accessible from cloud = No

1. Cloud endpoint accessible
from CloudCenter Suite = Yes

2. CloudCenter Suite AMQP
reachable from worker VMs
=No

3. CloudCenter Suite AMQP
accessible from cloud = Yes

a. Understand the %wm Restore Context

Notes

Proceed with the steps provided below, other than the note that only applies to Scenario 3.
You must repeat this procedure for each region.
You do not need to perform any additional configurations and can skip this section.

To ensure that the source (old) cluster does not connect to Cloud Remote, click Edit
Connectivity in the Regions page and change the settings to Yes for all three settings.

Proceed with the steps provided below, INCLUDING the note that is specific to this scenario.
@ If you have multiple deployments that use both Scenario 1 and 3, you must perform
these additional steps for deployments that use both Scenarios 1 and 3.

You must repeat this procedure for each region.

You must repeat this procedure for each region.
You do not need to perform any additional configurations and can skip this section (similar to
Scenario 2 above).

To ensure that the source (old) cluster does not connect to Cloud Remote, click Edit
Connectivity in the Regions page and change the settings to Yes for all three settings.

Proceed with the steps provided below, INCLUDING the note that is specific to this scenario
(similar to Scenario 3 above).

@ If you have multiple deployments that use both Scenario 1 and 3, you must perform
these additional steps for deployments that use both Scenarios 1 and 3.

You must repeat this procedure for each region.

You must repeat this procedure for each region.

If you have installed the %wm module, you must perform this procedure to update the DNS/IP address for the private cloud resources listed below and

displayed in the following image:

® The Worker AMQP IP
® The Guacamole Public IP and Port
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® The Guacamole IP Address and Port for Application VMs

Cloud endpoint accessible from CloudCenter Suite Yes

CloudCenter Suite AMQP reachable from worker WVM's Yes

CloudCenter Suite AMQP accessible from cloud Yes

Remote AMQP IP

‘Worker AMQP IP 10.8.1.140:26642

Guacamole Public IP and Port 10.8.1.140:708

Guacamole IP Address and Port for Application VMs 10.8.1.140:32941

Blade Name cloudcenter-blade-vmware-1-2033

1 As public clouds use load balancers and static IP ports, these resource details may differ accordingly. Be sure to use the resources
applicable to your cloud environment.

b. Retrieve the Port Numbers from the NEW Restored Cluster

The Kubernetes cluster contains the information that is required to update the %wm Ul. This section provides the commands required to retrieve this
information.

1 As public clouds use load balancers and static IP ports, these resource details may differ accordingly. Be sure to use the resources applicable
to your cloud environment.

To retrieve the port numbers from the new cluster for private clouds, follow this procedure.
1. The port numbers for each component will differ.

a. Run the following command on the new cluster (login to the KubeConfig of the new cluster) to locate the new port numbers for the Worke
r AMQP IP.

kubect| get service -n cisco | grep rabbitng-ext | awk '{print $5}'
# In the resulting response, |ocate the port corresponding to Port 443 and use that port nunber!

443: 26642/ TCP, 15672: 8902/ TCP

b. Run the following command on the new cluster to retrieve the port number for the Guacamole Public IP and Port.

kubect| get service -n cisco | grep cloudcenter-guacanole | awk '{print $5}'

# In the resulting response, |locate the port corresponding to Port 443 and use that port nunber
for the Guacanol e port!

8080: 2376/ TCP, 7788: 25226/ TCP, 7789: 32941/ TCP, 443: 708/ TCP

¢. Run the following command on the new cluster to retrieve the port number for the Guacamole IP Address and Port for Application
VMs.

kubect| get service -n cisco | grep cloudcenter-guacanole | awk '{print $5}'

# In the resulting response, locate the port corresponding to Port 7789 and use that port nunber
for the Guacanol e port!

8080: 2376/ TCP, 7788: 25226/ TCP, 7789: 32941/ TCP, 443: 708/ TCP

c. Retrieve the IP Address of the NEW Restored Cluster

Use the IP address of one of the primary servers of the NEW restored Kubernetes cluster for all the resources where the IP address needs to be replaced.

1 As public clouds use load balancers and static IP ports, these resource details may differ accordingly. Be sure to use the resources applicable
to your cloud environment.

d. Change the IP Address and Port Numbers for the NEW Restored Cluster
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The IP addresses and port numbers are not updated automatically in the %wm Ul and you must explicitly update them using this procedure.

1 As public clouds use load balancers and static IP ports, these resource details may differ accordingly. Be sure to use the resources applicable
to your cloud environment.

To configure the IP address and port number in the new cluster, follow this procedure.

1. Access the %wm module.
2. Navigate to Clouds > Configure Cloud > Region Connectivity.

il <
cisco  WORKLOAD MANAGER

Region Connectivity Ru

Cloud endpoint accessible from CloudCenter

Suite Yes

CloudCenter Suite AMQP reachable from

worker VM's Yes

CloudCenter Suite AMQP accessible from

cloud Yes

Remote AMQP IP

Worker AMQP IP 10.8.1.140:26642

Guacamole Public IP and Port 10.8.1.140:708

Guacamole IP Address and Port for

Application VMs 10.8.1.140:32941

Blade Name cloudcenter-blade-vmware-1-2033
Strategy Edit Strategy

Strategy Bundle
3. Click Edit Connectivity in the Region Connectivity settings.
4. In the Configure Region popup, change the 3 fields mentioned above to ensure that the IP and port details are updated to the NEW restored VM.

Configure Region

1 DO NOT MAKE ANY OTHER CONFIGURATION CHANGES!

5. Click OK to save your changes.

@ Saving your changes may not automatically update the information in the Region Connectivity settings. Be sure to refresh the page to
see the saved information.
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6. You have now updated the DNS/IP/Port for the restored WM for this particular cloud. If you have configured other clouds in this environment, be
sure to repeat this procedure for each cloud. Once you complete this procedure for all configured clouds, you can resume new deployment
activities using the %wm.

Only for Scenario 3

@ Only required for Scenario 3 in the Workload Manager table above

With Cloud Remoteconfigured in your old cluster, you must also reconfigure Cloud Remote to communicate with the new cluster by following
this procedure.

1. Click Download Configuration in the Region Connectivity section as displayed in the following screen shot.

Copy EncryptionKey  Edit Co

Region Connectivity Down

Cloud endpoint accessible from CloudCenter Suite No

CloudCenter Suite AMQP reachable from worker VM's Yes

CloudCenter Suite AMQP accessible from cloud Yes

Local AMQP IP 192.168.113.240:31364

Worker AMQP IP and Port 192.168.113.240:31364
Guacammole Public IP and Port 192.168.113.240:31740
Guacamole IP Address and Port for Application VMs 192.168.113.240:32065

Blade Name cloudcenter-blade-vmware-8-23a5

. Click Copy Encryption Key.
. Access the Cloud Remote Ul.
. Apply the downloaded configuration on the Cloud Remote.

A WN

e. Perform the Pre-Migrate Activities
Before you migrate the deployment details you need to ensure that you can connect to both clusters and have the required files to perform the migration.
To perform the pre-migrate activities, follow this procedure.

1. Verify that the OLD cluster VMs can reach the NEW cluster. The remaining steps in this procedure are dependent on this connectivity in your
environment.
2. Save the contents of the following actions.json file using the same name and file extension to your local directory with a file type JSON format.

The actions.json file

{"repositories":[],"actions":{"resource": null,"size":2,"pageNunber": 0, "total El ements": 2, "total Pages":1,"
actionJaxbs":[{"id":"57","resource": null,"nane": " Agent ReConfi g_Li nux", "description":"","actionType":"
EXECUTE_COWVAND', "cat egory": " ON_DEMAND", "| ast Updat edTi ne": "2019- 09- 19 22: 14: 54. 245", "ti neCQut ": 1200, "
enabl ed":true, "encrypted": fal se, "explicitShare":fal se, "showExplicitShareFeature":fal se, "del eted":fal se,"
systenDefi ned": fal se, "bul kOperati onSupported":true, "i sAvail abl eToUser":true, "currentl yExecuting":false,"
owner":1,"actionParaneters": [{"paranmNanme": "downl oadFronBundl e", " par anval ue": "true", "cust onPar ant': f al se, "
required":true, "useDefaul t": fal se, "preference":"VISI BLE_UNLOCKED'}, {" par anNane": "bundl ePat h", "

paranval ue":"http://10.0.0.3/5. 1-rel ease/ ccs-bundl e-artifacts-5.1. 0-20190819/ agent . zi p", " cust onPar an':
fal se,"required":true, "useDefault":fal se,"preference": "Vl SI BLE_UNLOCKED'}, {" par anNane": "script","
paranVal ue": "agent/ agent Reconfi g. sh", "cust onParani: fal se, "requi red": true, "useDefault": fal se,"
preference": " VI SI BLE_UNLOCKED'}, {" par anmNane" : " execut eOnCont ai ner", " par anvVal ue": "fal se", "cust onPar ani':
false,"required":true, "useDefaul t": fal se,"preference":"VI SI BLE_UNLOCKED"}, {" par anNane": "r eboot | nst ance", "
paranVal ue": "fal se", "custonParani': fal se, "required": true, "useDefaul t": fal se, "preference":"

VI SI BLE_UNLOCKED"}, {" paramNane": "refreshl nst ancel nf 0", " paranval ue": "f al se", "cust onPar ant': f al se, "
required":true, "useDefault": fal se, "preference":"VI SI BLE_UNLOCKED'}], "acti onResour ceMappi ngs": [{"type":"
VI RTUAL_MACHI NE", "acti onResourceFil ters": [{"cl oudRegi onResource": nul |, "servi ceResource": null,"
applicationProfileResource": null,"depl oynment Resource": nul |, "vnResource": {"type": " DEPLOYMENT_VM', "
appProfiles":["all"],"cl oudRegions":["all"],"cl oudAccounts":["all"],"services":["all"],"osTypes":[],"

cl oudFami | yNames":[], "nodeStates":[], "cl oudResour ceMappi ngs":[]},"i sEdi tabl e":true},

{"cl oudRegi onResource": nul |, "servi ceResource": nul |, "applicati onProfil eResource":null, k"

depl oynent Resource": nul |, "vnResource": {"type":"| MPORTED_VM', "appProfiles":[], "cl oudRegi ons":["all"],"

cl oudAccounts":["all"],"services":[],"osTypes":["all"], "cl oudFani | yNanes":[], "nodeStates":[],"

cl oudResour ceMappings":[]},"isEditable":true}]}], "acti onResour ceMappi ngAncillaries":[],"

acti onCust onPar anSpecs”: [ {" par anNanme": " br oker Host ", " di spl ayNane": " Br oker Host ", "hel pText": "1 p Address or

Host name of Rabbit MQ cluster”,"type":"string", "valueList":null,"defaul tValue":"","confirnvalue":"","
pat hSuf fi xVal ue":"", "user Vi si bl e":true, "userEditabl e":true, "systenParani: f al se, "exanpl eVal ue": nul I ,"
dataUnit":null,"optional ":fal se, "depl oyment Parani': f al se, "nul ti sel ect Supported": fal se, "useDefault":true,"
val ueConstraint": {"m nVal ue": 0, "nmaxVal ue": 255, "maxLengt h": 255, "regex": nul |, "al | owSpaces":true,"

si zeValue": 0, "step": 0, "cal | out Wr kfl owNane": nul |}, "scope": nul |, "webservi ceLi st Paranms": {"url":"" "
protocol ":"","username":"", "password":"", "request Type": nul |, "content Type": nul |, "commandParans": nul | ,"
request Body":null,"resultString":null},"secret":null,"tabul ar TypeData":null,"collectionList":[],"

preference": " VI SI BLE_UNLOCKED"}, {" par anNane": " br oker Port", "di spl ayName": " Broker Port", "hel pText":"
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Rabbi t MQ Port nunber”, "type":"string","val ueList":null,"defaul tValue":"","confirnvalue":"",

pat hSuf fi xVal ue":"", "user Vi si bl e":true, "userEditabl e":true, "systenParant: f al se, "exanpl eVal ue": nul I ,"
dataUnit":null,"optional ":fal se, "depl oynment Parani': f al se, "nul ti sel ect Supported": fal se, "useDefault":true,"
val ueConstraint": {"m nVal ue": 0, "nmaxVal ue": 255, "maxLengt h": 255, "regex": nul |, "al | owSpaces":true,"

si zeValue": 0, "step": 0, "cal | out Wor kfl owNane": nul |}, "scope": null, "webservi ceLi st Paranms": {"url":"" "
protocol ":"","username":"", "password":"", "request Type": null,"content Type": nul |, "commandParans": nul |, "
request Body":null,"resultString":null},"secret":null,"tabul ar TypeData":null,"collectionList":[],"
preference":"VI SIBLE_UNLOCKED"}]}, {"id":"58", "resource": null,"nane": " Agent ReConfig_Wn","
description":"","actionType": " EXECUTE_COWAND", "cat egory": " ON_DEMAND', "| ast Updat edTi ne": "2019- 09- 19 22:

15: 02. 311", "ti meQut": 1200, "enabl ed": true, "encrypted": fal se, "explicitShare":fal se,"

showExpl i ci t ShareFeature": fal se, "del eted": fal se, "systenDefi ned": fal se, "bul kOperati onSupported":true,"

i sAvai | abl eToUser": true, "currentlyExecuting":fal se, "owner": 1, "acti onParaneters":[{"paranNanme":"

downl oadFr onBundl e", "paranVal ue": "true", "cust onParant': f al se, "required":true, "useDefaul t": fal se,"
preference":"VI S| BLE_UNLOCKED'}, {" par amName" : " bundl ePat h", " par anVal ue": "http://10.0.0.3/5. 1-rel ease/ ccs-
bundl e-artifacts-5.1.0-20190819/ agent . zi p", "cust onParant': f al se, "required":true, "useDefaul t": fal se,"
preference": " VI SIBLE_UNLOCKED'}, {" paranmNane": "scri pt", "paranVal ue": "agent\\ agent Reconfi g. ps1","
custonParant: fal se,"required":true, "useDefaul t": fal se, "preference":"VI SI BLE_UNLOCKED"}, {" par anNane": "
execut eOnCont ai ner ", "paranVal ue": "fal se", "custonParant': fal se, "required": true, "useDefaul t": fal se,"
preference":"VI SI BLE_UNLOCKED"}, {" par anmNane": "r eboot | nst ance", "par anval ue": "f al se", "cust onPar ant': f al se, "
required":true, "useDefault": fal se, "preference":"VI SI BLE_UNLOCKED'}, {" par anNane": "refreshl nst ancel nfo", "
paranVal ue": "fal se", "custonParani: fal se, "required": true, "useDefaul t": fal se, "preference":"

VI SI BLE_UNLOCKED"}], "act i onResour ceMappi ngs": [{"type":" VI RTUAL_MACHI NE", "act i onResour ceFilters":

[{"cl oudRegi onResource": nul |, "servi ceResource": null,"applicationProfil eResource":null,"

depl oynent Resource": nul |, "vnResource": {"type": " DEPLOYMENT_VM', "appProfiles":["all"],"cl oudRegi ons":
[*all"],"cl oudAccounts":["all"],"services":["all"],"osTypes":[],"cl oudFam | yNanes":[], "nodeStates":[],"
cl oudResour ceMappi ngs":[]}, "i sEditabl e":true}, {"cl oudRegi onResource": nul |, "servi ceResource": null,"

appl i cationProfil eResource": null,"depl oynent Resource": nul |, "vnmResource": {"type":"| MPORTED_VM', "
appProfiles":[],"cloudRegions":["all"],"cloudAccounts":["all"],"services":[],"osTypes":["all"],
cl oudFami | yNames":[], "nodeStates":[], "cl oudResour ceMappi ngs":[]},"isEditable":true}]}],"

acti onResour ceMappi ngAnci | | aries":[], "actionCust onPar anSpecs": [ {" paranNane": " br oker Host ", " di spl ayNane": "

Broker Host ", "hel pText": "1 p Address or Hostnane of Rabbit MQ cluster","type":"string","valueList":null,"
defaul tVal ue":"","confirnval ue":"", "pathSuf fixVal ue":"","userVisible":true, "userEditable":true,"
systenParant': f al se, "exanpl eVal ue": nul |, "dataUnit": null, "optional ":fal se, "depl oynent Parani': f al se, "

mul ti sel ect Supported": fal se, "useDefaul t":true, "val ueConstraint": {"m nVval ue": 0, "maxVal ue": 255, "maxLengt h":
255, "regex": null,"al | owSpaces":true, "si zeValue": 0, "step":0, "cal | out Wr kfl owNane": null}, "scope":null,k"
webservi celLi st Paranms": {"url":"","protocol ":"", "username":"", "password":"", "request Type": null,"

content Type": nul |, "commandPar ans": nul |, "request Body": null,"resultString":null}, "secret":null,k"

tabul ar TypeData": null,"col l ectionList":[],"preference":"VI SI BLE_UNLOCKED"}, {" par amNane": " br oker Port", "
di spl ayName": " Broker Port", "hel pText": " Rabbi t MQ Port nunber","type":"string","valuelList":null,"

defaul tVal ue":"","confirnval ue":"", "pathSuffixVal ue":"","userVisible":true, "userEditable":true,"
systenParant': fal se, "exanpl eVal ue": nul |, "dataUnit": null,"optional ":fal se, "depl oynent Parani': f al se, "

mul ti sel ect Supported": fal se, "useDefaul t":true, "val ueConstraint": {"m nVal ue": 0, "maxVal ue": 255, "maxLengt h":
255, "regex": null,"al | owSpaces":true, "si zeVal ue": 0, "step": 0, "cal | out Wr kfl owNane": null}, "scope":null,k"
webservi ceLi st Paranms": {"url":"","protocol ":"", "username":"", "password":"", "request Type": null,"

content Type": nul |, "commandPar ans": nul |, "request Body": null,"resultString":null}, "secret":null,k"

tabul ar TypeData": nul |, "col | ectionList":[],"preference":"VISIBLE_ UNLOCKED"}]1}]1},"
reposi tori esMappi ngRequi red": fal se, "acti onTypesCounts": [{"key": " EXECUTE_COWAND", "val ue":"2"}]}

. Access %wm in your OLD cluster and navigate to the Actions Library page.
. Import the actions.json file that you saved in Step 2 above. You should see two files (AgentReconfig_Linux and AgentReconfig_Win) as
displayed in the following screenshot.

nfig_Linux September 19,2019

4:48PM Virtual Machines [ o ] =

Command or Script i?:fi’:{:’e' Bl Virtual Machines m

Command or Script.

. The files are disabled by default (OFF) enable both files by toggling each switch to ON.
. Save the following script to a file in your local directory and name it agentReconfig.sh. This is the file to use for Linux environments.

The agentReconfig.sh file

#!1/ bi n/ bash

#Wite to systemlog as well as to terminal
logWite()
{

nsg=%$1

echo "$(date) ${nsg}"

| ogger -t "OsSMOSI X' "${nsg}"

return O
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logWite "Starting agent migrate..."

env_file="/usr/local/osnosix/etc/userenv"
if [ -f $env_file ];
t hen
logWite "Source the userenv file..."
$env_file

if [ -z $brokerHost ];

t hen
logWite "Broker Host / Rabbit Server |p not passed as action paraneter"
exit 3;

fi

if [ -z $brokerPort ];

t hen
logWite "Broker Port / Rabbit Server Port not passed as action paraneter"
exit 4

fi

repl aceUser dat aVal ue() {
key=$1
val ue=%$2

if [ -z $key ] || [ -z $value ];

t hen
logWite "Conmand |ine argunents missing to update user-data file, key: $key, val ue: $val ue"
return

fi

user_data_file="/usr/local/agentlitel/etc/user-data"

if [ -f Suser_data_file ];

t hen
json_content="cat $user_data_file’
ol d_val ue="echo $json_content | awk -F $key '{print $2}' | awk -F \" "{print $3}'"
sed -i 's@"%old_value"' @"$value"' @' $user_data file

fi

}
export AGENT_HOME="/usr/| ocal /agentlite"

logWite "Updating the user data file"
repl aceUser dat aval ue "broker d ust er Addr esses" " $br oker Host : $br oker Port "

logWite "Updating config.json file"
sed -i '/AngpAddress/c\ " AngpAddress”: "' "${brokerHost}: ${brokerPort}""'"," "$AGENT_HOVE/ confi g/ config.
json"

cd $AGENT_HOVE

echo "sleep 10" > execute.sh

echo "/usr/local/agentlite/bin/agent-stop.sh" >> execute. sh
echo "/usr/local/agentlite/bin/agent-start.sh" >> execute.sh
chnmod a+x execute. sh

nohup bash execute.sh > /dev/null 2>&1 &

exit O

7. Save the following script to a file in your local directory and name it agentReconfig.ps1. This is the file to use for Windows environments.
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The agentReconfig.ps1 file

param (
[ string] $broker Host = "$env: br oker Host ",
[string] $brokerPort = "$env: brokerPort"

$SERVI CE_NAME = " Agent Ser vi ce"
$SYSTEM DRI VE = (Get - Wi Obj ect W n32_OperatingSystem). SystenDrive
"$SYSTEM DRI VE\ t enp\ user env. ps1”

if ($brokerHost -eq O -or $brokerHost -eq $null -or $brokerHost -eq "") {
echo "Variabl e brokerHost not available in the env file"
exit 1

}

if ($brokerPort -eq O -or $brokerPort -eq $null -or $brokerPort -eq "") {
echo "Variabl e brokerPort not available in the env file"
exit 2

}
$AGENTGO_PARENT DI R = "$SYSTEM DRI VE\ opt "

echo "Check if AgentGo Parent directory exists. If not create it: '$AGENTGO PARENT_DI R "
if (-not (Test-Path $AGENTGO PARENT_DIR)) {

echo "Create $AGENTGO PARENT_DIR .."

nkdi r $AGENTGO_PARENT_DI R

}
el se {

echo "$AGENTGO PARENT_DI R al ready exists."
}

$AGENT_CONFI G="{0}\agentlite\config\config.json" -f $AGENTGO PARENT_DI R
if (Test-Path $AGENT_CONFI G {
echo "Changing the config.json file with the new broker host $env:brokerHost and port $env:
br oker Port"
$confJson = get-content $ACENT_CONFIG | out-string | convertfromjson
$conf Json. AngpAddr ess = " $( $env: br oker Host ) : $( $env: br oker Port)"
$confJson | ConvertTo-Json | set-content $AGENT_CONFI G
}

$USER DATA FILE = "{0}\agentlite\etc\user-data" -f $AGENTGO PARENT_DI R
if (Test-Path $USER DATA FILE) {
echo "Changing user-data file with new broker host $env:brokerHost and port $env: brokerPort"
$user Dat aJson = get-content $USER DATA FILE | out-string | convertfromjson
$user Dat aJson. br oker Cl ust er Addr esses = "$($env: br oker Host ) : $( $env: br oker Port) "
$user Dat aJson | ConvertTo-Json | set-content $USER DATA FI LE
}

$ACGENT_SERVI CE_NAME = "Agent Servi ce"

echo "Stop-Service $ACENT_SERVI CE_NAME" > $AGENTGO_PARENT_DI R\ exec. psl
echo "sleep 10" >> $ACGENTGO _PARENT_DI R\ exec. psl

echo "Start-Service $AGENT_SERVI CE_NAME" >> $AGENTGO PARENT_DI R\ exec. psl

echo "Restarting agent”
Start-Process -filepath "powershell" -argunentlist "-executionpolicy bypass -noninteractive -file

" "$AGENTGO PARENT_DI R\ exec. psl™""

echo "Agent set to restart after config changes”

8. Add these two files to a folder called agent (just an exanple) and conpress the folder to create agent.

with the sane structure displayed here.
agent
agentReconfig.psl
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agentReconfig.sh

9. Move the agent.zip folder to an HTTP repository in your local environment that is accessible from the OLD and NEW clusters.

@ This procedure uses the following URL as an example:

http://10.0.0.3/repo/agent.zip

You have now ensured cluster connectivity and saved the required files for the migration procedure.

f. Migrate Deployments from the OLD Cluster to the NEW Cluster

To migrate the deployment details from the old cluster to the new cluster, follow this procedure.

1. Navigate to the %wm Actions Libray page and edit the AgentReconfig_Linux action.This procedure continues to use the Linux file going foward

2. Scroll to the Actions Definition section and update the URL as displayed in the following screenshot.
Action Definition

* EXECUTE FROM BUNDLE

* LOCATION * URL

URL http://10.0.0.3/repo/agent.zip

* SCRIPT FROM BUNDLE

agent/agentReconfiz.sh

0)

The URL and Script from Bundle fields in the above screenshot are in accordance with the steps above.

3. Scroll to the Custom Fields section and change the default value of the Broker Host to use the NEW cluster IP.
Custom Fields

If desired add custom fields to the action. They can be made to be user entered or defined here by yvou, locked
and hidden

m a BrokerHost 1]

ErokerHost
broker Hiost
p Address or Hos!

tname of Habbit MO cluster

String
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4. Scroll down to the Broker Port and change the default to use the NEW Worker AMQP IP port (for example, 26642 in Step 8 above).

m a BrokerPort i}

BrokerPort

brokerPort

RabbithQ Port number

String W 255

. Click Done to save your default configuration changes in the OLD cluster.
. Navigate to the Virual Machines page and locate the VM to migrate to the new cluster.

~No o

in the following screenshot.

MANAGED

Virtual Machines ~

= 1rom Ppe— WNED Y ME
z. Internal Writers Space > Restore with Proxy > 04_54_57jpg

&

Stop

c VM Information
ult acc
1CPU, 1024 MB 3 1P Addresses

e CloudCenter Agent

entReConfig Win

8. Click one of the actions and verify that the configured defaults are displayed in the Broker host and Broker port fields as indicated earlier.
9. Click Submit to migrate this VM to the new cluser.
10. Verify that the migration is complete by going to the Deployment page in your NEW cluster and the VM is listed as RUNNING (green line).
11. Repeat Steps 6 through 10 for each VM that needs to be migrated to the NEW cluster.
You have now migrated the deployment details from the old cluster to the new cluster

You have now backed up and restored the %ccs to an isolated environment using the Minio server.
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Troubleshooting

Troubleshooting
® Overview
® Finding Kubernetes Resources
® Error during the Suite Installation Process
® The Kubernetes Cluster is installed successfully, but the progress bar for Suite Administration is stuck at Waiting for product to be ready
® After using Suite Adminfor a while, users cannot login to Suite Adminif any of the cluster nodes are in a Not Ready state
® Download Logs
® Velero Issues
L]

vSphere Environments
® A Pod has unbound PersistentVolumeClaims
® The Progress bar for a Kubernetes Cluster is stuck atLaunching cluster nodes on the cloud orConfiguring the primary server cluster
® |Installation Failed: Failed to copy <script-name.sh> to remote host or any error related to SSH connection failure
® When one of the workers is down a worker node scale up operation is stuck

Overview

If you encounter issues during the installation process, be sure to review the tips provided in this page before calling the support team.

Finding Kubernetes Resources

For private clouds, the download link for theKubeconfig fileis available on the last page of the installer Ul as displayed in the following screenshot.

vl CloudCenter Suite Installer

CloudCenter Suite installation successful!

TAKE ME TO SUITE ADMIN [ 1]

You can also install or upgrade another cluster or download Kubeconfig file

Q

Create your admin user and tenant then install products of your choice
are your important next steps.

While you may see this file for successful installations in the above screen, you will not be able to access this file if your installation was not successful.
This file is required to issue any command listed in thehttps://kubernetes.io/docs/reference/kubectl/cheatsheet/section of the Kubernetes documentation.

By default, the kubectl command looks for theKubeconfigfile in the $SHOME/.kubefolder.

® Successful installation:Copy the downloadedKubeconfigfileto your SHOME/.kube folder and then issue any of the kubectl commands listed in
the Kubernetescheatsheet link above.
® Stalled Installation:

® Private clouds and most public clouds: SSH into one of the primary server nodes andcopy the Kubeconfig filefrom /etc/kubernetes/admin.
conf to the/root/.kubefolder.

® GCP: Login to GCP, access the Kubernetes Engine, locate your cluster, click Connect toConnect to the cluster, and click the copy icon
as displayed in the following screenshot. You should have already installed gcloud in order to view this icon.
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Connect to the cluster

You can connect to your cluster via command-line or using a dashboard

Command-line access

Configure kubectl command line access by running the following command

5 gcloud container clusters get-credentials pujanrc221-7220e62e-ca6f-4f@88-963c-9e49b --zone us-eastl-b --projec!rD

Run in Cloud Shell

Cloud Console dashboard

You can view the workloads running in your cluster in the Cloud Console Workloads dashboard.

Open Workloads dashboard

0K

Error during the Suite Installation Process

At any time, if you your installation stalls due to a lack of resources, perform this procedure to analyze the error logs.
To fetch the logs for this pod run :

1. Locate the actual name of the container by running the following command:

kubect| get pods -all-nanespaces | grep comon-franmework-suite- prod- ngnt - XXXX

2. Click theDownload LogsDownloadlink to download the installation logs for the failed service incase of aninstallationfailure.
3. View theLogs for the container: common-framework-suite-prod-mgmt ...
4. Run the following command to view the error:

kubect!| logs -f comon-framework-suite-prod-ngnt-Xxxxx -n cisco

The Kubernetes Cluster is installed successfully, but the progress bar for Suite Administration is
stuck at Waiting for product to be ready

This issue indicates that the CloudCenter Suite installation has some issue. SSH into one of the primary server nodes using the private key. To check the
status of the pods, run kubectl get pods --all-namespacesfor each pod. If the status does not display Running, run the following commands to debug
further:

kubect| describe pod <pod-nane> -n cisco

or

kubect!| 1ogs -f <pod-name> -n cisco

To SSH into each cluster node, SSH into the node using the private key and check if the system clock is synchronized on all nodes. Even if the NTP
servers were initially synchronized verify if they are still active by using the following command.

nt pdate <ntp_server>

or

You may have provided the wrong proxy details at installation time test if the proxy is working on the installer VM and ensure that the repository is
accessible.
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or
Verify the offline CloudCenter Suite cluster to ensure that the installer is able to pull the image from the offline repository. Alternately, manually pull the

images from the offline repo and verify if it works

After using Suite Adminfor a while, users cannot login to Suite Adminif any of the cluster nodes
are in a Not Ready state

This issue may be the result of any of the following situations:

® Are all the cluster nodes up and running with a valid IP address?
® |f the nodes are running, then SSH into one of the primary server nodes using the private key.
® Run the following command on the primary server to verify if all the nodes are in the Ready state.

kubect| get nodes

Download Logs

Click the Download Logs Download link to download the installation logs for the failed service incase of aninstallationfailure. SeeMonitor Modules > Down
load Logs for additional information.

Velero Issues

Refer to https://heptio.github.io/velero/v0.11.0/ for Velero troubleshooting information.

vSphere Environments

The following issues are specific to vSphere environments.

A Pod has unbound PersistentVolumeClaims

The problem displayed in the following screenshot is usually caused when the cloud user does not have permissions to the configured storage. For
example, a vSphere user may not have permissions to the selected datastore.

il CloudCenter Suite Installer

1 2 @ Installing Cisco CloudCenter Suite. This will take a few minutes. ..

KUBERNETES CLUSTER

Kubernetes cluster was successfully created !

SUITE ADMINISTRATION - INSTALLATION FAILED

.Message: common-framework-grafana-6b4f9ff7f4-bevsl, FailedScheduling, pod has unbound PersistentVolumeClaims (repeated 3 times)

START OVER DOWNLOAD LOGS

Install and Connect

vsphere

Creating cluster and installing
CloudCenter Suite admin
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The Progress bar for a Kubernetes Cluster is stuck atLaunching cluster nodes on the cloud orConfigur
ing the primary server cluster

The issue displayed in the following screenshot could be an issue with the cloud environment. Refer to your cloud documentation for possible issues.

el CloudCenter Suite Installer

Installing Cisco CloudCenter Suite. This will take a few minutes. ..

KUBERNETES CLUSTER - INSTALLATION FAILED

[
Launching cluster on the cloud

SUITE ADMINISTRATION

START OVER DOWNLOAD LOGS

Install and Connect

Q

Amazon EKS

Creating cluster and installing
CloudCenter Suite admin

Other examples:
® If the target cloud is vSphere, check if the cloud account being used has permissions to launch a VM and if the VM is configured with a valid IPv4

address.
® |f the cluster nodes are configured to use static IP, verify if the IP pool used is valid and if all the launched nodes have a unique IP from the pool.

Installation Failed: Failed to copy <script-name.sh> to remote host or any error related to SSH
connection failure

If any of the nodes are Not Ready state, then run the following command on the node:

kubect| descri be node <node- name>

This issue can occur when the installer node cannot SSH/SCP into launched cluster nodes. Verify if all the launched nodes have a valid IPv4 address and
if the installer network can communicate with the Kubernetes cluster network (if they are on different networks).Also verify that the cluster nodes are able
to connect to vSphere.

If none of the above methods work, retry the installation or contact your CloudCenter Suite admin.

When one of the workers is down a worker node scale up operation is stuck

When one of the workers is down, and you try to scale up the worker node, the node does not scaled up. The scale up operation remains stuck in scaling
state.

Restart the operator POD of your environment by using the following command. The following example displays vSphere, and the corresponding operator
will be the vSphere operator. Similarly, if you are working in an OpenStack environment, use the OpenStack operator as applicable.
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kubect| del ete pod kaas-ccp-vsphere-operator-<dynan c al phanuneric characters> -n ccp
#or

kubect| del ete pod kaas-ccp-openst ack-operator-<dynam c al phanuneric characters> -n ccp

By restarting this service on any worker node, you will start the shutdown VM and scale up the new node which was stuck during the scale operation.
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Suite Admin Workflow

%saWorkflow

The following table identifies the tasks to be performed on the %sa once you install the %ccs.

#

10

11

Required?

Yes

No

Yes

Yes

Yes

Optional

Yes

Yes

Yes
Optional
Optional

Yes

Optional

Optional

Optional

Optional

Goal

Onboarding

Language selection

Module installation

User management

Group Management

Admin Management

Product Registration

Cluster Management

Troubleshooting

Tenant/Sub-tenant
Management

Admin Management

Task

Create the suite administrator and root tenant.

Navigate to the %sa Dashboard.

Select your language choices to view the CloudCenter Suite Ul.

Install module(s) of choice based on the list available in the Dashboard.

This is optional, however, you cannot configure resources other than users/tenants/groups/roles

/admin menu settings if you don't install modules!

Create users

Assign users to default groups.

When thesuiteadministratorinstalls any module, additional, default out-of-box groups become

available. These groups vary based on the module.

Create a custom group
If the out-of-box groups don't meet your requirements, you can create custom groups.
Assign roles to a group

For each custom group, you must assign at least one role.

Set up the base URL

Set up email communication
Configure a dedicated alias hostname and use an external IdP to authenticate its users.

Set up the proxy server

Configure a license

Modify the size of the cluster

® View log archives

* Download logs for troubleshooting purposes

Manage your own tenant or create additional sub-tenants

Add users as additional tenant administrators to a group

Backup %ccs

Restore %ccs

Setup Isolated (Air Gap) environment
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Description

See Initial
Administrator Setup

See Suite Admin
Dashboard

See Ul Language
Availability

See Install Module

See Create and
Manage Users

See Create and
Assign Groups

See Custom
Groups by Admin

See Understand
Roles

See Base URL
Configuration

See Email Settings
See SSO Setup
See Proxy Settings

See Configure
Smart Licenses

See Manage
Clusters

® See lLog
Archive

® See Monitor
Modules

See Manage
Tenants

See Create and
Assign Groups

See Backup
See Restore

See Without
Internet Access


https://confluence-eng-sjc11.cisco.com/conf/display/SUITEADMIN51/Suite+Admin+Dashboard
https://confluence-eng-sjc11.cisco.com/conf/display/SUITEADMIN51/Suite+Admin+Dashboard
https://confluence-eng-sjc11.cisco.com/conf/display/SUITEADMIN51/UI+Language+Availability
https://confluence-eng-sjc11.cisco.com/conf/display/SUITEADMIN51/UI+Language+Availability
https://confluence-eng-sjc11.cisco.com/conf/display/SUITEADMIN51/Create+and+Manage+Users
https://confluence-eng-sjc11.cisco.com/conf/display/SUITEADMIN51/Create+and+Manage+Users
https://confluence-eng-sjc11.cisco.com/conf/display/SUITEADMIN51/Create+and+Assign+Groups
https://confluence-eng-sjc11.cisco.com/conf/display/SUITEADMIN51/Create+and+Assign+Groups
https://confluence-eng-sjc11.cisco.com/conf/display/SUITEADMIN51/Custom+Groups+by+Admin
https://confluence-eng-sjc11.cisco.com/conf/display/SUITEADMIN51/Custom+Groups+by+Admin
https://confluence-eng-sjc11.cisco.com/conf/display/SUITEADMIN51/Understand+Roles
https://confluence-eng-sjc11.cisco.com/conf/display/SUITEADMIN51/Understand+Roles
https://confluence-eng-sjc11.cisco.com/conf/display/SUITEADMIN51/Base+URL+Configuration
https://confluence-eng-sjc11.cisco.com/conf/display/SUITEADMIN51/Base+URL+Configuration
https://confluence-eng-sjc11.cisco.com/conf/display/SUITEADMIN51/Email+Settings
https://confluence-eng-sjc11.cisco.com/conf/display/SUITEADMIN51/SSO+Setup
https://confluence-eng-sjc11.cisco.com/conf/display/SUITEADMIN51/Proxy+Settings
https://confluence-eng-sjc11.cisco.com/conf/display/SUITEADMIN51/Log+Archive
https://confluence-eng-sjc11.cisco.com/conf/display/SUITEADMIN51/Log+Archive
https://confluence-eng-sjc11.cisco.com/conf/display/SUITEADMIN51/Manage+Tenants
https://confluence-eng-sjc11.cisco.com/conf/display/SUITEADMIN51/Manage+Tenants
https://confluence-eng-sjc11.cisco.com/conf/display/SUITEADMIN51/Create+and+Assign+Groups
https://confluence-eng-sjc11.cisco.com/conf/display/SUITEADMIN51/Create+and+Assign+Groups
https://confluence-eng-sjc11.cisco.com/conf/pages/createpage.action?spaceKey=INSTALL52&title=Backup
https://confluence-eng-sjc11.cisco.com/conf/pages/createpage.action?spaceKey=INSTALL52&title=Restore
https://confluence-eng-sjc11.cisco.com/conf/pages/createpage.action?spaceKey=INSTALL52&title=Without+Internet+Access
https://confluence-eng-sjc11.cisco.com/conf/pages/createpage.action?spaceKey=INSTALL52&title=Without+Internet+Access
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Initial Administrator Setup
InitialAdministratorSetup

® Qverview
® The Suite Administrator
® Configure an Admin User and Tenant

Overview
Once the Suite Admin is installed you must perform the following tasks:

® Note or bookmark the IP address for the Suite Admin console.
® Set up the credentials for the Suite administrator.
® Configure a Root tenant.

The Suite Administrator
As theadministratorfor the Suite Admin, you can perform the following tasks from the Suite Admin dashboard:

Install Module(s)

Create and Manage Users, includingtenants and tenant administrators
Create and Assign Groups, includinguser-group(s)association
Configure Smart Licenses

Manage Clusters, if the cluster was created by the suiteadministrator

Configure an Admin User and Tenant

To configure the admin user and tenant, follow this procedure:

1. Navigate to the Suite Admin console and complete the Admin User and Tenant Credentialsform to enter details for the root user and tenant as
displayed in the following screenshot.

mm Please log in to your account to proceed.
CISco

*EMAIL ADDRESS
*PASSWORD

CloudCenter Suite

*TEMANT ID

Language: English - FORGOT PASSWORD?

2. Besides the First and Last Name, Email Address, Password, Company Name, and Company Logo (defaults to the Cisco logo), you must enter a
Tenant ID of your choice so you can log into the Suite Admin using this Tenant ID and password.
3. Click Done to save your settings and launch the Suite Admin Dashboard as displayed in the following screenshot.
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https://confluence-eng-sjc11.cisco.com/conf/display/SUITEADMIN51/Create+and+Assign+Groups

il sue apmin & @i L & Welcome, Puj

Modules

3 @

Suite Admin Workload Manager
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Kubernetes Cluster Management

Kubernetes Cluster Management

® Cluster Status
® Manage Clusters
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Cluster Status

Cluster Status

Overview

Requirements

The Cloud Icon Details
Kubernetes Cluster Actions
Modify Cluster Size

Virtual Machines

Overview

You can view the status of a Kubernetes cluster by clicking the cloud icon located in the header of the Suite Admin Dashboard. The Cluster status popup

displays. Click View Details to viewdetailed information about each node in the cluster.

Requirements

For private clouds, the HA cluster requires a minimum of 2 out of 3 master nodes to be running at any point, for the cluster to function as designed.

The Cloud Icon Details

Click the cloud icon to view and verify the number of nodes in the Kubernetes cluster. The View Details page displays detailed information about each
node in the cluster. This information is retrieved from the Kubernetes cluster after you install the %ccs. The following screenshot displays details within this
page.

Qs Suite Admin

Verslon: v1.11.5 & Nodes

VIRTUAL MACHINES

]
license948-master-085409h9-67(
license948-master-085409b9-67
license948-master-085407h9-6707:
license 248-worker-085409b9-67
license948-worker-085409h9-6707-4eeb
license948-worker-0B5409b9-67
config ¥ suite.key

Kubernetes Cluster

Installpd

07-dee

Kubernetes Cluster Actions

The cluster-level actions allow you to download the following files.

® The SSH key file is used to connect to the cluster.
® The KubeConfig file is used to view cluster information.

Download 55H Key

Download KubeConfig File

CLOUD ACCOUNT

B8843-d69¢

1843-d69c

BBA43-d69c

B843-dé69c

]

9

]

9

8843-d69c958d69301

8843-d69c958d69302

58d69303

58d69301

58d69302

58d69303

CLUSTER STATUS

t6/6 Nodes Running

MODIFY CLUSTER SIZE

Current number of worker nodes:

10.0.0.1 Up

Up

10.0.0.6 Up
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Modify Cluster Size

Based on your environment requirements,you can modify the Kubernetes cluster size from the %sa. SeeManage Clusters for additional details.

Virtual Machines

This tab displays the VMs that make up the Kubernetes cluster accessed from this instance of %ccs.

The colored status indicators identify the state of each VM in your Kubernetes cluster as described in the following table.

Cluster Status Color Indication
Green The node is functioning.
Red The node is not functioning.

The color merely indicates the health of your Kubernetes cluster so you can make the required changes to your Kubernetes setup as required by your
environment.
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Manage Clusters

Manage Clusters

® Overview

® Scale Up

® Scale Down

® Reconfigure Cloud Credentials

Overview

If a cluster was created by the suiteadministratoras described inlnitial Administrator Setup, then this suiteadministratorcan manage those clusters.
Managing a cluster includes the following tasks.

® Scale this cluster.
® Monitor the cluster by viewing alerts.

@ Suite administrators can only manage clusters that they installed.

The suiteadministrator's ability to view a cluster is indicated by the green circle on the cloud icon. Clicking this icon provides additional information as
displayed in the following screenshot.

Scale Up

If you setup the CloudCenter Suite using static IPs, verify that the static IP range has free IPs available to support scale up operations. If IPs are
not available in the static IP range (defined during installation) then the scale up process will not take place.

To increase the number of nodes in your cluster, perform this procedure.

1. Navigate to theSuite Admin Dashboard>Tenantspage.

2. Click thecloud Iconto access the Cluster Status > View Details page.

3. In the Kubernetes Cluster page, click the wheel icon to display the Modify Cluster Size popup as displayed in the following screenshot.
|’F -\"\I

- L)

t4/4 Nodes Running

MODIFY CLUSTER 51ZE

4. Increase the number as required in theCurrent number of worker nodes:field. You will see the status bar list aScaling operation successfulalert.
It take a few minutes to increase the node count.

® |nitially, the node will be in the red state while it is still initializing. Once it has initialized, it will turn green.
® The Runtime displays the length of time that this node has been running:

® h=Upto 24 hours
® d = Any number of days
® The Status can only be up (red) or down (green).
* The memory and CPU details are displayed as available in the Kubernetes cluster.
® When complete, you see a subsequent alert notifying you of the Cluster node being added.

You have nowincreased the number of nodes in your cluster.

Scale Down
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While you can scale up the number of nodes in the Kubernetes cluster from the Suite Admin, you cannot scale down using this process.
Reconfigure Cloud Credentials

@ OpenStack

If you installed CloudCenter Suite 5.1.1 as a fresh installation, this feature is not available in OpenStack environments.

If you upgraded CloudCenter Suite from 5.0.x to 5.1.0 or 5.1.1, the Cloud Account section is preserved and you can update the password.

@ vSphere

If you have updated your password in the vSphere console, be sure to update it in the Cloud Accounts tab (in the Kubernetes Cluster page),
before the vSphere lockout period takes effect.

If you do not update the password, be aware that the vSphere policy will prevent you from proceeding with you CloudCenter Suite configuration
and CloudCenter Suite will continue with its polling attempts with vSphere.

The Cloud Accounts tab, provides a way to change your cloud credentials for thecloud where the CloudCenter Suite is installed.

You can change your cloud account password based on your cloud credentials for each supported cloud as listed in New Cluster Installation.
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Configure Smart Licenses

Configure Smart Licenses

® Overview
® Cisco Smart Software Manager

® Virtual Accounts

® Smart Call Home
® Configuring Cisco Smart Software Licensing

® Request a Smart Account

® Adding Users to a Smart Account
® License Usage and Compliance
® Workflow of Cisco Smart Software Licensing

® Generating a Registration Token
Configuring Transport Settings
Registering a CloudCenter SuiteLicense
Renewing Authorization
Re-Registering a CloudCenter Suite License
De-Registering a CloudCenter Suite License
® Enable for Production
® Troubleshooting Licensing Issues

® [nvalid Token

® Download Logs

Overview

CloudCenter Suite integrates with the Cisco Smart Software Licensing solution.The CloudCenter Suite is available for a 90-day evaluation period after
which, you must register with Cisco Smart Software Manager.

The number of licenses required depends on your deployment scenario.For example, the Workload Managerand Cost Optimizerdefine entitlements based

on features used in thosemodules. These entitlements may apply to the use of a specific public/private cloud, the number of management units used when
deploying applications (VMs and containers), the options purchased (essentials, advanced, premium), and so forth.

G) Smart licenses are already incorporated in the CloudCenter Suite SaaS offer, see SaaS Access for additional details.

Cisco Smart Software Manager

Cisco Smart Software Manager (Cisco SSM)enables the management of software licenses and Smart Account from a single portal. This interface allows
you to activate your product, manage entitlements, renew and upgrade software. You must have a functioning Smart Account to complete the registration
process andwill need to exchange three key elements with the Cisco Smart Software Manager over HTTPS:

® Trusted Unique Identifier This is the Product ID (SUDI/SUVI/ID).

® Organizational Identifier In a numerical format to associate product with a Smart / Virtual Account.
® Licenses consumed Allows the Cisco Smart Software Manager to understand the license type and level of consumption.

Virtual Accounts

A Smart Account provides a single location for all Smart enabled products and entitlements. It assists to speed procurement, deployment and maintenance
of Cisco Software. When creating a Smart Account the submitter must have the authority to represent the requesting organization. After submitting the
request goes through a brief approval.

A Virtual Account exists as a sub-account within the Smart Account. Virtual Accounts are a customer defined structure based on organizational layout,
business function, geography or any defined hierarchy. They are created and maintained by the Smart Account administrator(s).

Smart Call Home

Smart Call Home is feature to communicate with the Cisco Smart Software Manager. By default, Smart Call Home is enabled when you configure Smart
Software Licensing. Smart Call Home creates a Cisco TAC-1 profile and sends associated Smart Call Home messages after the enablement. For
platforms with Smart Software Licensing enabled by default, call-home is also enabled by default with associated messages.

Configuring Cisco Smart Software Licensing

You need to configure Cisco Smart Software Licensing to easily procure, deploy, and manage licenses for your CloudCenter Suite.
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Smart Licensing is a cloud-based approach to licensing. The solution simplifies the purchase, deployment and management of Cisco software assets.
Entitlements are purchased through your Cisco account via Cisco Commerce Workspace (CCW) and immediately deposited into a Virtual Account for
usage. This process eliminates the need to install license files on every device using the product. Products that are smart enabled communicate directly to
Cisco to report consumption. A single location is available to customers to manage Cisco software licenses the Cisco SSM. License ownership and
consumption are readily available to help make better purchase decision based on consumption or business need.

Cisco SSM enables you to manage your Cisco Smart Software Licenses from one centralized website. With Cisco SSM, you can organize and view your
licenses intoVirtual Accountgroups. You can also use Cisco SSM to transfer licenses between virtual accounts as needed. You can access Cisco SSM
from the Cisco Software Central homepage atsoftware.cisco.com, underSmart Licensing.

If you do not want to manage licenses using Cisco SSM, either for policy reasons or network availability reasons, you can choose to install Cisco SSM
Satellite at your premises.CloudCenter Suiteregisters and reports license consumption to the Cisco SSM Satellite as it does to Cisco SSM.Cisco SSM

Satellite coordinates with the Cisco Smart Software Manager to manage software licenses on premises. Devices register locally to report license
ownership and consumption.

1 Ensure that you use Cisco SSM Satellite version 5.0 or later. For more information on installing and configuring Cisco SSM Satellite, refer tohttp:
/lwww.cisco.com/go/smartsatellite.

Request a Smart Account

The creation of a new Smart Account is a one-time event and subsequent management of users is a capability provided through the tool. To request a
Smart Account, visit software.cisco.com and follow this process.

1. After logging in, select Request a Smart Account in the Administration section as displayed in the following screenshot.

Administration

Reguest 2 Smart Account
Geta Smant Account for vour arganization.

Fequest a Partner Holding Account
Allows Cisco Pariners o request a Holding Smar Account

Manage Emart Account
Wodify the properies of vour Smart Accounts and associate individual
Cisco Accounts with Smart Accounts.

Leam about Smart Accounts
Access documentation and training.

2. Select the type of Smart Account to create using one of two options as displayed in the following screenshot.
Create Account
Would you like to create the Smart Account now?
“ag, | have authorty to reprasent my company and want o create the Smart Account

#® Mo, the person specified below will create the account;

= Emall Address Entar parson's company email aodress

Messane to Creator

® [Individual Smart Account requiring agreement to represent your company. By creating this Smart Account you agree to authorize,
create, and manage product and service entitlements, users, and roles on behalf of your organization.
® Create the account on someone elses behalf
3. Provide the required domain identifier and the preferred account name as displayed in the following screenshot.
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Account Information

The Account Domain Identifier will be used to uniquely identify the account. It is based on the email address ofthe person creating
the account by default and must belong to the company thatwaill own this account. Learm More

* Account Domain domainidentifier.com Edit
ldentifier:

= Account Mame: Account Name

4. The account request requires approval for the Account Domain Identifier as displayed in the following screenshot. An email will be sent to the
requester to complete the setup process.

o. Smart Account Request Pending
The account setup process is pending approval of an Account Domain Identifier, You will receive an email
confirmation and a Cisco representative will contactyou at the number provided below.

Adding Users to a Smart Account

Smart Account user management is available in the Administration section of software.cisco.com. To add a new user to a Smart Account, follow this
process.

1. After logging in, select Manage Smart Account in the Administration section as displayed in the following screenshot.

Administration

Reguest a Smar Account
Get a Smart Account for your arganization.

FReguest a Partner Holding Account
Allows Cisco Partners to request a Holding Smart Account

Manage Smant Account
Modify the properties of your Smart Accounts and associate individual
Cisco Accounts with Smiart Accounts.

Learn abhout Sman Accounts
Access dacurmentation and training.

2. Select the Users tab as displayed in the following screenshot.

Cisco Software Central » Manage Smart Account

My Smart Account

Account Properties Yidual Accounts Account Agreements
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3. Select New User and provide the required email address, cisco.com ID, and role as displayed in the following screenshot. You can select the
required role to manage the entire Smart Account or specific Virtual Accounts.

MNew User

Enter the name, Cisco.com (D and access privileges for the new user. ¥hen you complefe the process, the userwill be sent an email

= Email or Cisco.com ID;

* Role Confeat -Selacl a Conted or Application- bl

= User Roles: an @& Role w

-Mo Rales Assignad-

Cancel

4. Click Continue to complete the process.

License Usage and Compliance
Once you registerCloudCenter Suitewith Cisco SSM, you will receive theCloudCenter Suite License.

If you use specific resources, the CloudCenter Suite reports each usage to the Cisco SSM to tally the number of times that this resource was used and
report it in theCountcolumn.By verifying this usage count, Cisco SSM calculates the license usage and compliance.

Cisco SSM or Cisco SSM Satellite totals the license requirements for all yourCloudCenter Suiteinstances and compares the total license usage to the
number of licenses purchased, on a daily basis.

After the data synchronization, yourCloudCenter Suiteinstance displays one of the Registration Status indicators listed in thefollowing table.

Registration Description
Status
Unregistered The Smart Software Licensing is running in Evaluation mode and you have not yet registered the CloudCenter Suite. This

status is identified in the following screenshot when you click on the Licensing icon the orange, exclamation icon in the
following screenshot.

ticco.  SUITE ADMIN & @ A & Welcome, Puj

Modules

3% @

Suite Admin Worlkload Manager

.‘r'” 16254 « w5.1.0-16264 is available LUPDIAT l\‘.1:‘ 16254 « w510 16284 is availabl LUPDIAT
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Registered The product registration was completed and an ID certificate was received and will be used for future communication with
the Cisco licensing authority. This status is identified in the following screenshot.

Details

LICEMSIMG STATUS

REGISTRATION 5TA

& Registered
LICEMSE AUTHORI
i N/A

EXPORT-CONTROL
Mat Allowed
TRAMSPORT SETTINGS
Direct Edit

After the data synchronization, yourCloudCenter Suiteinstance displays one of theLicensing Authorization Statusindicators as explainedin thefollowing
table.

License Description
Authorization
Status
Evaluation You must register yourCloudCenter Suiteinstance with Cisco SSM or Cisco SSM Satellite before the 90-dayevaluationperiod
Mode expires. This state is displayed in the following screenshot.
(countdown
from 90 days) LICENSING STATUS

REGISTRATION 5TATUS

Unregistered

LICENSE AUTHORIZATION STATUS

nmode (84 days remaining)

EXPORT-CONTROLLED FUNCTIOMALITY

Mot Allowed

TRAMNSPORT SETTINGS

Transport Gateway Edit
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Authorized The number of licenses purchased is sufficient Registration is complete and valid and the license consumption has started.This
state indicates compliance and is displayed in the following screenshot.

Details

LICEMSING STATUS

REGISTRATION STATUS

& Registered (Dec 18th, 2018)

LICEMSE AUTHORIZATION STATUS

£ Authorized (Dec 18th, 2018

EXPORT-CONTROLLED FUNCTIOMALITY
Mot Allowed

TRAMSPORT SETTIMNGS

Direct Edit
Authorization The product has not communicated with Cisco SSM or Cisco SSM Satellite for a period of 90 days.
Expired
The product has been unable to communicate with the Cisco SSM for an extended period of time. This state is due to non-
communication with Cisco SSM or Cisco SSM Satellite for more than 90 days. The product will attempt to contact the Cisco SSM
every hour in order to renew the authorization until the registration period expires.
Out of The number of licenses is insufficient Consumption exceeds available licenses in the Virtual Account. This state is displayed in the
Compliance following screenshot.

LICEMSING STATUS

RECISTRATION S5TATUS
& Registered (Dec 18th, 2018)
LICENSE ALFTHORIZATION 5TATUS

@ out Of Compliance (Dec 18th, 2018

EXPORT-CONTROLLED FUNCTIOMALITY

Mot Allowed

TRAMSPORT SETTINGS

Direct Edit

Workflow of Cisco Smart Software Licensing

The following table describes the workflow of Cisco Smart Software Licensing.

Task

Generate a product instance registration token in your virtual account

Configure the transport settings using whichCloudCenter Suiteconnects to Cisco SSM
or Cisco SSM Satellite

Register theCloudCenter Suiteinstance with Cisco SSM or Cisco SSM Satellite
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Manage licenses
® Configure Smart Licenses#Renewing Authorization

® Configure Smart Licenses#Re-Registering a
CloudCenter Suite License

® Configure Smart Licenses#De-Registering a
CloudCenter Suite License

Generating a Registration Token

You need to generate a registration token from Cisco SSM or Cisco SSM Satellite to register theCloudCenter Suiteinstance.

@ Ensure that you have set up a Smart Account and a Virtual account on Cisco SSM or Cisco SSM Satellite.

To generate a registration token, follow this procedure.

1. Log in to your Smart Account usingCisco SSMor Cisco SSM Satellite.

2. Navigate to the Virtual account using which you want to register theCloudCenter Suiteinstance.

3. If you want to enable higher levels of encryption for the products registered using the registration token, check theAllow export-controlled
functionality on the products registered with this tokencheck box.

1 This option is available only if your smart account is enabled for Export Control.

. ClickNew Tokento generate a registration token.
. Copy and save the token so you can use it when you register yourCloudCenter Suiteinstance.
. For more information on registering yourCloudCenter Suiteinstance, seeConfigure Smart Licenses#Registering a CloudCenter Suite License.

o O A

Configuring Transport Settings

By default,CloudCenter Suitedirectly communicates with the Cisco SSM. You can modify the mode of communication by configuring the transport settings.

@ Ensure that you have obtained the registration token for theCloudCenter Suiteinstance.

Toconfigure the transport settings, follow this procedure.

1. Navigate to theSuite Admin Dashboard.

2. ClickLicensingin the left tree pane.If you are runningCloudCenter Suitein the Evaluation mode, a license notification is displayed on theSmart
Software Licensingpane.

3. If alicense notification is displayed, click theEdit Transport Settingslink that is highlighted in the following screenshot.

'lctlglélc:' Suite Admin i‘ i i’g} Welcome, first

Smart Software Licensing

You are currently running in Evaluation Mode. To register your Cisco CloudCenter Suite with Cisco Smart Software
Licensing:

ess to the internet or a Smart Software Manager satellite installed on your network.
EDIT TRANSPORT SETTINGS

® Log into your Smart Account in SMART SOFTWARE MANAGER or your Smart Software Manager satellite.

= Ensure this product has 3
This might require you td

= Navigate to the Virtual Account containing the licenses to be used by this Product Instance.

= Generate a Product Instance Registration Token (this identifies your Smart Account) and copy or save it.

| REGISTER LEARN MORE ABOUT SMART SOFTWARE

Details

LICENSING STATUS ACCOUNT & PRODUCT DETAILS

Alternatively, click theLicensing Statustab, and then click theView/Editlink that appears underTransport Settings.
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4. In theTransport Settingsdialog box displayed in the following screenshot, perform one of these steps:

Transport Settings o
Configure how the product will communicate with Cisco. Mote that this setting is shared with Smart Call
Home, so any changes made here will apply to other features using this service
ﬁ Direct [Communicate directly wia Cisco URL)
htip: tonls cisco.com/its/service/oddoe/service D DCEService
OFF
Transport Gateway (Communicate via proxy data or Smart Software Manager satellite)

A “

® To configureCloudCenter Suiteto send the license usage information to Cisco SSM using the Internet (default):

a. Click theDirectswitch to communicate directly using the Cisco URL.
b. Configure a DNS onCloudCenter Suiteto resolvetools.cisco.com.
® To configureCloudCenter Suiteto send the license usage information to Cisco SSM using the Cisco SSM Satellite:

a. Click theTransport Gatewaybutton.
b. Enter the URL of the Cisco SSM Satellite.
® To configureCloudCenter Suiteto send the license usage information to Cisco SSM using a proxy server. For example, an off-the-shelf
proxy, such as Cisco Transport Gateway or Apache:

a. Toggle theHTTP/HTTPS Proxy switch.
b. Enter the IP address and port number of the proxy server.
5. Click Save.

Registering a CloudCenter SuiteLicense

You need to register yourCloudCenter Suiteinstance with Cisco SSM or Cisco SSM Satellite before the 90-day evaluation period expires.

@ Ensure that you have configured the transport settings.

To register the CloudCenter Suite license, follow this procedure.

. Navigate to theSuite Admin Dashboard.

. ClickLicensing in the left tree pane.

. In the license notification, clickRegister.TheSmart Software Licensing Product Registrationdialog box appears.

In theProduct Instance Registration Tokenfield, paste the registration token that you generated using the Cisco SSM or Cisco SSM Satellite.For
more information on generating a registration token, seeConfigure Smart Licenses#Generating a Registration Token.

. ClickRegisterto complete the registration process. TheCloudCenter Suitesends a request to Cisco SSM or Cisco SSM Satellite to check the
registration status and Cisco SSM or Cisco SSM Satellite reports back the status toCloudCenter Suite, on a daily basis.If registering the token
fails, you can re-register theCloudCenter Suiteinstance using a new token. For more information on re-registeringCloudCenter Suite, seeConfigure
Smart Licenses#Re-Registering a CloudCenter Suite License.

AownNE

(4]

Renewing Authorization

By default, the authorization is automatically renewed every 30 days. However,CloudCenter Suiteallows a user to manually initiate the authorization renew
in case the automatic renewal process fails. The authorization expires ifCloudCenter Suiteis not connected to Cisco SSM or Cisco SSM Satellite for 90
days and the licenses consumed byCloudCenter Suiteare reclaimed and put back to the license pool.

@ Ensure that theCloudCenter Suiteinstance is registered with Cisco SSM or Cisco SSM Satellite.

To renew authorization, follow this procedure.
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1. Navigate to theSuite Admin Dashboard.

2.
3.

4.

ClickLicensingin the left tree pane.
From theActionsdrop-down list, chooseRenew Authorization Now as displayed in the Actions dropdown in the following screenshot.

alie € ke A A
‘cisco sUlte Admin

Smart Software Ll LG e

Reregister

Deregister

ClickOKin theRenew Authorizationdialog box to confirm authorization renewal.
TheCloudCenter Suitesynchronizes with Cisco SSM or Cisco SSM Satellite to check the license authorization status and Cisco SSM or Cisco
SSM Satellite reports back the status toCloudCenter Suite, on a daily basis.

Re-Registering a CloudCenter Suite License

You can re-registerCloudCenter Suitewith Cisco SSM or Cisco SSM Satellite by de-registering it and registering it again, or by using a register force option.

@ Ensure that you have obtained a new registration token from Cisco SSM or Cisco SSM Satellite

To re-registerCloudCenter Suitelicense, follow this procedure.

A WNPE

. Navigate to theSuite Admin Dashboard.
. ClickLicensingin the left tree pane.
. From theActionsdrop-down list, chooseReregister.

. mtheProduct Instance Registration Tokenfield of theSmart Software Licensing Product Re-

registrationdialog box, enter the registration token that you generated using Cisco SSM or
Cisco SSM Satellite.ror more information on generating a registration token, seeGenerating a Registration Token.

. ClickRegisterto complete the registration process. TheCloudCenter Suitesends a request to Cisco SSM or Cisco SSM Satellite to check the

registration status and Cisco SSM or Cisco SSM Satellite reports back the status toCloudCenter Suite, on a daily basis.

De-Registering a CloudCenter Suite License

You can de-register theCloudCenter Suiteinstance from Cisco SSM or Cisco SSM Satellite to release all the licenses from the current Virtual account and
the licenses are available for use by other products in the virtual account. De-registering disconnectsCloudCenter Suitefrom Cisco SSM or Cisco SSM

Satellite.

@ Ensure that theCloudCenter Suiteinstance is registered with Cisco SSM or Cisco SSM Satellite.

Tode-registerCloudCenter Suitelicense, follow this procedure.

A WONPE

. Navigate to theSuite Admin Dashboard.
. ClickLicensingin the left tree pane.
. From theActionsdrop-down list, chooseDeregister.

. clickDeregisterin the confirmation dialog box. Thecioudcenter Suitesends a request to Cisco SSM or Cisco SSM

Satellite to check the de-registration status and Cisco SSM or Cisco SSM Satellite reports back the status toCloudCenter Suite, on a daily basis.

Enable for Production

Toggle the Enable for Production switch to use the license in production mode displayed in the following screenshot. When you purchase one license for
the CloudCenter Suite, you automatically receive a free non-production license as well.Both modes are independent of each other and you can switch from
one mode to the other anynumber of times.
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Details
LICENSING STATUS ACCOUNT & PRODUCT DETAILS
REGISTRATION STATUS PRODUCT INSTANCE NAME
D Registered (Jan 23rd, 2019) Cisco CloudCenter Suite
LICENSE AUTHORIZATION STATUS SMART ACCOUNT
@ Out Of Compliance (Jan 23rd, 2019) CloudCenterSuite
EXPORT-CONTROLLED FUNCTIONALITY VIRTUAL ACCOUNT
Not Allowed Default
TRANSPORT SETTINGS ENABLE FOR PRODUCTION
Direct Edit
Usage
v ESCRIPTION U
CCS_BASE_PLATFORM CloudCenter Suite Production Platform Init 1

When the CloudCenter Suite is in non-production mode, the entitlement tags do not validate the license for usage, in which case, you can use it for
development, testing, or staging purposes.

Troubleshooting Licensing Issues

This section identifies issues that you may encounter when dealing with licenses.

Invalid Token

When you see the message displayed in the following screenshot for your instance, verify if your token is still valid and if it needs to be renewed.
‘deth’ Suite Admin

Smart Software Licensing ACTIONS | ¥

ﬂ LAST ATTEMPT TO REMEW REGISTRATION FAILED.

Details

LICEMSING STATUS

Download Logs

If you have any issues with Smart Licenses, download the logs files by using the Ul(seeMonitor Modules>Download Logs) or the suite-logs/v2/api-docs
(seelogs Service API Calls)and contact theSmart License team.
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Module Lifecycle Management

Module Lifecycle Management

® |nstall Module
® Update Module
® Monitor Modules
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Install Module

Install Module

Overview
Requirements
Process

Free License
Module Actions
Uninstall a Module
Module States

Overview

TheSuite Admin Dashboardlists the available modules in the Display pane. If you are installing each module for the first time, you will see the Install button
enabled. Once installed, each module may be in various lifecycle phases as described in this section.

Requirements

Be sure to adhere to the following requirements:

® |f your current cluster does not have sufficient resources to meet the minimum requirementsmentioned in the Prepare Infrastructure section, then
the installation process will be blocked and you will need to resolve these issues by scaling up to these requirements (see Manage Clusters > Scal
e Up for details).

® Only asuite administratorcan install a module.By installing the module, thissuite administratorautomatically inherits the module admin role as well.

® Be sure to synchronize the server time for all instances running the CloudCenter Suite as this can potentially cause module install or upgrade to
fail.

Process
You can install multiple modules simultaneously.
To install a module, follow this procedure.

1. Navigate to theSuite Admin Dashboard.

2. Click Install on the required module. This procedure uses the Cost Optimizeras an example. The following screenshot displays the available
modules.

1 After installing Action Orchestrator, be aware that you must wait for 2-3 minutes before accessing the application.

IIc‘llslcl‘olI SUITE ADMIN Y Welcome, Puj
Modules
¥ &
Suite Admin

v5.1.0-16256 « v5.1.0-16264 is available - Release UPDATE orkload Manager UPDATE
Notes v5.0.1 « v5.1.0-EFT1is available - Release Notes

Q &
Cost Optimizer Action Orchestrator

v5.0.1 « v5.1.0-dev. 102 is available - Release Notes | UPDATE v5.0.1 » v5.1.0-dew. 102 is available - Release Notes UPDATE
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3. Inthe You're updating module name popup, select the required version from the dropdown list.

1 Once installed, you cannot revert to a previous version.

4. The module starts its installation process and displays a progress bar indicator.
5. Once Installed, you can perform the following actions:

® Click a module toMonitor Modules.
® Open the module or uninstall the module (seethe section below).

® Navigate back and forth to other modules and the Suite Adminusing the navigation icon in the header as displayed in the following
screenshot.

& E -.- @ Welcome, Puj

MODULES

Workload Manager

Action Orchestrator
Cost Optimizer

Suite Admin

Ny
You have now installed one of the modules in the CloudCenter Suite.

Free License

When you install any module, you see the countdown for the 90-day free license time remaining for the license in the top left portion of the module. SeeCon
figure Smart Licenses for details.

Module Actions

Once installed, the suite administratorcan perform the following actions on a module:
® Update Module
® Monitor Modules
® Configure Smart Licenses
® Manage Module-Specific Content

The Suite Adminmodule allows the additional actions displayed in the following screenshot:

Modules

$ View Module Details
Download 55H Key

Download KubeConfig File

i 3 CRITICAL
Suite Admin Workload Manager
w5, L0-RC1.1 = Installed: Aug 07, 2019 w5.0.3 = Installed: Aug D7, 2019

® Download SSH Key (used to connect to the cluster).
® Download KubeConfig file (used to view cluster information).
® See Cluster Status for additional context.
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Uninstall a Module

@ After you uninstall any module, verify that all dependent resources have been deleted.

Before re-installing a module that was previously installed, verify that the volumes, secrets, and other dependent details have been cleaned up.

To uninstall a module, follow this procedure.

1. Click the module's dropdown and select Uninstall as displayed in the following screenshot.

Modules

$ @ View Module Details

Uninstall

i 3CRITICAL

Suite Admin Workload Manager Cost Opti

¥510-RCLYL « Installed: Aug 07, 20419 w5.0.3 « Installed: Aug 07, 2019 w5.0.3 « Installed: .

2. Confirm your intention to uninstall as all your content will be deleted as displayed in the following screenshot.

Uninstall CloudCenter Action Orchestrator

Uninstalling CloudCenter Action Orchestrator will also delete all its content. Are you sure you want to uninstall
CloudCenter Action Orchestrator 1.0.0-1 from the Cloudcenter Suite?

3. The module starts its uninstallation process.Uninstallation takes a few minutes as the CloudCenter Suite cleans up all aspects of the installation.

Module States

The following table provides details on the various module states.

State and Screenshot Description

New Installation A new module is available for installation in the Suite Admin Dashboard.

@

Workload Manager -
IMSTALL

w b e Release; M March 2007
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Installing (or updating)

&

Workload Manager

Installing v 5.1 - 506

Licensed

&

Workload Manager

w50 = Installed: 05 July 2017

Update Available

3

Suite Admin

v5.1.0-16256 » v5.1.0-16254 is available - Re

UPDATE

Alerts

02

]

@ 3 CRITICAL

Suite Admin

w5310 = Installed: Aug 07, 2019

Validation Error

& -]

Workload Manager

Failed to mstall - Please Try again

The module is being installed/updated and the installation process displays a progress bar
indicator.

This screenshot identifies a module that is installed, registered, and licensed. See Configure
Smart Licenses for details.

Once a new software version becomes available, the module displays the new version
availability and provides a link to the documentation website. See Update Module for details.

The release notes link for the available release is directly linked to the release notes for
each module.

The dropdown list also provides additional options for each module

When alerts are generated, they are displayed in the Suite AdminDashboard (dropdown list
for this module) > View Module Details >Alertstab.

The number of alerts are also identified in the corresponding module tile that are displayed
in theSuite AdminDashboard (the screenshot identifies that 3 Warning alerts are available
for this module)

See Monitor Modules for details.

The module installation resulted in an error. See Troubleshoot Suite Admin for additional
details.
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Update Module
Update Module

Overview

Considerations

Limitations

Process

Module Actions

Required Post-Kubernetes Upgrade Configuration Tasks

Overview

Thesuite administratorcan only upgrade the module to later versions of the software and will not be able to revert to an earlier version of the software.

Considerations

Before updating a module, see the following module considerations:
® Workload Manager Installation Overview > Module Update Considerations
® Cost Optimizer Overview > Module Update Considerations
® Action Orchestrator > Migrating Database

Limitations

Only asuite administratorcan update a module.

Once a new software version becomes available, the module displays the new version availability and provides a link to the documentation website.

Process

® Before updating any module, verify that you have un-allocated CPU/Memory in your cluster to ensure that your environment has free
CPU/Memory a module-update scenario requires additional resources for the old pod to continue running until the new pod initializes
and takes over. This additional resource requirement is temporary and only required while a module update is in Progress. After the
module is updated, the additional resources are no longer needed.

® You must update the Suite Admin module before you update any other CloudCenter Suite module.

® Update only one module at at time. If you simultaneously update more than one module, your update process may fail due to
limited resource availability. SeePrepare Infrastructure for additional context.

® You may see one or more error messages during the update process. Be aware that these messages will not affect the update itself.

To update a module, follow this process.
1. Navigate to theSuite Admin Dashboard.

2. Select the required version and clickDoneto upgrade this module. The following screenshot displays Cost Optimizeras an example. All available
releases are displayed in the dropdown list in descending order with the latest version at the start of the list.
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You're updating Cost Optimizer X

CHOOSE THE VERSION TO UPDATE

5.0.1 v

3. The module starts its upgrade process and displays a progress bar indicator.
4. Once Installed, you can click the module to access the details of that module

or

Navigate to other modules using the module navigation icon in the header as displayed in the following screenshot.

F .L. -.- @ Welcome, Puj

MODULES
Workload Manager

Action Orchestrator

Cost Optimizer

Suite Admin

W\
You have now updated the modules in the CloudCenter Suite.

Module Actions

Once a module is upgraded, thesuite administratorcan perform the following actions on a module:
® Monitor Modules

® Configure Smart Licenses
® Manage Module-Specific Content

Required Post-Kubernetes Upgrade Configuration Tasks

TheCloudCenterSuite connects to a Cisco hosted Helm repository and a Docker registry to check for available modules and updates. These
repositoriesare fully compliant with export control and requires authentication for each user connecting to the repository. AllCloudCenterSuite module are
packagedas Helm Chart and Docker images. The Helm Chart refers to Docker images via the image's SHA256 hash. The Helm Chart itself is signed and
verified bytheCloudCenterSuite upon installation or upgrade. This way the integrity of the Helm Chart and Docker images are guaranteed.

Due to changes in underlying Kubernetes versions, cert-manager & deprecated Kubernetes APIs, the Helm chart upgrades will not work directly. We need
to migrate the references to deprecated APIs to new supported versions.

To ensure the chart works, perform the following steps:

1. Execute the below Helm commands with version helm-v2.16.3 from inside the common-framework-prod-mgmtpod which already has this version
installed:
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sshto common-f ranewor k- prod- ngnt pod i n ci sco namespace

2. Run the following command:

nkdirp $ (hel m hone)/pl ugi ns

3. Run the following command:

hel m pl ugi ni nstal | https://github. com hel m hel m mapkubeapi s"

4. Create a Map.yaml file with content shown below this procedure.

5. Run the following command:

hel mmapkubeapi scomon- f ramewor k nanespace ci sco v2 napfil eMap. yam

6. Repeat the above command for all helm releases. Run the following command to get a list of Helm releases:

helmls --tiller namespace cisco

7. Wait formapkubeapisto finish.
8.Update the chart from SA Ul.
For Airgap setups with no Internet, users can run the commands from a client with Internet access with helm-v2.16.3.

TheCloudCenterSuiteoffers granular control of access to eachCloudCenterSuite resource through role-based, module-level access control. Access
toresources like services, clouds, application profiles, deployment environments, and otherCloudCenterSuiteresources can be managed based on
rolesassociated with users or user groups. SeeUnderstand Rolesfor details.

Content required for step 4:

mappi ngs:

- deprecatedAPl : "api Version: extensions/vlbetal\nkind: Deploynent"
newAPl| : "api Versi on: apps/v1\nki nd: Depl oynent"

depr ecat edl nVersion: "v1.9"

renovedl nVersion: "v1.16"

- deprecat edAPl: "api Versi on: apps/vilbetal\lnkind: Depl oynent"
newAPl : "api Version: apps/vl\nkind: Deploynent"

depr ecat edl nVersion: "v1.9"

renovedl nVersion: "v1.16"

- deprecatedAPl : "api Version: apps/vlbeta2\nkind: Deploynment"
newAPl| : "api Versi on: apps/v1\nki nd: Depl oynent"

depr ecat edl nVersion: "v1.9"

renovedl nVersion: "v1.16"

- deprecat edAPl: "api Version: apps/vlbetal\nkind: Stateful Set"
newAPl : "api Version: apps/v1\nkind: Stateful Set"

deprecat edl nVersion: "v1.9"

renovedl nVersion: "v1.16"

- deprecat edAPl : "api Version: apps/vlbeta2\nkind: Stateful Set"”
newAPl| : "api Versi on: apps/vi1\nkind: Stateful Set"

depr ecat edl nVersion: "v1.9"

renovedl nVersion: "v1.16"

- deprecat edAPl: "api Version: extensions/vlbetal\nkind: DaenonSet"
newAPl : "api Version: apps/vl\nkind: DaenpbnSet"

deprecat edl nVersion: "v1.9"

renovedl nVersion: "v1.16"

- deprecat edAPl : "api Version: apps/vlbeta2\nkind: DaenobnSet"
newAPl| : "api Versi on: apps/vi\nkind: DaenpbnSet"

depr ecat edl nVersion: "v1.9"

renovedl nVersion: "v1.16"

- deprecat edAPl: "api Version: extensions/vlbetal\nkind: ReplicaSet
newAPl : "api Version: apps/vl\nkind: ReplicaSet"

deprecat edl nVersion: "v1.9"
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renovedl nVersion: "v1.16"

- deprecat edAPl: "api Version: apps/vilbetal\lnkind: ReplicaSet"

newAPl : "api Version: apps/v1\nkind: ReplicaSet"

depr ecat edl nVersion: "v1.9"

renovedl nVersion: "v1.16"

- deprecatedAPl : "api Version: apps/vlbeta2\nkind: ReplicaSet"

newAPl| : "api Versi on: apps/v1\nkind: ReplicaSet"

depr ecat edl nVersion: "v1.9"

renovedl nVersion: "v1.16"

- deprecat edAPl: "api Version: extensions/vlbetal\nkind: NetworkPolicy"

newAPl : "api Version: networking. k8s.io/v1\nkind: NetworkPolicy"

depr ecat edl nVersion: "v1.8"

renovedl nVersion: "v1.16"

- deprecatedAPl : "api Version: extensions/vlbetal\nkind: PodSecurityPolicy"

newAPl| : "api Version: policy/vlbetal\lnkind: PodSecurityPolicy"

deprecat edl nVersion: "v1.10"

renovedl nVersion: "v1.16"

- deprecat edAPl: "api Version: api extensions. k8s.i 0/ vlbetal\nkind: CustonResourceDefinition"
newAPl| : "api Versi on: api extensions. k8s.i o/ v1\nkind: CustonResourceDefinition"

depr ecat edl nVersion: "v1.16"

renovedl nVersion: "v1.19"

- deprecat edAPl : "api Version: extensions/vlbetal\nkind: |ngress"”

newAPl : "api Versi on: networking. k8s.io/vlbetal\nkind: Ingress"

depr ecat edl nVersion: "v1.14"

renovedl nVersion: "v1.22"

- deprecat edAPl: "api Version: rbac. authorization. k8s. i o/ vlial phal\ nkind: C usterRole"
newAPl : "api Version: rbac. aut hori zation. k8s.i o/ v1\nkind: C usterRole"
deprecat edl nVersion: "v1.17"

renovedl nVersion: "v1.22"

- deprecatedAPl: "api Version: rbac. authorization. k8s.i o/ vlal phal\nkind: C usterRoleList"
newAPl : "api Version: rbac. authorization. k8s.io/v1\nkind: d usterRol eList"

depr ecat edl nVersion: "v1.17"

renovedl nVersion: "v1.22"

- deprecat edAPl: "api Version: rbac. authori zati on. k8s. i o/ vlial phal\ nki nd: C usterRol eBi ndi ng"
newAPl : "api Version: rbac. aut hori zation. k8s.i o/ vl\nkind: C usterRol eBi ndi ng"
deprecat edl nVersion: "v1.17"

renovedl nVersion: "v1.22"

- deprecat edAPl : "api Version: rbac. authorization. k8s. i o/ vlal phal\nkind: C usterRol eBi ndi ngLi st"
newAPl : "api Version: rbac. aut hori zation. k8s. i o/ v1\nki nd: d usterRol eBi ndi ngLi st"

depr ecat edl nVersion: "v1.17"

renovedl nVersion: "v1.22"

- deprecat edAPl: "api Version: rbac. authorization. k8s. i o/ vlial phal\ nki nd: Rol e"

newAPl : "api Version: rbac. aut hori zation. k8s.i o/ v1\nkind: Role"

deprecat edl nVersion: "v1.17"

renovedl nVersion: "v1.22"

- deprecatedAPl: "api Version: rbac. authorization. k8s.io/vlal phal\nkind: Rol eList"
newAPl : "api Version: rbac. aut hori zation. k8s.io/v1\nkind: RoleList"

depr ecat edl nVersion: "v1.17"

renovedl nVersion: "v1.22"

- deprecat edAPl: "api Version: rbac. authorization. k8s. i o/ vlial phal\ nki nd: Rol eBi ndi ng"
newAPl : "api Version: rbac. aut hori zati on. k8s. i o/ vl\ nki nd: Rol eBi ndi ng"
deprecat edl nVersion: "v1.17"

renovedl nVersion: "v1.22"

- deprecat edAPl : "api Version: rbac. authorization. k8s. i o/ vlal phal\nkind: Rol eBi ndi ngLi st"
newAPl : "api Version: rbac. authorization. k8s.i o/ v1\nkind: Rol eBi ndi ngLi st"

depr ecat edl nVersion: "v1.17"

renovedl nVersion: "v1.22"

- deprecat edAPl: "api Version: rbac. authorization. k8s. i o/ vlbetal\nkind: C usterRole"
newAPl : "api Version: rbac. aut hori zation. k8s.i o/ vl\nkind: C usterRole"
deprecat edl nVersion: "v1.17"

renovedl nVersion: "v1.22"

- deprecatedAPl: "api Version: rbac. authorization. k8s.io/vlbetal\lnkind: C usterRoleList"
newAPl : "api Version: rbac. authorization. k8s.io/v1\nkind: d usterRol eList"

depr ecat edl nVersion: "v1.17"

renovedl nVersion: "v1.22"

- deprecat edAPl: "api Version: rbac. authorization. k8s.i o/ vlbetal\ nki nd: C uster Rol eBi ndi ng"
newAPl : "api Version: rbac. aut hori zation. k8s.i o/ vl\nkind: C usterRol eBi ndi ng"
deprecat edl nVersion: "v1.17"

renovedl nVersion: "v1.22"

- deprecatedAPl: "api Version: rbac. authorization. k8s.io/vlbetal\nkind: C usterRol eBi ndi ngLi st"
newAPl| : "api Version: rbac. aut hori zation. k8s.io/v1\nki nd: d usterRol eBi ndi ngLi st"
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deprecat edl nVer s
renovedl nVer si on
- deprecat edAPI

newAPl| : "api Vers
depr ecat edl nVers
renovedl nVer si on
- deprecat edAPI

newAPl : "api Vers
deprecat edl nVer s
renovedl nVer si on
- deprecat edAPI

newAPl| : "api Vers
depr ecat edl nVers
renovedl nVer si on
- deprecat edAPI

newAPl : "api Vers
deprecat edl nVer s
renovedl nVer si on
- deprecat edAPI

newAPl : "api Vers
depr ecat edl nVers
renovedl| nVer si on
- deprecat edAPI

newAPl : "api Vers
deprecat edl nVer s
renovedl nVer si on

on: "v1.17"

"vi1.22"

"api Version: rbac. aut hori zation. k8s. i o/ vlbet al\ nki nd: Rol e"
on: rbac. authorization. k8s.io/v1\nkind: Role"

on: "vl1.17"

"vi1.22"

"api Version: rbac. aut hori zation. k8s.i o/ vlbet al\ nki nd: Rol eList"

on: rbac. authori zation. k8s.io/v1\nkind: RoleList"
on: "v1.17"
"vi1.22"

"api Version: rbac. aut hori zation. k8s.i o/ vlbet al\ nki nd: Rol eBi ndi ng"

on: rbac. authorization. k8s.i o/ v1\nki nd: Rol eBi ndi ng"
on: "vl1.17"
"v1.22"

"api Version: rbac. aut hori zation. k8s.i o/ vlbet al\ nki nd: Rol eBi ndi ngLi st"

on: rbac. authorization. k8s.io/v1\nkind: Rol eBi ndi ngLi st"
on: "vl1.17"

"vl. 22"

"api Version: certmanager.k8s.io/vlal phal\nkind: Certificate"
on: cert-manager.io/vl\nkind: Certificate"

on: "vl1.15"

"v1.16"

"api Version: certnmanager. k8s. i o/ vlal phal\nkind: |ssuer”
on: cert-manager.io/v1\nkind: |ssuer"

on: "v1.15"

"vl1. 16"
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Monitor Modules
Monitor Modules

Overview

Accessing aModule

View Logs in Kibana
Download Logs

The Grafana Dashboard Alert
Default Alert Categories

Type of Alerts

Alert Types

Viewing Alerts in Grafana
Setup Grafana Email Alerts

Overview

Once Installed, you can click a module to access the Module Details page displayed in the following screenshot. If you click the Workload Manager, the
following screenshot displays the corresponding page to monitor this module.

alsils
tisce SUITEADMIN

Suite Administration [~ |
v510-RCL1 Installed: 07 Aug 201%

Active (3) Dismissed
Q 2SELECTED

[OK] suite-auth is in CRASHLOOP
suite-auth podis crashlooping

13 Grafana suite-auth 1
day ago

[Alerting] suite-service-mgmt is in CRASHLOOP
suite-service-mgmt pod is crashlooping

15 Grafana suite-service-mgmt '1
dayaga

[OK] suite-service-mgmit is in CRASHLOOP
suite-service-mgmt pod is crashlooping

15 Grafana suite-senvice-mgmt 1
dayago

The module name displays at the top of the page and you can perform the following actions on this page:
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® Perform one of theactions listed in theDropdownnext to theModulename as displayed in the following screenshot:

Modules

% View Module Details
Download S5H Key

Drowniload KubeConfig File

@ 3CRITICAL

Suite Admin Workload Manager

w5 10-RCL1 » Installed: Aug 07, 2019 w5.0.3 = Installed: Aug 07, 2019

Alternately, click the dropdown from the Module Alerts page as displayed in the following screenshot:

tisco  SUITEADMIN

Suite Administration View Logs in Kibana

VELORCLY - Installed: 07 Aug 2015JRY RISy w—,
Download Logs
Download SSH Key

Download KubeConfig File

Active (1) Dismissed

o

Al CRITICAL WARNING INFO

[Alerting] suite-auth is in CRASHLOOP
suite-auth pod is crashlooping

15 Grsfans « sui
Grafana suite-auth 1d

® View the Alerts Tab See the Understand Dashboard Alerts section below.
® Access the License Usage Tab
Accessing aModule

There are numerous ways for you to access a module in the CloudCenter Suite. However, yourUser Levels determine if you can access the module!

View Logs in Kibana

Kibanais a web interface that can be used to search and view the logs for any of the CloudCenter Suitemodules.
CloudCenter Suite log file use the standard log format:

® Where relevant, modules display the user and tenant information.

® You can search by userld or tenantld when users view logs in Kibana.

® The log files support JSON format.

To view the Kibana logs, follow this procedure.
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1. Click the module dropdown and select View Logs in Kibanafrom the dropdown to display the Kibana dashboard visible in the following
screenshot.

‘ 2,978 hits New Save Open Share CAutorefresh < O Last1Sminutes >
kibana
Open Search

Je— (@ aved searches Fier.. | 1200754 [ Manage saved searches |

Visualize (s

action-orchestrator-ad-amqp
Dashboard

action-orchestrator-ad-aws
Timelion

action-orchestrator-ad-ccs
Dev Tools

action-orchestrator-ad-core

Management

action-orchestrator-ad-email
action-orchestrator-ad-gcp
action-orchestrator-ad-git
action-orchestrator-ad-javacore
action-orchestrator-ad-kafka
action-orchestrator-ad-meraki
action-orchestrator-ad-python
action-orchestrator-ad-python3
action-orchestrator-ad-terminal
action-orchestrator-ad-webservice
action-orchestrator-all

action-orchestrator-be-bootstrap
© collapse

2. Click Discover >Open to list and filter the available logs for this module.
3. Filter the list to view the required logs as visible in the following screenshot.

nics renesn s
[ kearch... (e.g. status:200 AND extension:PHP) Options n
T radaer+ Actars»
Discover
logstash-* February 14th 2019, 14:28:38.605 - February 14th 2019, 14:43:38.606 — Auto :
Visualize
Selected fields 5
Dashboard
t log 4
. 23
Timelion e g
S 2
Dev Tools Available & i
fields
. | ]
Management ® G 43000 143200 143400 143600 143800 144000 144200
time per 30 seconds
t id
& s Time service_name log
£ e > February 14th 2019, 14:43:21.460 cloudcenter-  2019-02-14 22:43:21,459 DEBUG
- cco node.NodesHeartbeatMoni tor
¢ _type [scheduler-11] - A1l active
regions = [1]
t namesp..
> February 14th 2019, 14:40:21.426 cloudcenter-  2019-02-14 22:40:21,426 DEBUG
# nano cco node .NodesHeartbeatMoni tor
[scheduler-13] - Active nodes
t pod_na.. =0
t pref » February 14th 2019, 14:40:21.426 cloudcenter- 2019-02-14 22:49:21,426 DEBUG
cco node.NodesHeartbeatMoni tor
t release_.. [scheduler-13] - Missing
heartbeat node set: []
t stream
> February 14th 2019, 14:40:00.001 cloudcenter-  2019-02-14 22:40:00,001 DEBUG
t tag cco helpers.LifecyclePrintPatroller

[scheduler-6] - No Running Apps
© coliapse t tag2 g App:

Download Logs

An alternative to viewing logs in Kibana is to download the log files byclicking a module and selectingDownload Logsfrom the dropdown as displayed in
the following screenshot.
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Download Logs

Choose the time period to download the logs

TIME PERIOD
iw 30D &0D 90D ¥YTD CUSTOM

VIEW LOGS IN KIBANA

The Grafana Dashboard Alert

Grafana is anopen source visualization tool that allows you tocreate and edit dashboards.
Modules can create their own services to write custom alerts or create alerts in Grafana for services that they wish to monitor.

When alerts are generated, they are displayed in the Suite Admin's module details page > Alerts tab. When you acknowledge active alerts, they are move
to the Dismissed tab and stored there for 60 days before they are deleted.

Default Alert Categories

TheAlertstab lists two categories of alerts which are driven from Grafana.
® Active Alerts: Each active alert lists the following details:

A color-coded alert category
The alert titleclick the alert link to open the chart in Grafana using authorized credentials
An alert count only displayed when there is more than one alert
A brief description of the alert
The alert source
The impacted component
A snapshot of the chart in Grafana notavailable for application alerts
The timestamp when this alert was issued hovering over this timestamp displays the exact time
® The option to multi-select multiple alertes theDismissbutton becomes visible when you multi-select alerts
® Dismissed Alerts

Type of Alerts

Alert types are described in the following table.

Alert Type Description
Infrastructure = These alerts pertain to network, disk, CPU, and memory usage derived from module configured Grafana dashboards.

Application These alerts are derived from application endpoints that provide the current health of the system.

Alert Types

You can filter alerts based on the type. Alert types are described in the following table.

Alert Type Color Description

Critical Red Red bar on the side. VM launch failure rate is increasing on the configured cloud.

Warning The connection to the AMQP server is not stable and has been dropped t times in the last 45 minutes.
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Info Blue Updates based on endpoint reports.

Viewing Alerts in Grafana
When you access the Grafana dashboard, you will see the following sections:
® System metrics: CPU usage, memory usage, and crash loops. You can alsoconfigure additional alerts in this section, refer tohttp://docs.grafana.
org/alerting/rules/.
® Visualization metrics: Cluster health, deployments, nodes, pods (hnumber of pods and pods status), containers, and jobs. You cannot configure
additional alerts in this section.

To view the Grafana alerts, follow this procedure.

1. Click the module dropdown and selectView Alerts in Grafanafrom the dropdown to display the Grafana dashboard visible in the following
screenshot.

@ Dashboards

i Playlists & snapshots
Dashboards

# Home
+ Dashboard + Folder

5 Playli
& Playlists Filter by Starred  ~  Filter By Tag

& Snapshots

- eneral
Action Orchestrator action-orchestrator | | kubernetes
Cisco Cloud Suite [[E55]) | kubemetes
Cloudcenter Shared Alerts
Common Framework Alerts
Cost Optimizer [cost-optimizer | kubernetes
Cost Optimizer Alerts

Workload Manager kubernetes | | workload-manager |

Workload Manager Alerts

2. ClickDashboard>Manageto list and filter the available alerts for this module.

3. Filter the list to view the reiuired alerts as visible in the followini screensho

Dashboards
[ ]

sh Manage & Playlists @ snapshots

+ Dashboard + Folder

Filter by Starred  ~  Filter By Tag

Action Orchestrator action-orchestrator  kubemnetes
8 Cisco Cloud Suite [[68] | kubemetes
8 Cloudcenter Shared Alerts

Common Framework Alerts

Cost Optimizer [(cost-optimizer | | kubemetes

Cost Optimizer Alerts
Workload Manager kubemetes | workioad-manager |

Workload Manager Alerts

Setup Grafana Email Alerts
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To setup email alerts in Grafana, follow this procedure.

@ Perform this procedure each time you upgrade the Suite Admin.

1. Use the following command to edit the configmap for Grafana:

kubect!| edit configmap common-framewor k- graf ana

2. Add the following block to the Grafana configmap:

grafana.ini: |
[ snt p]
enabl ed = true
host = sntp.gmail.com
user = <your enuil address>@nuil.com
password = <your password>

3. Use the following command to reload Grafana:

run kubect!l delete po <grafana pod name> to rel oad grafana
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