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SaaS Access

CloudCenter Suite SaaS Overview

1" On March 1st, 2021 the CloudCenter Saa$S platform will be completely decommissioned. For questions or comments, please contact
CloudCenter Suite Product Management.

CloudCenter Suite SaaSS is a managed, cloud-based service offered by Cisco that enables you to administer and control applications, costs and
workflows across multiple clouds from anywhere! Cisco provides ongoing management, maintenance and upgrades with end-to-end monitoring and our
world-class 24/7 customer support. Cisco is responsible for managing the availability, stability, and security, of both the platform and the lifecycle
management of the modules and their respective toolings.

North America

@ Be sure to use the regional URL that corresponds with your original CloudCenter Suite SaaS order. CloudCenter Suite SaasS trial accounts are
automatically provisioned in the North America region.

Status Page

® CloudCenter Suite Training
® Getting Started with CloudCenter Suite SaaS

® CloudCenter Suite SaaS General FAQ
® What is the CloudCenter Suite SaaS Global Infrastructure?
® How do | purchase CloudCenter Suite SaaS?
® How do | manage private clouds with CloudCenter Suite?
® CloudCenter Suite SaaS Trial Accounts FAQ
® What is the CloudCenter Suite SaaS 30-day trial?
® Does the CloudCenter Suite SaaS 30-day trial include any sample content or training content to help me get started?
® Once my CloudCenter Suite SaaS 30-day trial is complete, what are the next steps available?
® How can | get technical assistance?

CloudCenter Suite SaaS General FAQ

What is the CloudCenter Suite SaaS Global Infrastructure?

The CloudCenter Suite SaaS platform is a highly-available, scalable service designed to meet your needs for performance and data residency.
CloudCenter Suite SaaS is available in North America (US-East and US-West).

G) The CloudCenter Suite SaaS platform is available to customers in ALL geographic locations, regardless of physical presence. Expansion of
CloudCenter Suite SaaS platform to additional geographic regions is a roadmap item.

High Availability
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The CloudCenter Suite SaasS platform employs multiple layers of redundancy to ensure that the environment is available 24x7. Our ability to fail
over locally in seconds means you are unlikely to ever notice any downtime.

Disaster Recovery

Our built-in processes and workflows back up data for fast recovery times in the unlikely event of a local outage. We maintain comprehensive
Disaster Recovery sites worldwide in North America.

Support

Our experienced customer support engineering team is available 24x7 to deliver superior customer service across any geographic region, in
respective time zones, following the sun.

How do | purchase CloudCenter Suite SaaS?

CloudCenter Suite SaaS can be purchased through your Cisco Account Manager, or by contacting a Cisco sales representative.

Back to FAQs

How do | manage private clouds with CloudCenter Suite?

As displayed in the following image, CloudCenter Suite SaaS can manage private clouds and public clouds with established/limited connectivity using a

Cloud Remote. In order to facilitate communication, each Cloud Remote only requires an outbound network connection from the cloud environment. See Cl
oud Remote (Conditional) for additional details.

CCS Saas Managing Private Cloud

Enterprise Network

Private Cloud

external.
{eu.na}.cloudcenter. e

cisco.com =
CloudCenter 243 e Cloud Remote
Suite SaaS el

Firewall A A
5671,7789
Cloud Remote Ul - 443 -
Gua - 8443
Worker VMs

CloudCenter Suite SaaS Trial Accounts FAQ

What is the CloudCenter Suite SaaS 30-day trial?

The CloudCenter Suite SaaS 30-day trial is a "no-risk" opportunity from Cisco to explore and validate our integrated set of products for multicloud
application and workflow management. Come learn how CloudCenter Suite accelerates innovation and simplifies governance and policy management
across multiple clouds ... but with zero installation and maintenance!

Does the CloudCenter Suite SaaS 30-day trial include access to the entire product suite?

YES! Each CloudCenter Suite SaaS 30-day trial account is automatically setup with access to Suite Admin, Workload Manager, Action Orchestrator
and Cost Optimizer - meaning no wasted time getting started with CloudCenter Suite!

Does the CloudCenter Suite SaaS 30-day trial include access to public/private cloud providers?
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YES! Each CloudCenter Suite SaaS 30-day trial account is automatically setup with access to cloud regions from several popular public cloud
providers - Amazon Web Services, Google Cloud Platform and Microsoft Azure. CloudCenter Suite SaaS users are expected to provide their own
cloud accounts for connecting to each cloud environment. We currently do not support the ability to add any additional public or private clouds to
CloudCenter Suite SaasS trial accounts. If you require different/additional regions, please review the section covering technical assistance.

Does the CloudCenter Suite SaaS 30-day trial include any additional Cisco or 3rd-party ecosystem integrations?

YES! Assuming they are publicly accessible, each CloudCenter Suite SaaS 30-day trial account can integrate Action Orchestrator with any number
of Cisco or 3rd-party products. However, because CloudCenter Suite SaaS trial accounts do not support the ability to add private clouds, you will
not be able to validate ACI integration.

Back to FAQs

Does the CloudCenter Suite SaaS 30-day trial include any sample content or training content to help me get started?

Our goal is to enable developers to leverage numerous integrations across many Cisco products and other ecosystem solutions to build on the strength of
Cisco's ever-increasing investments in cloud technologies.

Sample Content

Each CloudCenter Suite SaaS 30-day trial account is created with a multitude of "out-of-the-box" content. We have imported several example
application profiles into Workload Manager, ranging from single-OS virtual machines to multi-tier applications. Action Orchestrator has been setup
with access to several Cisco-supported Git Repositories containing example workflows and atomic actions.

Training Materials

Once your CloudCenter Suite SaaS account is created, you should consider visiting our CloudCenter Suite Training Portal.

The goal of this content is to help you setup and operationalize Workload Manager, Action Orchestrator, Cost Optimizer and Suite Admin. There are
several types of training content offered, ranging from self-paced learning labs to instructor-led boot camps. In addition, Cisco Customer
Experience (CX) / Services have begun to develop and introduce Accelerators and QuickStart Programs to enable our customers and their
enterprises.

Pro-Tip: Get started with ... well, Getting Started with CloudCenter Suite SaaS!

Back to FAQs

Once my CloudCenter Suite SaaS 30-day trial is complete, what are the next steps available?
Each CloudCenter Suite SaaS 30-day trial account will be presented with a contact form near the end of the trial period. If you are ready to continue your
multicloud journey with a POC or in-depth product demo, please complete the contact form to reach a Cisco Representative. Our sales team will engage
with you as soon as possible! In the meantime, don't forget to keep your Cisco Account Team aware of your progress.

Can my CloudCenter Suite SaaS 30-day trial account be extended?

We are unable to provide extensions to CloudCenter Suite Saas trial accounts.

Can my content be saved and/or backup?

YES! CloudCenter Suite SaasS trial accounts are welcome to export application profiles and export workflows from Workload Manager and Action
Orchestrator.

Back to FAQs

How can | get technical assistance?
We are unable to provide one-on-one technical assistance to our CloudCenter Suite SaasS trial accounts at this time. However, we hope our rich, growing
library of content can help you navigate and succeed with CloudCenter Suite SaaS. Please visit the CloudCenter Suite Documentation site and our Trainin
g Portal to get started.

Why was my CloudCenter Suite SaaS 30-day trial request rejected?

In most cases, CloudCenter Suite Saas trial accounts are rejected for one of two reasons: the email address has previously been used to create a
trial account; or the email address belongs to a "non-business" domain. We apologize for any inconvenience this may cause.

How can | add/remove cloud regions to my trial account?
CloudCenter Suite SaasS trial accounts are limited to a subset of popular cloud regions across AWS, Azure and GCP. If you would like additional
regions be added to your trial account, please email support@cloudcenter.zendesk.com with your Trial ID and your requested regions. The same

process can be used to request the removal of regions. Our team will review your request and respond as quickly as possible!

Back to FAQs

Back to: CloudCenter Suite Home
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Self-Hosted Access

Suite Architecture

Overview

The Suite Architecture
Port Requirements
The Suite Admin

The Modules

The CloudCenter Suite is Cisco's hybrid cloud deployment platform. This platform takes a unique approach to install, configure, and maintain hybrid cloud
environments that are often encountered by Information Technology (IT) departments to adopt business agility and improve time-to-market solutions within
an enterprise. As a cloud-based organization, your enterprise can choose from multiple cloud (multicloud) providers depending on your location, policies,
permissions, security requirements, and governance regulations for both traditional and modern IT requirements.

The CloudCenter Suite provides a solution that is cloud agnostic, works with diverse workloads, provides cross-domain orchestration, supports cost-
optimization, and integrates easily in an agile world.

The CloudCenter Suite is made up of the following components:

Suite Installer — Installs the Suite Admin. See Suite Installer for additional details.

Suite Admin — Installs and launches a suite of modules. See The Suite Admin section below for additional details.

Modules — The Workload Manager, the Cost Optimizer, and the Action Orchestrator. See The Modules section below for additional details.
Core Runtime Platform and Kubernetes Infrastructure — A Kubernetes-based platform that allows you to launch each module on a new or
existing Kubernetes cluster.

The following image displays the Suite Admin architecture.

Suite Admin UI/API

Modules

o
O

Core Runtime Services

| -
o
£
@
I‘:
,_?) Middleware Backend Infrastructure

Kubernetes Infrastructure

s O

The following image identifies the ports that must be open for the CloudCenter Suite to function as designed.
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When you download and install the Suite Installer, the Suite Admin is already installed! You have the option to use the Suite Admin Ul to perform the
following tasks:

® |nstall additional, available modules based on the list available in the Dashboard.
® Upgrade the Suite Admin or other installed modules when a new version becomes available.

The Suite Admin facilitates the installation of the following modules:
®* Workload Manager:

® This module allows IT organizations to provide management for clouds (public/private/container), applications, VMs/pods, governance
policies with centralized visibility and permission control for enterprise environments.
® See Workload Manager for additional details.
® Action Orchestrator:

® This module allows IT organizations to use cross-domain orchestration to automate a process that has multiple, complex steps with a
specific order and implemented across different technical domains.
® See Action Orchestrator for additional details.
® Cost Optimizer:

® This module allows IT organizations to use cost optimization in a pay-per-use environment to avoid consumption that does not add
value.
® See Cost Optimizer for additional details.

Each module in the CloudCenter Suite is independent and allows access to additional gateways or endpoints so you can add on module-specific
components on supported clouds.

Cisco Cloud Management Documentation 2
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Release Notes

Release Notes for the CloudCenter Suite

® CloudCenter Suite 5.1 Release Notes
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CloudCenter Suite 5.1 Release Notes

CloudCenter Suite 5.1 Release Notes

Release Date

SaaS Release Cadence
Self-Hosted Release Cadence
Available Modules

Security

End of Life Notices
Documentation

Known Issues

CloudCenter Suite 5.1.0 Release Date: August 19, 2019
Updated:

®* November 5, 2019: Updated the Documentation section to list modified pages.
®* November 9, 2019: Updated the Self-Hosted Release Cadence section below.

CloudCenter Suite SaaS is a managed, cloud-based service offered by Cisco. Cisco provides ongoing management, maintenance, and upgrades with end-
to-end monitoring and 24/7 customer support. In addition, CloudCenter Suite SaaS offers a large number of pre-built, out-of-the-box integrations and
content to ensure that your getting started experience with CloudCenter Suite is seamless. The following aspects of your CloudCenter Suite experience is
handled by Cisco:

Preparing the infrastructure based on architectural considerations
Installing , Managing, and Upgrading CloudCenter Suite
Installing, Managing, and Upgrading Modules

Setting up the initial administrator

Managing the cluster

See SaaS Access for additional details

You can purchase CloudCenter Suite SaaS by contacting your Cisco Account Manager or a Cisco sales representative.

CloudCenter Suite Self-Hosted allows you to purchase, host, and install the software from Cisco so you can access and manage the entire solution from a
remote server or location that is located on your premises. You can choose to deploy CloudCenter Suite by yourself by installing it on-premises (VMware,
OpenStack, and so forth) or by using a cloud provider (AWS, GCP, and so forth) as well as use the CloudCenter Suite out-of-the-box integrations to create
a custom solution.

® Across modules, only releases within the same major/minor versions are supported with each other. For instance, Action Orchestrator 5.1.3 only
works with Workload Manager 5.1.2, but Action Orchestrator 5.1.3 with Workload Manager 5.0.1 is not supported.
* The CloudCenter Suite has a common installer at the major release level to install, upgrade, and integrate all modules included in the suite.
® The CloudCenter Suite installation corresponds directly to each major release, for instance CloudCenter Suite 5.1.
® The minor release version is CloudCenter Suite 5.1.0, which is available as installer files for ALL components for all supported clouds.
® CloudCenter Suite 5.1 includes multiple modules that are available through the Suite Installer and initiated by the Suite Admin.

® Each module can have access to additional gateways or endpoints that allow enterprises to add module-specific components.
® Each major release can have multiple minor releases at the module level.

® The Kubernetes cluster can be upgraded to CloudCenter Suite 5.1.0 from CloudCenter Suite 5.0.x.

® The backup and restore functionality is available in CloudCenter Suite 5.1.0.

® See Installer Overview or Suite Architecture for additional details.

You can purchase CloudCenter Suite Hosted by contacting your Cisco Account Manager or a Cisco sales representative or CloudCenter Suite Support
team.

The following modules are part of CloudCenter Suite 5.1:
Suite Admin 5.1
Workload Manager 5.1

Action Orchestrator 5.1
Cost Optimizer 5.1

L]
L]
L]
L]

The release notes for each module is available in the links listed above.

See Security Considerations for details.

See End of Support Notices for additional details.

The https://docs.cloudcenter.cisco.com website is the home of the following products:
® CloudCenter Suite 5.1 and later releases (includes documentation for all modules that are part of the CloudCenter Suite Suite, including the Workl

oad Manager, which is the new name for the legacy CloudCenter platform).
® The CloudCenter Platform 4.x releases (the legacy versions of the current Workload Manager).
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® You can access one of the releases listed above from the dropdown list in the left header bar as displayed in the following screenshot. From any
page, you can navigate to a release of choice by selecting the release from this dropdown list.

nhalv - CloudCenter Documentation +

Clsco

LINKS

CloudCenter Suite Home
vh.1

vh.0 [

CloudCenter Platform Home
va,10

v4.8.2/4.9
v4.8.0/4.8.1

® The site-wide search bar in the header is now moved to the reading pane to ensure easy access and visibility.

Welcome to CloudCenter Suite 5.1 Documentation
Search Documentation

¥ Action Orchestrator 5.1

CloudCenter Suite 3.1
Cost Optimizer 5.1
Install 5.1

Shared Content 5.1
Suite: Admin 5.1
Training
Workload Manager 5.1

® The following documentation change was implemented in CloudCenter Suite 5.1.0:
® SaaS Access (updated the overview details)

CloudCenter Suite 5.1.0 has no known issues.

Back to: CloudCenter Suite Home
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Browser Compatibility

Browser and Resolution Compatibility

® Browser Compatibility
® Resolution Requirements

For CloudCenter Suite 5.1, Cisco supports the browser versions listed in the following table.

Browser Version
Microsoft Version 42.17134.1.0
Edge
and HTML 17.17
Firefox Version 68.0 and 67.0
Chrome Version 75.0 and 74.0
Safari Version 12.1.1 and 12.1.2

* Internet Explorer is not supported.

Optimize your browser resolution by setting your monitor display to at least 1828 x 762 px to view the screen without scrolling.

Back to: CloudCenter Suite Home
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Support Information

Support Information

Documentation Website
Documentation Accessibility
OpenSource Version Matrix
End of Support Notices

Back to: CloudCenter Suite Home
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Documentation Website

Documentation Website

® Website Compatibility
* Website Navigation

For security and compliance reasons, CloudCenter Suite documentation (https://docs.cloudcenter.cisco.com) is accessible on browsers that support the
Transport Layer Security (TLS) 1.2 protocol defined in RFC 5246. See your browser documentation for compliance details.

The https://docs.cloudcenter.cisco.com website is the home of the following products:

* The CloudCenter Suite 5.0 and later releases (includes documentation for all modules that are part of the CloudCenter Suite, including the Worklo

ad Manager module).
®* The CloudCenter Platform 4.x releases (the older versions of the current Workload Manager module).

nleilie - CloudCenter Documentation ~

CISCO

LINKS
CloudCenter Suite Home
vB.1

v5.0
CloudCenter Platform Home
[ v4.10

v4.8.2/4.9
v4.8.0/4.8.1

You can access one of the releases listed above from the dropdown list in the left header bar as displayed in the following screenshot.

From any page, you can navigate to your release of choice by selecting the release from this dropdown list!

Back to: CloudCenter Suite Home
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Documentation Accessibility

Documentation Accessibility

® Overview
® Accessibility Features
® Keyboard Shortcuts
The information in this section applies to CloudCenter Suite Suite 5.1 releases.

For a list of accessibility features in CloudCenter Suite Suite 5.1, see Voluntary Product Accessibility Template (VPAT) on the Cisco website, or contact acc
essibility@cisco.com.

To expand the tree pane, follow this procedure:

1. Press the return key when the item is in focus.
2. Press the tab key to view the children for each item.

Back to: CloudCenter Suite Home

14

Cisco Cloud Management Documentation


http://docs.cloudcenter.cisco.com/cvim
http://www.cisco.com/web/about/responsibility/accessibility/legal_regulatory/vpats.html
mailto:accessibility@cisco.com
mailto:accessibility@cisco.com

Cisco CVIM Documentation

OpenSource Version Matrix
OpenSource Version Matrix

For a complete list of application versions for each module in the CloudCenter Suite, refer to the CloudCenter OpenSource documentation at software.
cisco.com for the appropriate CloudCenter Suite version.

See the following image for additional details on finding this file: software.cisco.com > CloudCenter > version > CloudCenter Suite OpenSource
documentation.

Software Download

Downloads Home / Cloud and Systems Management / Cloud Management / CloudCenter Suite / CloudCenter- 5.0(0)

C ) CloudCenter Suite
Release 5.0(0) Related Links and Documentation

A Notifications - No related links or documentation -

Latest Release v
5.0(0)
All Release ~ File Information Release Date Size
5 o The README describes the images required for installing 15-Feb-2019 0.00 MB + B .
CloudCenter Suite -
README_download_Cisco_CloudCenter-Suite-release-5.0.0
Jenkins Client Plugin 15-Feb-2019 11.74 MB + B .
ccs=JenkinsClient-5.0.0-20190215.hpi
Google CloudCenter Suite installer 15-Feb-2019 5093.43 MB + b .
ces-google-suiteinstaller-5.0.0-20190215.tar.gz o
Installers and artifacts needed to build Virtual Appliances using 15-Feb-2019 121.49 MB + B .
your operating system image
ces-installer-artifacts-5.0.0-20190215.tar
CloudCenter Suite OpenSource library documentation 15-Feb-2019 20.86 MB + B .

ccs-opensource-documentation-5.0.0-20190215.zip

Back to: CloudCenter Suite Home
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End of Support Notices

End-of-Sale and End-of-Life Announcements for Cisco CloudCenter Products

® Cisco CloudCenter Suite
® Cisco CloudCenter Suite (On-Prem / Self-Hosted)
® Suite Installer
® Suite Admin
® Workload Manager/Cost Optimizer
® Action Orchestrator
® Cisco CloudCenter Suite SaaS
® Cisco CloudCenter Platform (Legacy)
® Cisco CloudCenter Platform 4.10.x
® Cisco CloudCenter Platform 4.9.x and prior

1 This bulletin provides the consolidated information for all Cisco CloudCenter products and replaces previously provided information.

Cisco CloudCenter Suite releases are supported for up 18 months. However, Cisco reserves the right to change and defer support timelines as
required. The Last Date of Support (LDOS) marks the last date for customers to receive applicable service and support as entitled by active service
contracts for covered products. After this date, the service is no longer available.

Cisco CloudCenter Suite (On-Prem / Self-Hosted)

Suite Installer

CloudCenter Release Kubernetes Version CCP Tenant Image Release Date LDOS
Suite Installer 5.1.1 1.135 ccp-tenant-image-1.13.5.ova September 26, 2019 = March 26, 2021
Suite Installer 5.2.0 1.16.3 ccp-tenant-image-1.16.3-ubuntul8-6.1.0.ova = May 9, 2020 November 9, 2021
Suite Installer 5.2.3 1.16.3 ccp-tenant-image-1.16.3-ubuntul8-6.1.1.ova = October 13, 2020 April 13, 2022

Cisco announces the End-of-life and End-of-Support for Kubernetes clusters deployed by 5.0(x) Cisco CloudCenter Suite Installers. No patches or
maintenance releases will be provided. Support for modules running on older Kubernetes clusters will be best effort as determined by Cisco TAC.
Customers are always encouraged to use the latest Suite Installer to backup and restore their existing CloudCenter Suite application to a supported
Kubernetes cluster version.

Suite Admin
CloudCenter Release Release Date LDOS
Suite Admin 5.0 February 16, 2019 | August 16, 2020
Suite Admin 5.1 August 19, 2019 February 19, 2021
Suite Admin 5.2 May 9, 2020 November 9, 2021

Workload Manager/Cost Optimizer

CloudCenter Release Release Date LDOS
Workload Manager 5.0/Cost Optimizer 5.0 = February 16, 2019 August 16, 2020
Workload Manager 5.1/Cost Optimizer 5.1 = August 19, 2019 February 19, 2021
Workload Manager 5.2/Cost Optimizer 5.2 = March 31, 2020 September 30, 2021
Workload Manager 5.3/Cost Optimizer 5.3 = May 7, 2020 November 7, 2021
Workload Manager 5.4/Cost Optimizer 5.4 = July 30, 2020 January 30, 2022

Action Orchestrator

CloudCenter Release Release Date LDOS

Action Orchestrator 5.0 February 16, 2019 = August 16, 2020
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Action Orchestrator 5.1 August 19, 2019 February 19, 2021

Action Orchestrator 5.2 May 29, 2020 November 29, 2021

Cisco CloudCenter Suite SaaS

Cisco announces the end-of-sale and end-of-life dates for Cisco CloudCenter Suite SaaS. Customers with active service contracts will continue to
receive support from the Cisco Technical Assistance Center (TAC) as shown below. The following table describes the end-of-life milestones, definitions,
and dates for the affected product(s).

End-of-Life Milestones

Milestone Definition Date
End-of-Life The date the document that announces the end-of-sale and end-of-life of a product is distributed to the general November
Announcement Date public. 6, 2020
Last Date of Support = The last date to receive applicable service and support as entitled by active service contracts for covered TBD
(LDOS) products. After this date, the service is no longer available. Target -

Feb 2021

For additional information please review Cisco's End-of-Life Policy and the End-of-Life and End-of-Sale Notices for CloudCenter Suite.

Cisco CloudCenter Platform 4.10.x
Cisco announces the end-of-sale and end-of-life dates for the Cisco CloudCenter Platform (Legacy/4.x). The last day to order the affected product(s) is

May 7, 2021. Customers with active service contracts will continue to receive support from the Cisco Technical Assistance Center (TAC) as shown
below. The following table describes the end-of-life milestones, definitions, and dates for the affected product(s).

End-of-Life Milestones

Milestone Definition Date
End-of-Life The date the document that announces the end-of-sale and end-of-life of a product is distributed to the general November
Announcement Date public. 6, 2020
End-of-Sale Date The last date to order the product through Cisco point-of-sale mechanisms. The product is no longer for sale after = May 7,

this date. 2021
Last Date of Support = The last date to receive applicable service and support as entitled by active service contracts for covered May 7,
(LDOS) products. After this date, the service is no longer available. 2024

For additional information please review Cisco's End-of-Life Policy and the End-of-Life and End-of-Sale Notices for CloudCenter Platform (Legacy).

Cisco CloudCenter Platform 4.9.x and prior

Cisco announces the End-of-life and End-of-Support for versions of Cisco CloudCenter Platform 4.9.1 and earlier. Software maintenance support for all
versions listed above ended on October 31, 2020. No patches or maintenance releases will be provided. Customers are encouraged to migrate to Cisco
CloudCenter Platform 4.10.0.10 or to Cisco CloudCenter Suite 5.2.3 or later.

Back to: CloudCenter Suite Home
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Security Considerations

Security Considerations

Overview

Product Overview
CloudCenter Suite Architecture
User Authentication

Cloud Authentication

REST API Calls

Ul Authentication

Module Security

Role-Based Access Control

This section provides design specification details related to the security of the CloudCenter Suite.

This section DOES NOT provide on operational policies such as key rotation, incident management and business continuity policies are not covered in this
document.

CloudCenter Suite is an enterprise-class solution that offers a secure, scalable, extendable, and multi-tenant solution that can scale to meet the needs of
the most demanding IT organizations and cloud service providers.

CloudCenter Suite uses various types of metadata, authentication information (such as customer credentials and keys), cloud usage metrics, and users
associated with cloud applications to deploy and manage applications on cloud infrastructures.

The CloudCenter Suite does not store customer application data (data that is created, used, or managed by the user’s cloud applications).

® Customer application data is only stored on customer premises or on cloud infrastructures.
® Customer application data is not stored or accessed by CloudCenter Suite at any point.

CloudCenter Suite provides end-to-end security with:

A comprehensive key management mechanism

Full application and application tier network isolation (micro-segmentation)
Data encryption for data both in transit and at rest

User identity management and authentication control

User, application, and object-level access control

The CloudCenter Suite architecture is deployed as a distributed architecture and is composed of several key architectural components as described in The
CloudCenter Suite Architecture.

CloudCenter Suite supports user password, hash-based authentication, and SAML 2.0-based Single Sign-On (SSO) authentication. CloudCenter Suite
also provides authentication for REST API endpoint access.

CloudCenter Suite authenticates users through a unique username and password. The password is not stored in clear-text, but is converted using a
secure one-way hash algorithm (SHA256) with a random salt. If different users use the same password, this will not result in the same password hash.
This hash code is generated and stored when the user creates the password for the first time or changes the password at a later time. Upon login, the
hash code is regenerated using the specified password and matched against the stored hash code to authenticate the user. Since this is a one-way hash
algorithm, no Cisco employee or third-parties can discover the user password. The password is neither reverse recoverable, nor subject to brute force
dictionary attack.

CloudCenter Suite leverages SAML (2.0) to integrate with customer identity platforms such as Active Directory (AD) and LDAP. For SAML-based SSO
authentication, the user directory, password, and authentication mechanism are controlled by the customer. Customers may further choose to enable multi-
factor authentication on their user login page through well-known identity provider platforms such as ADFS, Ping Identity, Okta, and so forth. The
CloudCenter Suite only uses the user’'s email address as the user identity in SSO mode. Customers can configure unique SAML Identity Providers (IdP)
properties on a per tenant basis. The CloudCenter Suite tenant admin can optionally set additional mapping rules to automatically sync user groups and
user group membership based on custom properties provide by IdP

The CloudCenter Suite authenticates to public, private, and hybrid clouds using cloud account credentials provided to CloudCenter Suite when a user
configures cloud environments. These cloud account credentials are stored securely in the CloudCenter Suite database using AES-256 encryption.

Configuring and registering clouds and cloud accounts in CloudCenter Suite is limited to CloudCenter Suite administrators. The CloudCenter Suite
administrator can decide if additional tenant administrators and end-users can configure their own cloud account information. See Initial Administrator
Setup for details.

@ Cisco provides CSRF protection for all API calls. See CSRF Token Protection for additional details.

Access to the REST API interface is limited to configured user accounts. To authenticate API requests, all CloudCenter Suite REST APIs require basic
authentication using an API key as the password. For example:
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curl -H "Accept:application/json" -H "Content-Type: application/json" -u <user_account Nunber >: <api _key> - X GET
https:// <HOST>: <PORT>/ api / v1/ sui te-i dml current User/ user | nfo

In addition to the user's accountNumber.apikey combination, all CloudCenter Suite REST APIs can also accept the JSON Web Token (JWT). For example:

curl -H "Accept:application/json" -H "Content-Type: application/json" -H "Authorization: Bearer <JW>" -X GET
https:// <HOST>: <PORT>/ api / v1/ sui te-i dnmf current User/ user | nfo

A REST API key is a 36-character, randomly generated, case-sensitive, hexadecimal UUID string. This key, combined with the user’s unique Account
Number (accountNumber), is used for REST API authentication. During authentication, the REST API key specified in the HTTPS request is matched with
the REST API key stored in the CloudCenter Suite database. This prevents the user from revealing the real user password in any automation script, and
also allows REST API authentication to work with either user/password hash-based or SAML SSO-based authentication.

To provide data security, all REST API requests must be issued over a secure, encrypted, HTTPS connection.

The REST API key for each user is stored securely in CloudCenter Suite database using SHA256 one-way hash. The API Key section provides additional
details about secure key storage and key operations. See Suite Admin API for details on CloudCenter Suite REST APIs and how to use them.

All users can generate their own API keys — the Suite Admin has no control over this function.

The CloudCenter Suite Ul requires user authentication. Each authenticated user will have a unique Session ID to track activities and a JWT to ensure API
access. The JWT expires in 15 minutes and the Ul auto-refreshes the JWT token if it detects the user actively using the UI. If the user is logged off or if the
user is disabled or deleted, the user's active JWT is no longer valid.

The CloudCenter Suite connects to a Cisco hosted Helm repository and a Docker registry to check for available modules and updates. These repositories
are fully compliant with export control and requires authentication for each user connecting to the repository. All CloudCenter Suite module are packaged
as Helm Chart and Docker images. The Helm Chart refers to Docker images via the image's SHA256 hash. The Helm Chart itself is signed and verified by
the CloudCenter Suite upon installation or upgrade. This way the integrity of the Helm Chart and Docker images are guaranteed.

The CloudCenter Suite offers granular control of access to each CloudCenter Suite resource through role-based, module-level access control. Access to
resources like services, clouds, application profiles, deployment environments, and other CloudCenter Suite resources can be managed based on roles
associated with users or user groups. See Understand Roles for details.

Back to: CloudCenter Suite Home
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Module Versions

Module Versions

® Suite Admin Versions
® Workload Manager Versions
® Action Orchestrator Versions
® Cost Optimizer Home
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Suite Installer 5.1 Home

Self-Hosted 5.1 Documentation

Cisco released Suite Admin releases as follows:

® Suite Admin 5.1.0 released on August 19, 2019
® Suite Admin 5.1.1 released on September 26, 2019
® Suite Admin 5.1.2 released on November 25, 2019

Search

Suite Installer 5.2 Home
updated Jan 28, 2021
view change

Backup Approach
updated Jan 12, 2021
view change

Private Cloud

updated Dec 05, 2020
view change
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Suite Architecture
Suite Architecture

QOverview

The Suite Architecture
Port Requirements
The Suite Admin

The Modules

The CloudCenter Suite is Cisco's hybrid cloud deployment platform. This platform takes a unique approach to install, configure, and maintain hybrid cloud
environments that are often encountered by Information Technology (IT) departments to adopt business agility and improve time-to-market solutions within
an enterprise. As a cloud-based organization, your enterprise can choose from multiple cloud (multicloud) providers depending on your location, policies,
permissions, security requirements, and governance regulations for both traditional and modern IT requirements.

The CloudCenter Suite provides a solution that is cloud agnostic, works with diverse workloads, provides cross-domain orchestration, supports cost-
optimization, and integrates easily in an agile world.

The CloudCenter Suite is made up of the following components:

Suite Installer — Installs the Suite Admin. See Suite Installer for additional details.

Suite Admin — Installs and launches a suite of modules. See The Suite Admin section below for additional details.

Modules — The Workload Manager, the Cost Optimizer, and the Action Orchestrator. See The Modules section below for additional details.
Core Runtime Platform and Kubernetes Infrastructure — A Kubernetes-based platform that allows you to launch each module on a new or
existing Kubernetes cluster.

The following image displays the Suite Admin architecture.

Suite Admin UIfAPI

Core Runtime Services

| -
Q
=
Q
a=
03) Middleware Backend Infrastructure

Kubernetes Infrastructure

wsH O

The following image identifies the ports that must be open for the CloudCenter Suite to function as designed.
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When you download and install the Suite Installer, the Suite Admin is already installed! You have the option to use the Suite Admin Ul to perform the
following tasks:

® |nstall additional, available modules based on the list available in the Dashboard.
® Upgrade the Suite Admin or other installed modules when a new version becomes available.

The Suite Admin facilitates the installation of the following modules:
®* Workload Manager:

® This module allows IT organizations to provide management for clouds (public/private/container), applications, VMs/pods, governance
policies with centralized visibility and permission control for enterprise environments.
® See Workload Manager for additional details.
® Action Orchestrator:

® This module allows IT organizations to use cross-domain orchestration to automate a process that has multiple, complex steps with a
specific order and implemented across different technical domains.
® See Action Orchestrator for additional details.
® Cost Optimizer:

® This module allows IT organizations to use cost optimization in a pay-per-use environment to avoid consumption that does not add
value.
® See Cost Optimizer for additional details.

Each module in the CloudCenter Suite is independent and allows access to additional gateways or endpoints so you can add on module-specific
components on supported clouds.
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Self-Hosted Installation
Self-Hosted Installation

Installer Overview

Installer Virtual Appliances
Prepare Infrastructure

New Cluster Installation
Existing Cluster Installation
Upgrade Kubernetes Cluster
Offline Repository

Backup and Restore
Troubleshooting
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Installer Overview

Installer Overview

® Overview
® Supported Clouds
® Installer Appliance Download Location

The CloudCenter Suite provides a new way to install, configure, and maintain multiple modules that jointly make up the suite. The CloudCenter Suite has a
common installer to install, upgrade, and integrate all modules included in the suite.

You can install the CloudCenter Suite by using installer appliance images provided by Cisco. As part of the installation process, the CloudCenter Suite
installs the Suite Admin. Once authenticated, each user can access the CloudCenter Suite using valid credentials created by the Suite Administrator.

@ Installers are already incorporated in the CloudCenter Suite Saas offer, see SaaS Access for additional details.

Cisco supports the corresponding Kubernetes engine (or managed services) for the following public clouds for the CloudCenter Suite:
® Amazon Elastic Container Service for Kubernetes (Amazon EKS)
® Google Kubernetes Engine (GKE)
® Azure Kubernetes Service (AKS)

Cisco supports the following private clouds for the CloudCenter Suite:
® VMware vSphere
® OpenStack

@ All supported clouds are visible and enabled for private cloud installers.

Only public clouds are visible and enabled for public cloud installers.

This includes both the functionality and the CloudCenter Suite Ul.

Major releases include installer appliances for the following components and cloud providers.
You can download these files from software.cisco.com.

The Virtual Appliance Overview section provides more details on these files.
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Installer Virtual Appliances

Installer Virtual Appliances

Virtual Appliance Overview
Amazon Appliance Setup

Azure Appliance Setup

GCP Appliance Setup

OpenStack Appliance Setup
VMware vSphere Appliance Setup
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Virtual Appliance Overview

Virtual Appliance Overview

® Virtual Appliance Overview

® General Virtual Appliance Approach
® Cloud-Specific Setup

The only way to install the CloudCenter Suite is to use the virtual appliance Installer method. Cisco builds these appliances on CentOS 7.x base images.

@ Installers are already incorporated in the CloudCenter Suite SaaS offer, see SaaS Access for additional details.

To prepare infrastructure for the appliance approach, follow this process.

Cloud

AWS

Azure

GCP

OpenSt
ack

Image Type

Shared image
(AMI)

Downloaded
Virtual
Appliance

(VHD from the
ZIP folder)

Shared image

Downloaded
Virtual
Appliance
(QCow2)

. Review and ensure that you have met the requirements to Prepare Infrastructure before installing the CloudCenter Suite.
. Review the list of Supported Suite Installers to verify the supported Virtual Appliances.

Navigate to software.cisco.com to download virtual appliances for each supported cloud.

. Follow directions as specified in the table below to obtain and import each image.

Description
Obtain launch permissions for the AWS account. Refer to the AWS documentation for additional context.

Request image sharing for the AWS account by opening a CloudCenter Support case (https://mycase.cloudapps.
cisco.com/case or http://www.cisco.com/c/en/us/support/index.html). In your request, specify the following details:

. Your AWS account number

. Your CloudCenter Suite version

. Your Customer ID (CID)

Your customer name

. Specify if your setup is in production or for a POC
. You Contact Email address

w0 o0 OT®

Create a new Azure image using the provided VHD file provided by Cisco and launch a VM using that image.
Refer to the Azure documentation for additional context.

Create a new GCP image using the provided VHD provided by Cisco and launch a VM using that image. Refer to
the GCP documentation for additional context

Import the QCOW?2 image file using the OpenStack client. Refer to the OpenStack Documentation for additional
context.
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VMware | Downloaded Follow this procedure:
vSphere | Virtual
Appliance a. Download the OVA image.
(OVA) b. Import the OVA to your vSphere environment by using the vSphere client

i. When you import the OVA as a VM, ensure that it is powered off on vSphere.
ii. If your environment requires a static IP, use a VMware Customization Spec to manually configure the
static IP for the installer VM.

c. A default password is required to ensure access to the VM using the console (in case the SSH has issues).

@ If you provide a default password or public-key, be aware of the following requirements:

® The login user is the cloud-user.

® |f you configure a default password or public key in the VM, you must also configure the
default instance ID and hostname fields as they are dependent and required fields.

® Use this password to access the VM via vSphere console.

® You cannot use this password to SSH into the launched VMs.

d. Select the required Network for the interface to be connected.
e. Convert the VM to a template.

1 You must convert the VM to template and then create a VM from this template, so that the
template can be used when installing a VMware data center. If you do not provide the template
name when installing a VMware data center, your installation will fail.

f. Select the template created in the previous step and clone to Virtual Machine, to launch the installer VM.
This template will also be used as the value for the vSphere Template Name cloud setting, in the installer Ul.

g. After the VM is created from the template, power it on. To access the Ul, go to the newly created VM IP
using HTTPS protocol in a supported browser (see Browser Compatibility).

5. Launch the installer instance using the image.

1 The per-cloud setup procedures are only listed below to serve as sample setup scenarios.

Amazon Appliance Setup

GCP Appliance Setup

Azure Appliance Setup
OpenStack Appliance Setup
VMware vSphere Appliance Setup
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Amazon Appliance Setup

Amazon Appliance Setup

To setup infrastructure for Amazon, follow this process.
1. Request image sharing for the AWS account by opening a CloudCenter Support case. In your request, specify the following details:

. Your AWS account number

. Your CloudCenter Suite version

. Your Customer ID (CID)

. Your customer name

. Specify if your setup is in production or for a POC

. Your Contact Email

2. After you open a case, your support case is updated with the share AMI IDs. Proceed to the next step only after your support case is
updated with the AMI IDs.

3. Navigate to the EC2 dashboard and search for the AMI ID name provided in the CloudCenter Support case (from Step 2 above)

4. Launch the EC2 instance using the AMI.

-~ D o0 TY®

a. Navigate to the EC2 dashboard (the following screenshot displays a sample EC2 dashboard).

Step 1

Ghoase an Amazon Machine Imags (AMI)

s In FWS Markatpiace

b. Create EC2 instance in desired Region, VPC, subnet.

i. Choose an Instance Type.
ii. Configure the instance details for your environment.
iii. Review the instance launch details.
iv. Select an existing key-pair or create a new pair as required.
v. Create a security group with Ports 443, 80 (and optionally, 22) to be open.
vi. Launch the instance with the security group and key pair created in the previous two steps.
vii. Access the installer using the IP of the launched instance via HTTPS from your favorite browser.
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Azure Appliance Setup
Azure Appliance Setup

To setup infrastructure for Azure clouds, follow this process.

1. Upload the Cisco-provided VHD to the desired Azure Storage account/Region. See https://www.ibm.com/support/knowledgecenter/en
/SSPREK_9.0.6/com.ibm.isam.doc/admin/task/tsk_upload_vhd_azure.html for detailed instructions.

@ You must use the Azure CLI to perform this upload.

2. Click Add to create a Linux image from the uploaded VHD file as displayed in the following screenshot.
__..-L—*‘ Search re: services and

Images

pefault

|+Add @ AssionTags  BS Columns L) Refresh

Subscriptions: MSDN Platforms

[ Filter by name... | All resource groups w
1 items
[ ] wame SOURCE VIRTUAL MA.... OS5 TYPE
£ testimageCCO481 - Linux

3. Select the disk name that you created in Step 2. The following screenshot displays a disk name called CCO4100UploadedVHD.vhd.

ccodB

; Upload U Refresh

y Location: ccodBl
App Services

,': )] Search blobs by prefix (case-sensitive)

App registrations
NAME

Virtual machines (classi...
Cco4a81UploadedVHD.vhd

Virtual machines

- SQL databases

4. Click Create VM to spin up a VM using the created image from Azure console as displayed in the following screenshot.

nageCCO481

+ Add @ Assig - =+ More | O |search (ctri+s) | + Create VM || =» Move [0 Delete

Subscriptions: MSDN Platforms

. Overview NAME
Filter by name... testimageCCO481
. n Activity log
1items SOURCE VIRTUAL MACHINE
NAME i Access control (IAM)
testimageCCO481 oo & Tags 0S DISK
OSTYPE SOURCE BLOB URI

You have now setup the installer for an Azure cloud.
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GCP Appliance Setup
GCP Appliance Setup

QOverview

Cloud Storage Bucket
Create the Image
Create the Instance

Setting up the GCP appliance, is a multi-step process:
® Address the prerequisite permissions
® Create a storage bucket using the tar.gz file provided by Cisco
® Create the image
® Create the instance
To upload Cisco's tar.gz file to the GCP bucket, follow this process.

1. Open the Cloud Storage browser in the Google Cloud Platform Console as displayed in the following screenshot.

e \ Fiter by prefi. Colurns =

B8 Storage Browser @ CREATEBUCKET (3 REFRESH SHOVI INFD PRNEL
L

Trangfer B

2. Click Create bucket and complete the required information for your environment. The following screenshot provides a sample setup.

boogle Cloud Platform cligrimages Q,
itorage &  Create a bucket
rowser Name

Must be unique across Cloud Storage. If you're serving website content, enter the website
domasn as the name.

ransfer

[ releseesacal
ransfer Appliance

Default storage class

Dbjects added 1o this bucket are assigned the selected storage class by default. An
ettings object's storage class and bucket location affect its geo-redundancy, availability, and

costs. You ean se1 storage classes for individual shjects in gsutil. Leam mate
) Nearline and Coldline data in mulii-regional locations is now Dismizs
stored geo-redundantly. Mew locations nam4 and eurd (available

in beta) enable codocation of compute and storage far high
perfonmance with geo-redundancy. Leam more

& Multi-Regional
Regional
Mearline
Coldline

Location
United States b

Compare storage classes

Storage cost Retrieval cost  Class A operations Class B operations
$0.026 per GB-month ~ Free $0.005 per 1,000 0ps  $0.0004 per 1,000 ops

Show advanced settings

12

Cisco Cloud Management Documentation


http://docs.cloudcenter.cisco.com/cvim
https://cloud.google.com/storage/docs/key-terms#buckets

Cisco CVIM Documentation

3. Upload the the tar.gz file provided by Cisco by dragging and dropping the file to the main pane as visible in the following screenshot or by clicking

Upload.

ple Cloud Platform  $s cligimages ~

ge «  Bucket details # EDIT BUCKET (3 REFRESH BUCKET
relesaeSgep

- Objects  Cveniew  PEmiasCns  BuckelLock

o Agpliancs. [
Upioad files || Upload folder | Goate foldes  anage focs
=

9, Finer oy guefic...

Buckeis f rulesneloep

Thare 504 0 v objects i 1 bsckan, 1 you hiv ckiict virsian g anabisc, 1 bkl may Cantain atchivad i Fouean Fat archi i the AP,

Upload 0 of 1 compluta m

Orop ‘cos-google suiteinstaller-cloudcenter 5.0.0.tar.. ~ ™ x

orusethe

‘oud, Boaale, oy storane authuser sOBarakectacliarimeass

Uploading the file might take some time based on your network speed.
4. After the upload is complete, use the same bucket to create the image as described in the next section.

To create an image, follow this process.

1. Login to Google Cloud Platform.
2. Create a Service Account with the following permissions:

a. Kubernetes Engine (Admin)
b. Compute Engine (Admin)
c. Service Account (User)
. Select Compute Engine.
. Click on Images.
. Click on Create Image as displayed in the following screenshot.

s~ w

Google Cloud Platform s cligrimages «

EIE]E Compute Engine Images [+] CREATE IMAGE
B VMinstances
= Filter images
&  Instance groups
[E] Instance templates
< Pravious 1 2 Next >»
B  Soletenant nodes
Name
B  Disks & ccs-installer-890
Snapshots & cloudcenter-google-cco-centos7-release

& cloudcenter-google-postgres-centos7-re
[ Images
i clandeantarnanalarabhitocantas T ralas
6. Provide a Name for the new instance, select Cloud Storage File as the Source, browse and select the image file from the cloud storage bucket (
uploaded in Step 2 above) for your environment and click Create to create an image as displayed in the following screenshot.
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Google Cloud Platform

[ )
e

Compute Engine

VM instances

Instance groups
Instance templates

Sole tenant nodes

Disks

Snapshots

Images

TPUs

Committed use discounts
Metadata

Health checks

Zones

Network endpoint groups
Operations

Security scans

Settings

& Create an image

Hame
cloudcentersuite-yl |

Family

Description |

Labels

+ Add label

Encryption
Data is encrypied auiomatically. Select an encrypiion key management solution
® Google-managed key

Mo configuration required

Customes-managed key

Manage via Googhe Cloud Key Management Service

Customer-supplied key

Manage culside of Google Cloud

Source

Cloud Storage file -

Cloud Storage file
Your image sos

& must use the targe extension and the file inside the archive miust be
named disk raw Leam more

B bucket/foider/file Browsa

You will be billed for this image. Computs Engine pricing [

7. Select the bucket where you uploaded the Cisco provided tar.gz file as displayed in the following screenshot.

Google Cloud Platform

o cligrimages

1. Navigate to the GCP > Compute Engine > VM Instances section and click Create an Instance as displayed in the following screenshot.

Compute Engine

VM instances
Instance groups
Instance templates
Sole tenant nodes
Disks

Snapshots

Images

TPUs

& Images

# EDIT W DELETE [ CREATE INSTANCE

suite-950

Labels
None

Creation time
Dec 15, 2018, 4:27:39 AM

Encryption type
Google managed

Equivalent REST
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Google Cloud Platform

& Create an instance

Ta create a VM instance, select ane of the apticns: !'""
Instance-1
MNew VM instance . Raglon Lonn
Craate a single Vi instance from seratch us-wezt1 (Oregan) " LonilLin "
Mackine 1ype
CAESLOMITE b SEbC COMES, MEMmary and GPUE
Wew WM instance from template
Create a singbe Vi instance frem 1 vCPU - 3.75GB memoey Customize
an existing Lemalate
Cantalisr
1&- Marketplace Deploy & comMaines image io this VM Instance. Learn mare
- o ok =
Daeploy o ready-to-go solution antc E oot disk
& ¥M instance

b Mew 20 GB standard persistent disk

Irmage

Suite-950 Change

Idantity and APl accass

Sarvice sceount
Compute Engine default service account =

ACOREA ACOPES

& Allow defaull access
Allow Tull aceess Lo all Claud APl
el access lof eath AP

Fineacall

Ak tags and firgwal| rubes to allow spec fic netaoek trafc fram the Inbemes
Allaw HTTP traffic
Allaw HTTPS traffic

Managernent, security, disks, netwarking, sole tenancy

Wou will be billad for this instance, Compute Engine pricing 07

2. Select appropriate values for the new instance and click Create.

® Check the button to Allow HTTP or HTTPS access
® Change ports should list 443, 5671

3. Once the instance is created use the assigned public IP for this instance to access the suite installer Ul.

You have now setup the installer for an GCP cloud.
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OpenStack Appliance Setup
OpenStack Appliance Setup

To setup infrastructure for OpenStack clouds, follow this process.

@ The exact VM size really depends on the instance type configuration in your environment! See Prepare Infrastructure > Resource Requirements
for CloudCenter Suite Modules for additional details.

1. Download the CloudCenter Suite QCOW?2 file to your local machine.
2. Login into your OpenStack datacenter to perform this task.

. Click Images.

. Click the Create Image button.

. Enter a valid name.

. Click the File Browse button.

. Select the QCOW?2 file stored in your local machine as displayed in the following screenshot.

©TOo 0T

= Biv M Searching “This Mac” & Q,1.978.qcow2 &
Search: “Downloads” [save ) [+
Earligr

suite-v0.0.978.qgcow2

Cancel

Format”

am

Image Requirements
Kernel Ramdisk

Choose an image Choose an image

Architecture Minimum Disk (GB) Minimum RAM (MB)
0 0

< Back Next > + Create Image

3. In the Format dropdown, select QCOW2.
4. To share this image with other users, select Public in the Image Sharing Visibility field.
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5. Click Next and then click the Create Image button as displayed in the following screenshot.

Create Image
Metadata Specify an image to upload 1o the Image Service.
Image Name~ image Description
installerd85

Image Source
Source Type
File

File"
suite-v0.0.978.qcow2

Format”
QCOW2 - QEMU Emulator H

Image Requirements

Kernel Ramdisk
Choose an image & Cheose an image $
Aschitecture Minimum Disk (GB) Minimum RAM [MB)
o o
Image Sharing
Visibility Protected
Public Private Yas No

== [

1 The image import will take some time depending on the network speed. During this time, do not close the browser/application/tab.

6. Create the instance for each component using the imported images:

® Follow the standard OpenStack procedure to create the instance from an image.
® Create the security group(s) with Port 80 and 443 (optionally 22 if you need SSH access) open for Ingress and Outbound communication.
® You may need to assign floating IP to your VM after you create the VM is created.
7. Select a new or existing key pair to log into each instance — if multiple key pairs are available, you must select one to be used for the CloudCenter
instance as displayed in the following screenshot.

(D If you do not select a key pair, you will not be able to log into the component VM!

Import Key Pair

Key Pairs are how you login to your instance after it is launched. Choose a key pair name you will recognize and paste
your SSH public key into the space provided.

Key Pair Name

[cliqrﬁuser—keyj

Public Key *

ssh-rsa
AAAAB3NzaC1yc2EAAAADAQABAAABAQC4x83DDQBAWTSD54aQrKdUHQNaakudda

29gucsWNgAtNoD12ua0YpMeBX020QWILAZ6g7/GkrijSFOiH2BfeYIAScB8aAOP7DngcYl
HJIDYDjFqrCiLovZqQ76.J

% Cancel
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You have now setup the installer for an OpenStack cloud.
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VMware vSphere Appliance Setup
VMware vSphere Appliance Setup

To setup infrastructure using CloudCenter appliances for VMware vSphere clouds, follow this process.
1. Configure Network Time Protocol (NTP) on the VMware ESXi hosts — this is important as the CloudCenter Suite installation can fail, if

NTP is not configured or if it is wrongly configured.
See https://kb.vmware.com/s/article/57147?lang=en_US for additional details.

@ Note the value that you enter in this field for later use. You will need to enter the same values for the NTP Servers or NTP Pools fields
in the Placement Properties page (see VMware vSphere Installation > Advanced Installation Process > Step 6).
Identical NTP values are required to ensure that the NTP communication between the installer and CloudCenter Suite master/worker
VMs are in sync so the certificates generated by the installer for CloudCenter Suite are also in sync.

2. Download the OVA image file from software.cisco.com to your local machine.

@ The installer appliance has/requires a minimum resource requirement of 4 vCPUs and 75 GB storage (root disk).

3. Log into the VMware Datacenter console and click on the VMs and Templates section.
4. Deploy an OVA template (right-click and select Deploy OVA Template option).

a. If DHCP is installed, follow these steps.
Follow these steps ONLY if DHCP /s installed.

i. Click the Local file option, click Browse to provide the location for the downloaded OVA file, ensure the file is selected,
and then click Next as displayed in the following screenshot.

r"'pl Deploy OVF Template 2

WY1 Select template Select template

Select an OVF template.
2 Select name and location

3 Select a resource Enter a URL to downioad and install the OVF package from the Internet, or browse to a location accessible from your computer, such
as a local hard drive, a nelwork share, or a COYDVD drive.

4 Review details
5 Select storage URL
6 Ready to complete -]
=) Local file
Browse... | 1file(s) selected, click Next to vaidate

A Use multiple selection to select all the files associated with an OVF template (.ovf, wvmdk, elc.)

| Next Cancal I
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ii. Provide a suitable name and select the target folder where you need to create the Template as displayed in the following

screenshot.
“1 Deploy OVF Template ©
V1 Select template Select name and location
Enter a name for the OVF and select a deployment location.
2 Select name and location
3 Select a resource Name (suite-v0.0.985demo1

4 Review details .
Filter | Browse
5 Select storage :
Select a datacenter or folder.
6 Ready to complete
» [JImages

» [Jinfra-DND
» [Jiunk
» EIPR "

» [l VC-DONT-USE

Back Next Cancel
iii. Select a suitable host and cluster as displayed in the following screenshot.
¥4 Deploy OVF Template (2 »
1 Select template Select a resource
Select where to run the deployed template.
+ 2 Select name and location
3 Sobctameource [N g—
IR Nata Select a host or cluster or resource pool or vapp.
5 Select storage
~ [[goct .
6 Ready to complete » C]delete
» [J) Ment-DONT-USE
~[J Sustaining
[, 10.13.2.168
[ 10.13.2477
[ 10.13.2.181
[ 10.13.2.182
[, 10.13.2.184
. 10.13.2.185
Back Next 5 Cancel
iv. Review the details as displayed in the following screenshot.
“4 Deploy OVF Template 2 n
+ 1 Select template Review detalls
Verify the template details.

+ 2 Select name and location

v 3 Select a resource Product CPSG Base Image

4 Roview detalls Publisher @ cisco.com (Trusted certificate)
5 Select storage Download size 4.9 GB
6 Select networks Size on disk ;:é:?“(:hl\‘n F’v‘”;"m:ﬂ))
7 Customize template Gk provisione

8 Ready to complete

v. Select the storage location as displayed in the following screenshots.

Use Thin Provision as the storage format so it has the flexibility to optimize the storage location. The following
screenshots displays views from two different datacenters to provide a point of context.
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Select storage
Select the datastare in which to st % - - :
_ Same format as source
Thick Provision Lazy Zerced
Thick Provision Eager Zeroed nfigure per disk C‘
Select virtual disk format;

WM Storage Policy:

Keep existing VM storage policies -
Marme Capacity Provisioned Free Li

4 Storage Compatibility: Compatible

] datastore26-1 726 T 3706 GB 700 TE

Compatibility

W Compatibility checks succeeded.

Select storage
Select the datastore in which to store the configuration and disk files

Select virual disk format: | Thin Provision | -]

VM storage policy: Same format as source

) Thick Provision Lazy Zeroed o .
The following datastores o - you selected. Select the destination datastore for the virtual
RECEE NN . Thick Provision Eager Zeroed

Thin Provision

Name Frea Type Cluster

E hx-scale 128 TB 1424 TB 121.89TB NFS v3

B3 SpringpathDS-WZP223202DA 216 GB 9.89 GB 206.11 GB VMFS 5

] v
Compatibility

( Back 1Nl Next ] Finish ( Cancel \_
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vi. Select a destination network as displayed in the following screenshot.

¥4 Deploy OVF Template 2)
1 Select template Select networks.
Select a destination network for each source network.

+" 2 Select name and location
S RIIEINTIIED Source Network Destination Network
+ 4 Review details mgmt VM Network b
5 Select storage

6 Select networks

7 Customize template

& Ready to complete

IP Allocation Settings

IP protocol: 1Pv4 IP allocation: Static - Manual @

Back Next Cancel

vii. Enter the information identified below in the Customize vApp Properties page displayed in the following screenshot.

©

Do not customize your setup credentials at this point or any other point during the installation. You can do so
after you complete the installation process.

Customize vApp properties
Edit the vApp properties

© Al properties have valid values
~ Uncategorized
Encoded user-data

55H public keys

Default user's password

A unique 1D for this VM
instance

Hostname

URL to seed instance data

from

1.
2.
3.

Show next... Collapse all...

& setlings
In order to fit into a XML attribute, this value is basefid encoded. It will be decoded, and then prc

This field is optional, but indicates that the instance should populate the default user "authorized

| . - BuVSUREF

If set, the default user password will be set to this value to allow password based login. The pas
If set to the string "RANDCM®, a random password will be generated and written to the console.

|cisco

Specifies the instance ID. This is required and is used to determine if the machine should take ™
[testsivi526-0

Specifies the hostname of the VM instance.
itestsiv1526-0

This field is optional, but indicates that the instance should "seed” user-data and meta-data from
tinyurl.comism-", then meta-data will be pulled from “http:/ftinyurl. com/sm-meta-data” and user-¢
data”, Leave this empty if you do not want to seed data from a URL.

Back Next Cancel

The public SSH key.
The default user's password to SSH from the vSphere console.
The unique ID and hostname — ensure that these credentials are unique to avoid duplication issues.

@ Use lowercase characters when providing the installer hostname in the Customize vApp Properties
page.
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viii. Customize the template as required for your environment and review the completed information as displayed in the
following screenshot.
¥4 Deploy OVF Template

2 »
+ 1 Select template Ready to compiete
Review configuration data.
+ 2 Select name and location
(M diSelectn esource Name suite-v0.0.985demo
V' 4 Review detalls Source VM name suite-v0.0.985
" 5 Select storage Download size 49GB
V€ Select networks Size on disk 32GB
+ 7 Customize template Folder puj
i 8 Ready to complete Resource 10.13.72.183
» Storage mapping 1
» Network mapping 1
» IP allocation settings IPv4, Static - Manual
A unique ID for this VM instance = default-instance-id
Default user's password =
Encoded user-data =
TS Hostname = default-hostname
SSH public keys =
URL to seed instance data from =
Back Next Finish Cancel

ix. Click Finish to start deploying the VM from the template inside the target folder.

b. If DHCP is not installed, follow these steps

Follow these steps ONLY if DHCP /s not installed — use your static IP as the VMware customization specification is needed to
attach the IP to the installer VM.

The details attached in the Customization Specification (term specific to vSphere), like the IP, DNS, Gateway, and so forth are
assigned to the VM, when it is powered on.

IPs cannot be attached to the VM when it is Powered ON automatically and you must follow the instructions provided below to
create an installation VM using the Customization Specification (specific to vSphere) which is used to create a template or custom
profile with IP details, when attached to the VM.

i. Login to vSphere.
ii. From the Home icon, select Policies and Profiles.

< C A NotSecure | h: I ter.cpsg.ci pl lient/?csp: ionld%3Dvsphere.core.inventory.customizationSpecManagerApp

U | | Launch vSphere Client (HTML5)

vmware* vSphere Web Client

{2} Home Ctri+Alt+1

Navigator

[ Hosts and Clusters Ciri+Alt+2

<4 Back (&) VMs and Templates CuisAlteg [S9-ciscolabs.com |~
Policies and Profiles. B storage Ctri+Alt+4

W Customization Specification Manager € Networking Ctri+Alt+5 |

Guest0s Last Modiied

[ VM Storage Policies Conteat Librerios Crri+Alt+6 | Linux 12/13/19 7:36:03 AM PST

35 Host Profiles B Globel ImventoryLista _ Cii+AR7 Linux 12/13/19 11:10:48 AM PST
Bz Policies and Profiles Linux 12/13/19 11:07:01 AM PST
@, Update Manager Linux 12/13/19 12:00:25 PM PST

&% Administration

Tasks

[ Events

7 Tags & Custom Attributes

@ New Search i
I Saved Searches

iii. Under Customization Specification Manager, click the icon to Create a new specification (first from left).

< C A Not Secure | hx-scale-vcenter.cpsg.ciscolabs.com/vsphere-client/?csp#extensionlt
vmware* vSphere Web Client #
f Navigator X HC ization Specification Manag
<4 Back vCenter Server: [hx-scale-vcenter.cpsg.ciscolabs,com ‘-]
Policies and Profiles Eé :é)
#s Customization Specification Manager Name
% VM Storage Policies > stat Create a new specification
[I5 Host Profiles » | vland1176-staticip-7289
vlan1173-10.8.60.85
vland1176-staticip-7288

iv. For the Target VM OS, select Linux.
v. Setthe Computer Name to any suitable name.
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vi. Enter cpsg.ciscolabs.com as the Domain name.
["4 New VM Guest Customization Spec (2) »

+ 1 Specify Properties Computer Name

Enter a computer name that will identify this virtual machine on a network.
% 2 Set Computer Name

3 Time Zone (») Enter a name:
compname-spec-test1571-1

4 Configure Network

5 Enter DNS and Domain
Settings ["] Append a numeric value to ensure uniqueness
The name will be truncated if combined with the numeric value, it exceed 63 characters.

The name cannot exceed 63 characters.

6 Ready to complete
(U Use the virtual machine name
If the name exceeds 63 characters, it will be truncated.
(U Enter a name in the Clone/Deploy wizard
Generate a name using the custom application configured with the vCenter Server

Argument

Domain name: lcpsg‘ciscolabs.com I

Back Next Cancel

vii. To configure the network, select the button to Manually select custom settings for to ensure Static IP allocation so that
you can manually enter the Static IP details.

1 Select the option to use standard network.... if you are using a DHCP setup.

["4 New VM Guest Customization Spec (2) W |
1 Specify Properties Configure Network
Use default network settings or customize properties for each network interface.
+/ 2 Set Computer Name
73 Time Zone (U Use standard network settings for the guest operating system, including enabling DHCP on all network interfaces
ig 4 Configure Network (») Manually select custom settings
Enter DNS and Domain
v Settings + / x
6 Ready to complete Description 1Pv4 Address IPv6 Address
NIC1 Use DHCP Not used
Back Next Cancel

viii. Enter other details in subsequent screens to complete the wizard requirements.
ix. Wait for the installer VM to start — when it does, the Static IP assigned by the custom specification will be assigned to the
VM.

1 Currently, an existing VMware issue does not save the check box setting. To workaround this issue, click the Edit
settings on the VM, and check it again, and save your changes to assign the static IP.
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X. Click the Edit Button.

NIC1 - Edit Network

Specify IPv4 settings for the virtual network adapter.
IPV6

(U Use DHCP to obtain an IP address automatically.
(O Prompt the user for an address when the specification is used
Use an application configured on the vCenter Server to generate an IP address

Argument

Use the following IP settings:

Default Gateway: 10.8.72.1
rE -

[k

xi. Click OK and then click the Enter DNS and Domain Settings.

xii. Inthe DNS search path enter cpsg.ciscolabs.com and click OK.
[ New VM Guest Customization Spec

2 »
+/ 1 Specify Properties Enter DNS and Domain Settings
Enter the DNS and domain information for this new virtual machine
+/ 2 SetComputer Name
v 3 Time Zone Primary DNS |1o.30.11a.53 ‘
+ 4 Configure Network Secondary DNS [1030.1185 |
Enter DNS and Domal -
Settings Tertiary DNS [ |
6 Ready to complete
DNS Search Path
[ | Add
cpsg.ciscolabs.com Delete
Move Up

Move Down

Back Next Finisl Cancel

xiii. Click Next and then Finish.

<« C A NotSecure | h I ter.cpsg.ciscolab: phere-client/?

p: i 3Dvsphere.core.inventory.customizationSpecManagerApp

vmware: vSphere Web Client =

inch vSphere Client (H

Navigator X (5 Customization Specification Manager
<4 Back VCenter Server: [hx—scale-vcenler.cpsgvcvscolabsvcom |+)

Policies and Profiles. BEEREBDB

Name.

Guest 08 Last Modified
| S5 VM Storage Policies static-ip-network-spec Linux 12/13/19 7:36:03 AM PST
[ Host Profiles. > | viand1176-staticip-7289 Linux 12/13/19 11:10:48 AM PST
Vvlan1173-10.8.60.85 Linux 12/13/19 11:07:01 AM PST
Vvland1176-staticip-7288 Linux 12/13/19 12:00:25 PM PST
Custom-Spec-test1571-1 Linux 12/18/19 10:35:48 AM PST
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xiv. Create a New Installer VM using this customization spec. Start creating the VM installer from the installer template, in

the wizard section Select the Clone option, make sure to check the Customize the Operating System box so that you
can select the custom specification in the next screen.

53 suite-v0.0.1571 - Deploy From Template

2 "
1 Edit settings Select clone options
Select further clone options
+  1a Select a name and folder
~  1b Select a compute resource  [/] Customize the operating system
+/  1c Select storage [V Customize this virtual machine's hardware (Experimental)
v 1d Select clone options [ Power on virtual machine after creation
1e Customize guest OS
1f Customize hardware
1g Customize vApp properties
2 Ready to complete
Back Next Cancel
3?" suite-v0.0.1571 - Deploy From Template 20
1 Edit settings Customize guest 0S
Customize the guest OS to prevent conflicts when you deploy the virtual machine
+  1a Select a name and folder
~/  1b Select a compute resource Operating System:  CentOS 4/5 or later (64-bit)
v 1c Select storage [6 c (Q Fitter .
v E R EOEED Name Guest 0S Last Modified
1e Customize guest OS static-ip-network-spec Linux 12/13/19 7:36:03 AM PST
1f Customize hardware vland1176-staticip-7289 Linux 12/13/19 11:10:48 AM PST
1g Customize vApp properties vlan1173-10.8.60.85 Linux 12/13/19 11:07:01 AM PST
vland1176-staticip-7288 Linux 12/13/19 12:00:25 PM PST
2 Ready to complete
Custom-Spec-test1571-1 Linux 12/18/19 10:35:48 AM PST
Back Next Cancel
xv. Select the specification that you need and click Next.
£ suite-v0.0.1571 - Deploy From Template 2 »

1 Edit settings Customize hardware
Configure the virtual machine hardware

i 1a Select a name and folder
'  1b Selectacomputeresource  (uioierwarel] VM Options | SDRS Rules |
+~  1c Select storage
» @ cPU [4 ‘- J o
~  1d Select clone options S————————_— :
» M 8192 ~|[™B -~
+~  1e Customize guest OS L=y ‘ B3] [-)
1f Customize hardware » 32 Hard disk 1 75 =] (se [~
() e T A EreE s » @, SCSI controller 0 VMware Paravirtual
ZiReaytolc oM piets » [ Network adapter 1 ( vian1176 (hx-scale-vm-net) | ~) ™ connect...
» (@) CD/DVD drive 1 [Clisn( Device [+)
» [@ Video card [Spemfy custom settings [ v]

» 2 VMCI device

» Other Devices

Compatibility: ESXi 5.5 and later (VM version 10)

Back Next Cancel

xvi. Enter other details in subsequent screens, to complete the wizard. Wait for the installer VM to start, the Static IP assigned
by the custom specification will be assigned to the VM.

xvii. Wait for the installer VM to start — when it does, the Static IP assigned by the custom specification will be assigned to the
VM.
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1 Currently, an existing VMware issue does not save the check box setting. To workaround this issue, click the Edit
settings on the VM, and check it again, and save your changes to assign the static IP.

5. Wait for some time so the VM is cloned and created, then refresh the VM page to view the powered off VM — The OVA is imported as a VM
(powered off) on vSphere.

@ When you import the OVA as a VM, ensure that it is powered off on vSphere.

6. Right-click to edit the VM Settings for the powered off VM. Click the VM Options tab. Under VMware Tools, select the checkbox to Synchronize
guest time with host as displayed in the following screenshot.
(51 suite-1.0.0 - Edit Settings (2)

r

( Virtual Hardware | WM Options ‘ SDRS Rules [ vApp OptinnsJ

» General Options VM Name: |suile-1.0‘0
VMware Remote Console [] Lock the guest operating system when the last remole user
Options disconnects

*VMware Tools

1

Power Operations ] [Shut Down Guest | A ]
Il (Suspend B3
Power On / Resume VM
4
@ [ Restart Guest | v ]
Run VMware Tools Scripts [ After powering on

[/ After resuming
[/ Before suspending
[+/] Before shutting down guest

Tools Upgrades [[] Check and upgrade VMware Tools before each power on
Time (%) I_IZ Synchronize guest time with host l

+ Power management Expand for power management setlings

»+ Boot Options Expand for boot options

+ Advanced Expand for advanced setlings

+ Fibre Channel NPIV Expand for Fibre Channel NPIV sellings

Compatibility: ESXi 6.0 and later (VM versio

OK Cancel

7. Clone the VM to a template using the Convert to template... option (a sample of this template is displayed in the following screenshot).

G sivAbl 0 5 Actions - suite-v0.0.1004 * Advanced Configi
[, sivPre ( Power N i
(5 sivP: Guest 0S +* Custom Attribute:

»
CEIO snapshots » I | | oo v
[y suiteDeploy: [ Open Console
(5, Win2016 :
Migrate... L
(5 worker-93bk & Migrate
Clone 4

suite-1.0.0

—h

Aging Policy

AgingTerminate

Apache
Template §

™) Recent Objects Fault Tolerance »

Viewed VM Policies »

] suite-v0.0.1004 Compatibility »

Target Status
8. Once the VM is converted to template, it should appear as identified by the orange arrow in the following screenshot.
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e

(5] =] <)
(s SIV866WithEntries
i siva78
(p siva85gke
(i sivos5ntp-1
(5 Win2016
(51 worker-93bb07af-4265-4b06-b795-aca854e87ae83...
suite-1.0.0 <«
suite-v0.0.975
suite-v0.0.978
suite-v0.0.985

9. Right click this template name and select the New VM from This Template option as displayed in the following screenshot — this

template will also be used as the value for the vSphere Template Name cloud setting,
when you provide the details to install the Suite Admin.

L] WMINY YVavev v

template was deployed. \

W suite-v0.0.985 N bmmamlaba ba mmanda Pdandic

u] Actions - suite-v0.0.985
" New VM from This Template... (L]

A3 Convert to Virtual Machine...
27 Clone to Template...

10. Edit the 1e Customize vApp properties to ensure that the VM has unique values for A unique ID for this VM instance, Hostname, Default
user's password, and SSH public keys for this VM instance.

1 For the password and/or the public key to take effect when deploying the VMware OVA for the. CloudCenter Suite installer, you must ¢
hange the default-instance-id to something else than default-instance-id or the hostname!

suite-5.2.2.ova - Deploy From Template

¥ 1Select aname and folder  Customize vApp properties

+ 2 Select a compute resource  Edit the vApp properties

+ 3 Select storage

+ 4 Select clone options ~ Uncategorized 6 settings
+ 5 Customize hardware

Encoded user-data
6 Customize vApp properti..]

7 Ready to complete

SSH public keys Provide-SSH-Pub-key

Default user's passwerd Provide-SecurePassword

A unique ID for this VM instance Provide-Unique-ID-Here

Hostname Provide-Hostname-Here

URL to seed instance data from

11. After the VM is created from the template, power it on.
12. Use this IP address to access the CloudCenter Suite Ul (displayed in the following screenshot), go to the newly created VM's IP using HTTPS
protocol in a supported browser (see Browser Compatibility).

You have now setup the installer for a VMware cloud.
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Prepare Infrastructure

Prepare Infrastructure

General Compatibility

Number of VMs

IP Pool Requirements

NTP Requirements

The Suite Installer Dashboard
Without Internet Access

See Browser Compatibility for additional details.

Resource Requirements for CloudCenter Suite Modules

CloudCenter Suite supports Kubernetes 1.15.4 and earlier releases.

The CloudCenter Suite requires Tiller v2.12.3 to be installed. Refer to the Helm documentation for additional details.

@ Installers are already incorporated in the CloudCenter Suite Saa$S offer, see SaaS Access for additional details.

The following table lists the minimum resource requirements assuming that you install all available modules.

1,2
Module vCPU

Suite Admin

Workload Manager4 and Cost
Optimizer

Action Orchestrator

Kubernetes Cluster (3 primary
servers)

Total

16

15

na

36

Public Cloud®

Memory (GB)

37

68

na

111

Storage (GB)

300

2306

60

na

590

vCPU

16

15

45

Private Cloud®

Memory (GB)

37
68

24

135

Storage (GB)
300

2306

60
120

590

1 Update only one module at a time. If you simultaneously update more than one module, your update process may fail due to limited resource

availability.

2 Before updating any module, verify that you have un-allocated CPU/Memory in your cluster to ensure that your environment has free CPU/Memory —a m
odule-update scenario requires additional resources for the old pod to continue running until the new pod initializes and takes over. This additional
resource requirement is temporary and only required while a module update is in Progress. After the module is updated, the additional resources are no

longer needed.

3 on private clouds (vSphere and OpenStack), each of the 3 primary server instances require 3 vCPU and 8 GB memory and 40 GB storage (root disk),
hence the difference in the additional requirement of 9 vCPU, 24 GB memory, and 120 GB storage (root disk). See the Number of VMs section below for
additional details. Similarly, each worker instances require 3 vCPU and 8 GB memory and 40 GB storage (root disk) — however, the number of workers

changes dynamically at install time. Installer VMs require a minimum of 4 vCPUs and 8 GB RAM.

4 Workload Manager numbers include considerations for 4 Cloud Regions in the same instance. To support additional cloud regions, you must scale your
cluster by adding Kubernetes worker nodes. You will need 1 CPU and 3 GB memory for each additional region.

5 Public clouds do not support auto-scaling — the number of nodes might differ if scaled on an auto-scaling enabled node group.

6 The storage is 230 GB just to enable StatefulSet migration. In reality, only 115 GB is being used for operation of services.

A CloudCenter Suite installation launches a highly available Kubernetes cluster which consists of primary server(s) and worker(s) instances.

@ The number of worker nodes (for both private and public cloud) vary based on the instance type selected during the installation process.

For private clouds, a redundant cluster requires a minimum of 2 out of 3 primary server nodes to be running at any point, so the cluster can function as

designed.

1 Ifyou plan to scale up at a later date, be aware that the worker instance type selected at installation time will also be used for the scaled nodes.
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The CloudCenter Suite requires that the underlying disks for Kubernetes disk attachments be redundant and available. Most public clouds already provide
built-in redundancy for their block disks (AWS EBS, GCP Persistent Disks, and so forth). Be sure to verify that the Datastores/Datastore Clusters are also
on redundant, non-local storage (NFS, NetApp) before you begin the installation process.
You must select IP address to ensure that each IP endpoints is available, accessible, and not used by any other resource.
When configuring or modifying you pool of IP addresses, be aware of the following requirements:
® Verify if the IP pool can accommodate additional workloads.
® Select your instance type according to the following dependencies — based on your instance type selection, the installer displays the error or
success information in the UL.
® The CloudCenter Suite setup requires 3 primary servers.
® The CloudCenter Suite dynamically calculates the number of application VMs (workers).
® Do not use 172.18.0.1/16 for the installer instance as this IP address is used by the Docker/Kubernetes setup.
® NodePort: If you set the type field to NodePort, the Kubernetes control plane allocates a port from a range specified by — service-node-port-range
flag (default: 30000-32767). Refer to https://kubernetes.io/docs/concepts/services-networking/service/ for additional details.
You must either set the Network Time Protocol (NTP) time at the datacenter level or at the time of installation.
If set at installation time, then verify that the network can access the NTP server.
The time for all worker and primary server nodes is synced with the primary controller node. The primary controller node is the instance used to launch the

CloudCenter Suite — identified by the link that takes you to the Suite Admin Ul (Take Me to Suite Admin). This link contains the IP address of the primary
controller node as displayed in the following screenshot.

CloudCenter Suite installation successful!

TAKE ME TO SUITE ADMIN [ ]

You can also or download

Create your admin user and tenant then install proaducts of your choice

are your impo

After launching the installer, navigate to the IP address of your VM in a supported browser. This presents the Suite Installer Dashboard. The Suite Installer
Dashboard has the following options:

® New Cluster Installation

® Existing Cluster Installation

® Upgrade Kubernetes Cluster
The Cisco Repository is used to host Cisco-related files and packages for various purposes. You may need to install the CloudCenter Suite in an
environment that does not have internet access. If so, you need to set up the offline repository. See Offline Repository to sync your offline repository with
the Cisco repository.

As you will be shutting down the installer VM after the installation, you can reuse that VM to set up the offline repository.
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New Cluster Installation

Install the CloudCenter Suite on a New Kubernetes Cluster

Once you access the Suite Installer Dashboard (see Prepare Infrastructure), you can install a new cluster and launch nodes for the new Kubernetes cluster

Amazon EKS Installation
Azure AKS Installation
Google GKE Installation
OpenStack Installation
VMware vSphere Installation
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Amazon EKS Installation

Amazon EKS Installation

Amazon Nuances

Module Details

Minimum Permissions Needed
Installation Process

Be aware of the following requirements when installing the CloudCenter Suite:

® Maximum Supported Version: EKS Version 1.13.7 and below.
® Unavailable Resources: The following resources will not be available until the upgrade completes:

® EKS cluster
® Suite admin cluster
® Resources: Amazon creates the following resources for the AWS account:

® An EKS Cluster with user-provided specifications.

® All resources remain in the same region as the cluster.

* A new CloudFormation stack with the same number of instances, security groups, subnets, and roles that are used to connect to the
cluster.

VPC Name: cluster_name-VPC

Role Name for VPC: cluster_name-Role

Role Name for Workers: cluster_name-NodelnstanceRole

New CFN stack Name: cluster_name-New-Workers-random_UUID32

Auto Scaling Group for worker nodes as part of cloud formation workers stack

® The Delete API:

1 You cannot trigger a Delete call by deleting the Amazon cluster from either the AWS console or the AWS CLI. Instead, use the Delete
APL.

Additionally, refer to your module documentation for module-specific dependencies as specified in the following table.

Module Documentation

Workload Manager | Cloud Overview
Action Orchestrator = Add Cloud Account

Cost Optimizer Cloud Overview

The following 1AM policies are required for the CloudCenter Suite to access the EKS and create a new cluster on AWS.

AmazonEC2FullAccess

IAMFullAccess

AutoScalingFullAccess

AmazonEKSClusterPolicy

AmazonEKSWorkerNodePolicy

AmazonVPCFullAccess

AmazonEKSServicePolicy

AmazonEKS_CNI_Policy

AmazonRoute53FullAccess

Inline_Policy_EKS_Cluster = an inline policy allowing the following actions on the EKS service to an IAM user:
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{
"Version": "2012-10-17",
"Statenent": [
{
"Sid": "Visual Editor0",
"Effect": "Alow',
"Action": [
"cl oudf or mati on: Cr eat eSt ack",
"cl oudf ormati on: Descri beSt acks",
"cl oudf ormati on: Descri beSt ackEvent s",
"cl oudf ormati on: Descri beSt ackResour ces",
"cl oudf ormati on: Descri beSt ackResour ce",
"cl oudf or mati on: Get Tenpl ate",
"cl oudf ormati on: Val i dat eTenpl ate",
"cl oudf or mat i on: Del et eSt ack",
"eks: Updat eCl ust er Ver si on",
“cl oudf or mat i on: Updat eSt ack”,
"eks: Li st Updat es",
"eks: Descri beUpdat e",
"eks: Descri beC uster",
"eks: ListC usters",
"eks: CreateC uster",
"eks: Del eteC uster"
1.
"Resource": "*"
}
]
}

To install the CloudCenter Suite on a new Amazon cluster, perform the following procedure.

. Click New Cluster.
. Select Amazon EKS.

abhwWNE

EKS Details
AWS Access Key ID

EKS Secret Access Key

Description

AWS access key ID for the account

AWS secret access key

6. Click Connect as displayed in the following screenshot.

il
cisco

Connect Your Cloud

Q
Amazon EKS

Install cluster and connect with
your credentials

CloudCenter Suite Installer

Openstack vSphere

@

Amazon EKS Google Kubernetes Engine

Connect using your Amazon EKS credentials

* AWS ACCESS KEY ID

AWS Access Key ID

* AWS SECRET ACCESS KEY

AWS Secret Access Key

< INSTALLATION METHOD

33

. Verify that you have prepared your environment as listed in the Amazon Nuances section above.
. Navigate to the Suite Installer Dashboard.

. To connect using Amazon cloud credentials, enter the EKS details specified in the following table.

Azure Kubernetes Service
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7. Once the connection is validated, click Next as displayed in the following screenshot.

il CloudCenter Suite Installer

©

Amazon EKS Google Kubernetes Engine

Connect using your Amazon EKS credentials

* AWS ACCESS KEY ID
AKIAJUWBZYCWFDLIAVMQ

AWS Access Key ID

Connect Your Cloud

Q

Amazon EKS

* AWS SECRET ACCESS KEY

AWS Secret Access Key

Install cluster and connect with

your credentials

< INSTALLATION METHOD

8. To specify the cloud properties, enter the EKS details listed in the following table and displayed in the following screenshot.

EKS Details

EKS Cluster
ID Prefix

AWS EKS
Region

EKS Instance
Type

Available
EC2 SSH
Keys

Description

EKS Cluster ID Prefix, the prefix must start with a lowercase letter and cluster's name must not be longer than 40
characters. Only letters, numbers and hyphen are allowed in a cluster's name.
Select region to launch the cluster.

Select the type of instance of worker nodes.

Select the SSH key, account must have at least one key.

il CloudCenter Suite Installer

What are your eks placement properties?

EKS CLUSTER ID PREFIX
ekscluster 30

EKS Cluster ID Prefix, prefix must start with a lowercase letter and cluster's
name must nof acters. Only letters, numbers and
hyphen are allowed in a cluster's name.

* AWS EKS REGION
us-west-2

AWS EKS Region

Specify Placement
Properties

Q

Amazon EKS

* AWS EKS INSTANCE TYPE
t2large
Available EKS Instance types

* AVAILABLE AWS EC2 SSH KEYS

Specify details to help us testKey
understand about your cluster

Available AWS EC2 SSH Keys. User Must have at least one available key.

< CHANGE CLOUD INSTALL

9. Click Install. The installation progress is visible on screen.
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1 Ifthe Suite Admin is installed in EKS, the you cannot use the config file immediately after downloading it from the Suite installer

success page. To access the Kubernetes cluster, access your command window to install AWS-IAM-AUTHENTICATOR and execute
the following commands:

brew install kubernetes-cli

curl -Lo aws-iamauthenticator https://github. conl kubernetes-sigs/aws-iam authenticator/rel eases
/ downl oad/ v0. 3. 0/ hepti o- aut henti cat or-aws_0. 3. 0_darwi n_and64

chmod +x aws-i am aut henti cat or

sudo mv aws-iam aut henticator /usr/local/bin

10. Once successful, you see the following message.

Cl oudCenter Suite installation successful!

11. You have the following options at this point:

a. Click Take Me To Suite Admin to launch and set up the Suite Admin.

b. Click Install Another Cluster to start another installation and go back to the homepage (Installer Dashboard).
c. Download Kubeconfig file to connect to the launched cluster using the kubectl tool.
12. Be sure to switch off the installer VM. You can reuse this VM for any other purpose, for example, as an Offline Repository.
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Azure AKS Installation

Azure AKS Installation

® Azure Nuances
® Module Details
® |nstallation Process

Be aware of the following requirements to install CloudCenter Suite:
® Maximum Supported Version: AKS Version 1.12 and below.
® Valid Azure Account: A valid service account that allows you to use sufficient resource quota. See https://docs.microsoft.com/en-us/azure/aks
/container-service-quotas for additional details.
® Resource Group: Create the resource group in a cloud region that supports Azure.

Additionally, refer to your module documentation for module-specific dependencies as displayed in the following table.

Module Documentation
Workload Manager = Cloud Overview
Action Orchestrator = Add Cloud Account

Cost Optimizer Cloud Overview

To install the CloudCenter Suite on a new Azure AKS cluster, perform the following procedure.

. Verify that you have prepared your environment as listed in the Azure Nuances section above.
. Navigate to the Suite Installer Dashboard.

1

2

3. click New Cluster.

4. select AZzUre Kubernetes Service as displayed in the following screenshot.

@ 2 3 Which Cloud would you like to install the Cluster on?
= vl A
Openstack vSphere Azure Kubernetes Service
©
Amazon EKS Google Kubernetes Engine

Connect Your Cloud

A

Azure Kubernetes Service

Connect using your Azure Kubernetes Service credentials

AKS TENANT ID
Install cluster and connect with
your credentials
ant id for Azure Kubernetes Service account

* AKS CLIENT ID

< INSTALLATION METHOD

5. To connect using Azure Kubernetes Service cloud credentials, enter the details identified in the following table and displayed in the following
screenshot, and click Connect.

AKS Details Description

AKS TENANT ID The AKS account tenant ID.
AKS CLIENT ID The AKS account client ID.
AKS CLIENT SECRET The AKS account client secret.
AKS SUBSCRIPTION ID The AKS subscription ID.
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Refer to https://docs.microsoft.com/en-us/azure/aks/kubernetes-service-principal to learn about how to setup service principles with

Azure Kubernetes Service (AKS), and use the credentials to populate the above fields.

Connect Your Cloud

A

Azure Kubernetes Service

Install cluster and connect with
your credentials

6. Once the connection is validated, click Next as displayed in the following screenshot.

@ 2 3

Connect Your Cloud

A

Azure Kubernetes Service

Install cluster and connect with
your credentials

7. To specify the placement properties, enter the details identified in the following table and displayed in the following screenshot.

AKS Placement Property

Resource Group
VM Size

AKS Cluster ID Prefix

Connect using your Azure Kubernetes Service credentials
* AKS TENANT ID
71d59dd8-2935-48a4-9185-3c5bd 27f6dbd
tenant id for Azure Kubernetes Service account
* AKS CLIENT ID
576d0fc0-2dbb-48e9-89fe-8a0cbfa87564
client id for Azure Kubernetes Service account
* AKS CLIENT SECRET

client secret for Azure Kubernetes Service account
* AKS SUBSCRIPTION ID
0f2c89bc-0aad-41f6-838b-3dcbcd17c166

subscription id for Azure Kubernetes Service account

CONNECT

< INSTALLATION METHOD

Connect using your Azure Kubernetes Service credentials

* AKS TENANT ID
71d59dd8-2935-48a4-9185-3c5bd 27f6dbd

tenant id for Azure Kubernetes Service account

* AKS CLIENT ID
576d0fc0-2dbb-48e9-89fe-BalchfaB7564

client id for Azure Kubernetes Service account

* AKS CLIENT SECRET

client secret for Azure Kubernetes Service account
* AKS SUBSCRIPTION ID
0f2c8%bc-0aad-41f6-838b-3dcbed17c166

subscription id for Azure Kubernetes Service account

EDIT @ Conr

< INSTALLATION METHOD

Description
The AKS resource group to launch the cluster.

The VM size of the cluster node.

® The prefix must begin with a lowercase letter.

® The entire name that you enter for this cluster must not be longer than 12 characters.

® Only letters, numbers and hyphens are allowed in this field.

37

Cisco Cloud Management Documentation


http://docs.cloudcenter.cisco.com/cvim
https://docs.microsoft.com/en-us/azure/aks/kubernetes-service-principal

Cisco CVIM Documentation

1 @ 3 What are your aks placement properties?

* RESOURCE GROUP
Installer-West-3

Listofs

esource groups in AKS

* VM SIZE
Standard_DS4 v2

Listof s

sizesin AKS

) AKS CLUSTER ID PREFIX
Specify Placement

Properties mycluster01

A

Azure Kubernetes Service

Specify details to help us
understand about your cluster

< CHANGE CLOUD INSTALL

8. Click Install. The installation progress is visible on screen.
9. Once successful, you see the following message:

Cl oudCenter Suite installation successful!

10. You have the following options at this point:

a. Click Take Me To Suite Admin to launch and set up the Suite Admin.
b. Click Install Another Cluster to start another installation and go back to the homepage (Installer Dashboard).
c. Download Kubeconfig file to connect to the launched cluster using the kubectl tool.
11. Be sure to switch off the installer VM. You can reuse this VM for any other purpose, for example, as an Offline Repository.
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Google GKE Installation
Google GKE Installation

® Google Nuances
® Module Details
® [nstallation Process

Be aware of the following requirements when installing the CloudCenter Suite:

® Maximum Supported Version: GKE Version 1.12 and below.

® Permissions: Verify that the person upgrading the cluster has the following minimum permissions (roles) as displayed in the screenshot:
A service account represents a Google Cloud service identity, such as code running on
Compute Engine VMS, App Engine apps, or systems running outside Google.

Service account name
ad

Display name for this service account

kanda-214819.iam.gser

accountcom X

Project role @
Role

Service Account User » i

Create YMs and other GCP tasks with a
service account. Users cannot
impersonate the account directly as they
can with Service Account Actor role.

Role

Kubernetes Engine Admin L]

Full management of Kubernetes Clusters
and their Kubernetes API objects

Role

Compute Admin -

Full control of all Compute Engine
resources.

<+ ADD ANOTHER ROLE

[C] Furnish a new private key

Downloads a file that contains the private key. Store the file securely because this key
can't be recovered if lost

[] Enable G Suite Domain-wide Delegation

Allows this service account to be authorized to access all users' data on a G Suite
domain without manual authorization on their parts. Learn more

® Service Account User
® Kubernetes Engine Admin
® Compute Engine Admin

Additionally, refer to your module documentation for module-specific dependencies as identified in the following table:

Module Documentation

Workload Manager = Cloud Overview
Action Orchestrator = Add Cloud Account

Cost Optimizer Cloud Overview

To install the CloudCenter Suite on a new GKE Kubernetes cluster, perform the following procedure.

. Verify that you have prepared your environment as listed in the Google Nuances section above.

. Navigate to the Suite Installer Dashboard.

. Click New Cluster.

. Select the cloud of your choice (GKE in this case).

. Generate a service account JSON file with the following minimum required permissions in the GKE console — be sure to check the Furnish a new
private key" checkbox for the JSAON file to generate the key.

GO WNPE
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@ If you check the Furnish a new private key checkbox the resulting JSON file from the service account automatically contains a key
when you download the file.

a. Kubernetes Engine (Admin)

b. Compute Engine (Admin)

c. Service Account (User) as displayed in the following screenshot
Create service account

A h

Servicesccount name
test

Display name for ths service account

Sarvicasccount 10

test590 @wakanda 214819.am gserviceaccountcom X G
Project 1o @
Compute Admin - L

Full control of all Compute Engine.

o

Service Account User v L
Create VMs and other GCP tasks with a

service account, Users cannot

impersonate the account directly as they

can with Service Account Acto fole

Kubernetes Engine Admin_~. L
Full management of Kubernetes Clusters

and their Kubernetes API objcts.

+ ADD ANOTHER ROLE
Furnish a new private key.

Downloads a private k.
can't be recovered flost

Key type
@ Json

Recommended
o2

For backward compatbilty with code using the P12 format

(] Enable G Suite Domain-wide Delegation

users'
‘domain without manual authorization on their parts. Learn more

CANCEL

6. To connect using Google cloud credentials, download the Google service account token in JSON format that you created in the previous step.
7. Upload the JSON file mentioned in the previous step and click Connect to validate the credentials as displayed in the following screenshot.

il CloudCenter Suite Installer

‘Which Cloud would you like to install the Cluster on?

@ 2 1

= = A

Openstack vSphere Azure Kubernetes Service

@

Amazon EKS Google Kubernetes Engine

Connect Your Cloud

Connect using your Google Kubernetes Engine credentials

* GCP SERVICE ACCOUNT TOKEN JSON FILE

Google Kubernetes Engine

Install cluster and connect with
your credentials

Minimum Permissions: Kubernetes in), Comp
Service Account(User)

CONNECT

<INSTALLATION METHOD NEXT

8. Once the connection is validated, click Nextas displayed in the following screenshot.
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il
cisco

Connect Your Cloud

Google Kubernetes Engine

Install cluster and connect with

CloudCenter Suite Installer

Which Cloud would you like to install the Cluster on?
vl A

Openstack vSphere Azure Kubernetes Service

@

Amazon EKS Google Kubernetes Engine

Connect using your Google Kubernetes Engine credentials

* GCP SERVICE ACCOUNT TOKEN JSON FILE
cligrimages-gke-worksjson

Minimum Permissions: Kubernetes Engine(Admin), Compute Engine(Admin),
Service Account(User)

your credentials

<INSTALLATION METHOD

9. Enter the GKE details to specify the cloud properties as identified in the following table and as displayed in the following screenshot.

GKE Details Description
® The prefix must begin with a lowercase letter.
® The entire name for this cluster must not be longer than 40 characters.
® Only letters, numbers and hyphens are allowed in this field.

GKE Cluster ID Prefix

GKE Zone The Google cloud zone to launch the cluster.

GKE Instance Type Select the minimum resource requirements based on your environment setup.

esco.  CloudCenter Suite Installer

What are your gke placement properties?

GKE CLUSTER ID PREFIX
ghecluster

ase letter and cluster's

GKE Cluster ID Prefix, prefix must startwith <
Only letters, numbers and

r th: harac
nacluster's name.

* GKE ZONE
asia-east2-a

GKE Zone

Specify Placement
Properties

Google Kubernetes Engine

* GKE INSTANCE TYPE
n1-standard-8

GKE Instance Type

Specify details to help us
understand about your cluster

< CHANGE CLOUD
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10. Click Install. The installation progress is visible on screen as displayed in the following screenshot.

alilis - CloudCenter Suite Installer

@ Installing Cisco CloudCenter Suite. This will take a few minutes. ..

KUBERNETES CLUSTER

Kubernetes cluster was successfully created !

SUITE ADMINISTRATION

[ __—==i
Wiaiting for product to be ready

Install and Connect

gke

Creating cluster and installing
CloudCenter Suite admin

11. Once successful, you see the following message.

Cl oudCenter Suite installation successful!

12. You have the following options at this point:

a. Click Take Me To Suite Admin to launch and set up the Suite Admin.
b. Click Install Another Cluster to start another installation and go back to the homepage (Installer Dashboard).

c. Download Kubeconfig file to connect to the launched cluster using the kubectl tool.
13. Be sure to switch off the installer VM. You can reuse this VM for any other purpose, for example, as an Offline Repository.
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OpenStack Installation

OpenStack Installation

® OpenStack Nuances

® Module Details

® |nstallation Process

Verify the following OpenStack nuances:

® OpenStack newton release with at least the following service versions:

Cinder v2

Keystone v3

OpenStack Nova v2
OpensStack Networking v2

® OpenStack Glance v2
® Ensure to add Port 6443 to the default security group as the security group created for the cluster is not automatically assigned to the load
balancer created for the cluster.

® The tenant and project requirements for OpenStack Cloud are identified in the following table.

Model

For all cases

Tenant network

Provider
network

Quota
2 (primary server group, worker group)
Number of workers + number of primary servers
3 (APl load balancers)
6 (2 for each load balancer)
6 (2 for each load balancer)
6 (2 for each load balancer)
3 (1 for the cluster VMs, 2 for the Kubernetes load balancer services)
18
See Prepare Infrastructure for additional details

Number of workers + number of primary servers + 3 for each load
balancer

Number of workers + number of primary servers

16 GB (recommended for each worker and each primary server)
32 (recommended for each workers and each primary server)
Floating IPs = 3

Networks = 1

Subnet=1

Router =1

Number of workers + number of primary servers + 3 load balancers

Description
Server Groups
Server Group Members
Load Balancers
Health Monitors
Pools
Listeners
Security Groups
Security Group Rules
Volume GB

Ports

Instances

RAM

vCPUs

1 for each load balancer
For the tenant network
For the tenant network

For the tenant network to public network
connection

Free IPs in the provider network

® Network Time Protocol (NTP) must be configured —this is important as the CloudCenter Suite installation can fail, if NTP is not
configured or if it is wrongly configured.

1 Ifyou setup CloudCenter Suite in offline mode, you must provide valid NTP server details before you save your configuration.

Additionally, refer to your module documentation for module-specific dependencies as identified in the following table:

Module

Workload Manager

Documentation

Cloud Overview
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Action Orchestrator = Add Cloud Account

Cost Optimizer Cloud Overview

To install the CloudCenter Suite on a new OpenStack cluster, perform the following procedure.

1. Verify that you have prepared your environment as listed in the OpenStack Nuances section above.

2. Navigate to the Suite Installer Dashboard.

3. Click New Cluster.

4. Click the OpenStack card.

5. To connect using OpenStack cloud credentials, enter the OpenStack Placement Property details identified in the following table.
OpenStack Placement Description
Properties
OpenStack The OpenStack authentication service URL.

Authentication URL

OpenStack Region The OpenStack cloud region.
OpenStack Domain The OpenStack account domain name.
Name

OpenStack Project The OpenStack project name.

OpenStack Username The OpenStack account username.

OpenStack Password The OpenStack account password.
OpensStack CA The CA certificate that is required to verify an OpenStack HTTPS URL. This field is mandatory using a HTTPS
Certificate URL and is not required if using a HTTP URL.

6. Click Connect.
7. Once the connection is validated, click Next.

To specify the placement properties, enter the following details.

1 Ifyou setup CloudCenter Suite in offline mode, you must provide valid NTP server details before you save your configuration.

OpenStack Description
Placement
Properties

Control Select the OpenStack project to which the Kubernetes cluster is deployed.

Plane
Cluster
Prefix

OpenStack Details

OpenStack Select one of the existing flavors or VMs. Based on your selection, the recommended number of workers is calculated and
Elavor UUID  displayed in the Kubernetes Worker Count field.

OpenStack Different images will be used for the installer and the cluster launched by the installer. The installer includes a default
Image UUID Kubernetes cluster image (called, CCS-version-Base-Image) with a configurable option to override the use of this default
image. The CCS-version-Base-Image image included in the installer is selected if you do not override the setting.

To override the CCS-version-Base-Image image used by the Suite installer, be sure to add the applicable image in the OpenS
tack console and selected the applicable QCOW2 image from the dropdown list in this field.

If you use the OVA installer to launch the cluster in an vSphere environment, be sure to override this field and select the
applicable QCOW?2 CCS-version-Base-Image.

1 Ifyou install the CloudCenter Suite using any image other than CCS-version-Base-Image, the installation will fail.
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OpenStack Only SSH keys of type ssh-ed25519 or ecdsa-sha2-nistp256 are supported.
SSH
Keypair

Name 1 You must have at least one existing SSH-key in the selected OpenStack environment to begin the installation.

OpenStack The functional networking model for OpenStack. See https://docs.openstack.org/security-guide/networking/architecture.html

Network for additional context.

Model

Provider Provider Network — Created by the OpenStack administrator on behalf of tenants and can be dedicated to a particular
Network tenant, shared by a subset of tenants, or shared by all tenants. Refer to https://docs.openstack.org/liberty/networking-guide
or /intro-os-networking-overview.html for additional details.

Tenant « C A NotSecure | 10.8123137 * 0B E X po Q :

Network

"ses’ CloudCenter Suite Installer

Specify Placement
Properties

Kubernetes Config

Tenant Network — Created by tenants for use by their instances and cannot be shared (based upon default policy settings).
Refer to https://docs.openstack.org/liberty/networking-guide/intro-os-networking-overview.html for additional details.

(CR- | @ Web stor (@ Clo x [ Cloud | € [CCP) | & [CR- | @ Mc® |10 PulR | € ([C | @ jenkr | @ Inde

« > c X bitp5/10.8.112.100

‘dss’ CloudCenter Suite Installer

extnet-1248

Kubernetes Config

3

Kubernetes Configuration

Kubernetes This field is auto-populated with the recommended number of worker VMs. While you can change the recommended number,
Worker be sure to verify that the worker count is adequate to accommodate the modules that you want to install. See Prepare
Count Infrastructure for additional details.
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Kubernetes Floating IP pool from which IP addresses are assigned to pods.
Pod CIDR

@ Verify that this IP does not conflict with the node/VM IP address.

Proxy Configuration
HTTP Proxy  The hostname or IP address of the proxy host along with the port.

HTTPS The hostname or IP address of the secure proxy host along with the port.
Proxy

NTP Configuration

NTP A comma-separated list of IP addresses or FQDNSs of your NTP server(s) — to be used to sync VM clocks.
Servers
NTP Pools A comma-separated list of IP addresses or FQDNs of your NTP cluster(s) — to be used to sync VM clocks.

8. Click Install. The installation progress is visible on screen.
9. Once successful, you see the following message.

Cl oudCenter Suite installation successful!

10. You have the following options at this point:

. Click Take Me To Suite Admin to launch and set up the Suite Admin.

. Click Install Another Cluster to start another installation and go back to the homepage (Installer Dashboard).

. Download Kubeconfig file to connect to the launched cluster using the kubectl tool.

. After the installation is complete, use the following command to SSH into the workers/primary servers as ubuntu and use the private
SSH key of the public key (provided when you configured the Placement Properties details above).

o0 oTo

Ensure that Port 22 is open on the primary server/worker node so you can provide communication security via Security
Groups/Firewall rules for OpenStack environments.

#Sanpl e command to SSH into a worker/prinmary server

ssh -i <private key> ubuntu@pri mary server/worker |P>

11. Be sure to switch off the installer VM. You can reuse this VM for any other purpose, for example, as an Offline Repository or to upgrade the
Kubernetes cluster or to upgrade the tenant image on the nodes.
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VMware vSphere Installation

VMware vSphere Installation

Trial User Installation Procedure and Settings
Advanced Prerequisites
Advanced VMware Nuances

Module Details

Advanced Installation Process

In some cases, you may merely want to try out the installation to check if it works. In these cases, try the installation with the following settings, regardless
of your environment:

1. Upload the tenant image manually to the root folder and prefix the file with CCS (all upper case) before you begin the installation.

2. Do not convert the tenant image to be a template.

3. If you are new to Cloud Center Suite, installing CloudCenter Suite for the first time in a VMware environment or if you not sure of your vSphere
capacity, then select the following settings in the Placement properties page as follows to ensure a successful installation:

Placement
Properties
Field

VM Template

Resource
Pool

CIDR Network

Master VIP
Static IP
Number of
worker nodes

Datastore

Settings and Description

Select the image uploaded in as mentioned in Step 1 above.

Create a new resource pool in your VMware environment and select this new resource pool.

Placement properties has 2 types of networks: vSphere Network and Kubernetes POD CIDR.

1 The values for both these networks must be different.

If you select the same network for both settings, the installation will not succeed as the IP that is being assigned
will be the same for both networks and thus cause a conflict.

Make sure it is available and not allocated to any other environment before entering the information in this field.

Make sure all values are correct and the range is wide enough and available. The number of primary servers, workers,
and load balancers must be included in this count.

Reduce the Worker count to 2 (even if this field defaults to 5) for an environment that uses 8 CPU 32 GB memory. At a later
point ( after your installation/registration is complete), you can increase this count by using the scale up procedure.

The updated tenant image and the destination CCS_ image folder MUST have the same Datastore value — to verify this, note
the datastore value when you upload the image and then use the same value to enter in this field.

The following Advanced sections are intended for users who would like to perform the installation using their environment-specific VMware settings.

If you are using a proxy requirement, be sure to verify that the proxy does not have a username or password restriction.

If you have credentials in place, you will see a field validation error below each Proxy field.
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©

The installation process assumes internet connectivity to certain domains. When installing CloudCenter Suite into environments residing behind
a proxy, please ensure the following domains are entirely accessible. Remember the proxy information - this will be used during the installation
of CloudCenter Suite.

(:D Note: The Installer VM supports HTTP and HTTPS proxies, with or without username and password. The proxy must support TLS
1.2.

1 Warning: Several of the following links might perform redirects. Please ensure your proxy and firewall are configured to allow
redirects of the following URLs.

Proxy URL Description

https://devhub. Repository for Cisco CloudCenter Suite Docker Charts
cisco.com

http://devhub.
cisco.com

https://devhub-
docker.cisco.
com

http://devhub-

docker.cisco.

com

https://gcr.io Repository for Cisco CloudCenter Suite Helm Charts
http://gcr.io

https://storage. Repository for Cisco CloudCenter Suite Tiller Image
googleapis.com

http://storage.
googleapis.com

Other The Suite Installer may require additional connections to the installation environment (for example, vCenter, Hyperflex
Data Platform, AWS Console, and so forth) Please ensure your cloud target is reachable via the proxy!

A Note on Offline Clusters

In CloudCenter Suite 5.1 and earlier, if your environment has strict URL rules that redirects (for example, using a shorter URL that redirects to htt
ps://storage.googleapis.com) the configured URL, you may not be able to complete the installation as these kind of redirects may not be allowed
if you have installed the repository in an offline cluster. As the offline solution is not completely air gapped in CloudCenter Suite 5.0 and 5.1, you

must added these URLSs to your allowed lists behind the firewall so you can access these sites.

Verify the following VMware nuances:

Ensure to use Version 6.0 and higher.

Verify that you have sufficient shared storage between hosts.

You must have privileges to launch a VM and access the selected DC/Datastore.
The datastore clusters are not supported

The vSphere datastore must reside outside the datastore cluster.

If vSphere is slow:

® Upload the VM template manually — in the same datastore where you are going to install CloudCenter Suite.
* Initially select fewer number of workers than suggested — for example, if 5 workers are recommended, just enter 2 instead of 5. This
helps prevent a timeout issue when the workers are being created.
® After the installation completes, login to CloudCenter Suite as the root tenant (admin) user, click on the Cloud Management icon, and
scale up the worker node.
® Static IP Consideration — Verify that you have sufficient IPs available in the Static IP range provided during installation for scale up.
If vSphere has more than one datacenter, be sure to:

® Create and select one resource pool, do not leave this resource pool selection blank.

® Upload the tenant image manually to vSphere, under root folder as provided in the following procedure.
® Download the tenant image tar.gz file from software.cisco.com.
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® Extract the tenant image. The extracted folder contains the tenant image, rename it by including a CCS prefix. For example:
ccp-tenant-image-1.13.5-ubuntul8-4.1.1.ova, rename it to CCS-tenant-image-1.13.5-ubuntu18-4.1.1.ova

® Next, upload this renamed image to your root folder, make sure to select the same data store where you will be installing
CloudCenter Suite.

® The image will be displayed in the VM Template dropdown of the Placement Properties page.

v ccp-tenant-image-1.13.5-ubuntu18-4.1.1.ova 3 --  Folder
README 2KB  TextEdit
H verify 6KB  Unix executa
ee.pem 2KB  printabl...arc
sub_ca.pem 2KB  printabl...arc
root_ca.pem 1KB printabl...arcl
ccp-tenant-image-1.13.5-ubuntu18-4.1.1.ova.signature 512 bytes Document

ccp_image_signing_release_v1_pubkey.der 550 bytes certificate

B ccp-tenant-image-1.13.5-ubuntu18-4.1.1.0va Document

® Be sure to verify that the image is not converted to the template after uploading to vSphere.
® |f vSphere has only one datacenter, then it is not mandatory to select a resource pool.
® Your datacenter must exist at the root level.

1 Be aware that CloudCenter Suite does not support folders at the root level.

® Network Time Protocol (NTP) must be configured — this is important as the CloudCenter Suite installation can fail, if NTP is not
configured or if it is wrongly configured.

1 Ifyou setup CloudCenter Suite in offline mode, you must provide valid NTP server details before you save your configuration.

® For CloudCenter Suite to use a particular user account in VMware, that account must have the permissions identified in the following table.

vCenter Required Reason

Object Permission
Network Assign Network If the default network in a template/snapshot must be changed
Datastore Allocate space For persistent disk operation

Browse datastore

Low level file
operations
Remove file
Folder Create folder For user folder creation
@ Create this folder under the root folder and be sure to select this path at installation time.
Resource Apply For datastore cluster support

recommendation

Assign VM to For resource pool selection
resource pool

Tasks Create task For VM operation

Update task
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Virtual
Machine

Global Role

All permissions Add the following roles and permissions so the tenant image can be uploaded to vSphere under

Datacenter during the installation for the given user:

Create a role by providing below privileges to this role.
Datastore.Allocate space

Datastore.Browse datastore

Datastore.Low level file operations
Datastore.Remove file

Folder. Create folder

Global.Manage Custom Attributes

Global.Set custom attribute

Network.Assign network

Resource.Apply recommendation
Resource.Apply VApp to resource pool
Resource.Apply virtual machine to resource pool
Storage views. View

Tasks.Create task

Tasks.Update task

Virtual machine (Check all the permissions under this Privilege).
VApp.Import

VvApp.Power off

VvApp.Power on

VApp.Suspend

VvApp.vApp application configuration

VApp.vApp instance configuration

VvApp.vApp managedBy configuration
VApp.VApp resource configuration

Set Custom To add custom attributes on virtual machines
Attributes

Manage Custom
Attributes

Additionally, refer to your module documentation for module-specific dependencies identified in the following table.

Module
Workload Manager
Action Orchestrator

Cost Optimizer

Documentation

Cloud Overview
Add Cloud Account

Cloud Overview

To install the CloudCenter Suite on a new vSphere cluster, perform the following procedure.

1. Verify that you have prepared your environment as listed in the VMware Nuances section above.
2. Navigate to the Suite Installer Dashboard.
3. Click Get Started in the New Kubernetes Cluster tile to create a new cluster and install the Suite Admin on it.
4. Click vSphere and enter your vSphere credentials identified in the following table and click Connect.
vCenter Details Description
vCenter Server The DNS address or IP address of the vCenter server.
vCenter Port The egress endpoint for the vCenter server. For example, Port 443.

vCenter Username The username to be used for the vCenter setup

vCenter Password = The password to be used for the vCenter setup

5. Once the connection is validated, click Next.

To specify the placement properties, enter the vCenter details identified in the following table.

vCenter
Details

Datacenter

Cluster

Resource
Pool

Description

The name of the vSphere datacenter from where this cluster will be launched
The cluster to deploy the node in the above datacenter.

The resource pool used to deploy the node.
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Datastore The datastore cluster to associate with the node.

Network The network cluster to associate with the node.

VM Different images will be used for the installer and the cluster launched by the installer. The installer includes a default
Template Kubernetes cluster image (called, CCS-version-Base-Image) with a configurable option to override the use of this default

image. The CCS-version-Base-Image image included in the installer is selected if you do not override the setting.

To override the CCS-version-Base-lmage image used by the Suite installer, be sure to add the applicable image in the
vSphere console and selected the applicable OVA from the dropdown list in this field.

If you use the OVA installer to launch the cluster in an OpenStack environment, be sure to override this field and select the
applicable QCOW?2 CS-version-Base-Image.

1 Ifyouinstall the CloudCenter Suite using any image other than CCS-version-Base-Image, the installation will fail.

Cluster The folder which contains the Kubernetes cluster nodes.
Folder

Kubernetes Cluster Configuration

Worker The memory and CPU usage that is required for the workers in your environment. See Prepare Infrastructure > Resource
Instance Requirements for CloudCenter Suite Modules for additional context. Based on your selection, the recommendation for the
Type number of nodes in the cluster is also updated (right below this field).

Kubernetes The recommendation from the Worker Instance Type field should be the number that you enter in this field.
Worker If you opt to reduce or increase the workers, see Prepare Infrastructure > Resource Requirements for CloudCenter Suite
Count Modules for additional context.

1 The Number of Worker VMs depends on the selected instance type. For example:

® |f the instance type is large (8 CPU, 32GB memory), then 5 workers are created and the total static IPs
required for this environment are 7 IPs (4 worker VMs, and 3 primary servers).

® If the instance type is large (8 CPU, 24GB memory), then 5 workers are created and the total static IPs
required for this environment are 8 IPs (5 worker VMs, and 3 primary server).

® [f the instance type is large (8 CPU, 16GB memory), then 7 workers are created and the total static IPs
required for this environment are 9 IPs (6 worker VMs, and 3 primary server).

® |f the instance type is smaller (4 CPU, 16GB memory), then 9 workers are created, so the static IPs required
for this environment are 11 IPs (8 worker VMs, and 3 primary server).

Accordingly, select the IP range by taking into consideration the Number of Worker VMs that will be created based
on instance type.

This is just an example, be aware that different datacenters will have different instance types configurations and
dependencies for each release.

@ To determine the number of workers select the instance type in the CloudCenter Suite installer, the Number of
Worker VMs are calculated and displayed at the bottom of the instance field as displayed in the following
screenshot.

Kubernetes The IP address of the pod's Classless Inter-Domain Routing (CIDR) block.

Pod CIDR

@ Verify that this IP does not conflict with the node/VM IP address.
Cluster The name of each node in the cluster is prefixed with the information identified in this field to let users know that this node is
Prefix part of the cluster. This prefix is defined by the user.
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P This switch allows you to select the mode:

Allocation

Mode * DHCP: This strategy allows the IP to be allocated by the DHCP server to the instance on server boot up.

® Master VIP: The IP address for the Take Me to Suite Admin link — Users can determine the IP address that should
have the primary server role for the Take Me to Suite Admin link.

@ This should be a unique IP and should not be assigned to any other resource.

This should be a unique IP that is not assigned to any other resource. Also, make sure the IP is not in
the same range of IPs generated by any DHCP server in your vSphere environment — this will ensure
that those IPs are not assigned by the DHCP server to any other node at installation time.

® Static IP: This strategy allows the customer to provide the IP address. As this IP address may or may not be available to
the server (based on the availability), you must perform adequate checks to ensure IP availability before using this
strategy.

@ All IPs should be unique and should not be assigned to any other resource.

® Static IP Pool Start IP: The first IP address of the static IP range. If you need to scale up nodes after setting up the
Suite Admin, then you must ensure a wider range. The total number of IPs = the total number of nodes required in
the cluster (with the scale requirements factored into this number) + 3 IPs for ingress controllers.

® Static IP Pool End IP: The last IP address for the static IP range.
® Subnet Mask: The netmask corresponding the the specified IP range.
® DNS Server List: The comma separated list of DNS server IP addresses.
® Gateway List: The comma separated list of Gateway server IP addresses.
SSH Configuration
SSH This is a user-assigned field to identify the user for SSH access into worker(s)/primary server(s).

Username

1 Do not use root as a username in this field, any other valid name is acceptable.
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SSH Public This field only accepts one of the following keys:
Key ® ecdsa
* ed25519

For either key, you must use the following format:

#ssh-ed25519
ssh-ed25519 <public key> KEY-BODY <user nane>@host nane>

#f or exanpl e
ssh-ed25519 AAA*$. .. vl 48 user @heckmachi ne

#The U does not accept keys w thout <username>@hostname> -- this is applicable for both
ecdca and ssh-ed25519 keys

ssh-ed25519 <public key> KEY- BODY <user nane>@host name>

#Exanpl e for ed25519 user @heckmachi ne

ssh-ed25519 AAA. . .vI48

#Exanpl e for ecdsa user @hecknachi ne
ssh-ecdsa AAA*S$. . .vI 48

#ecdsa
ssh-ecdsa <public key> KEY-BODY <user nane>@host nane>

#f or exanpl e
ssh-ecdsa AAA*$. . .vI 48 diffuser @heckmachi ne

6. Specify the NTP Configuration details identified in the following table:

1 Ifyou setup CloudCenter Suite in offline mode, you must provide valid NTP server details before you save your configuration.

@ When you enter values for the NTP Servers or NTP Pools fields, make sure to enter the NTP value that was assigned to the ESX Host
where the CloudCenter Suite installer was created. This NTP value is available in the Placement Properties page at the time of
installation, see VMware vSphere Appliance Setup > Step 1 for details.

Identical NTP values are required to ensure that the NTP communication between the installer and CloudCenter Suite primary server
/worker VMs are in sync so the certificates generated by the installer for CloudCenter Suite are also in sync.

NTP Details Description
NTP Servers @ The list of IP addresses or FQDNs of your NTP server(s) — to be used to sync VM clocks.
NTP Pools The list of IP addresses or FQDNs of your NTP pools.

7. If you are in an environment that uses Proxy connections to access the internet, you need to configure the settings identified in the following table.

1 Ifyou use proxy values for both HTTP and HTTPs, enter any one of the two values, not both. If you enter both the HTTP and HTTP
values, then the Ul dashboard may not display modules.

Proxy details Description
HTTP Proxy The IP addresses and port of the HTTP proxy server.

HTTPS Proxy | The IP addresses and port of the HTTPS proxy server.

8. Click Install. The installation progress is visible on screen.
9. Once successful, you see the following message.

Cl oudCenter Suite installation successful!
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10. You have the following options at this point:

. cick Take Me To Suite Admin to launch and set up the suite Admin.

. Click Install Another Cluster to start another installation and go back to the homepage (Installer Dashboard).

. Download KubeConfig file to connect to the launched cluster using the kubectl tool.

. After the installation is complete, use the following command to SSH (using the SSH credentials configured during installation.) into the
workers/primary servers as cloud-user and use the private SSH key or the public key (provided when you configured the Properties
details above).

o0 T o

#Sanpl e command to SSH into a worker/primary server

e ssh -1 <private key> cl oud-user @l nstaller |P>
#or
e« ssh -1 <private key> ssh-user @worker/primary server |P>

11. Be sure to switch off the installer VM. You can reuse this VM for any other purpose, for example, as an Offline Repository or to upgrade the
Kubernetes cluster or to upgrade the tenant image on the nodes.
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Existing Cluster Installation

Install the CloudCenter Suite on an Existing Kubernetes Cluster

Overview
Restrictions
Prerequisites
Procedure

Once you access the Suite Installer Dashboard (see Prepare Infrastructure), you can choose to install the Suite Admin on an existing cluster.

Before proceeding with section, adhere to the following restrictions:

AWS: The CloudCenter Suite does not currently support a Suite Admin installation on an existing AWS cluster.
Permission: Admin-level permissions for the cluster are mandatory for a user to install the Suite Admin in an existing cluster.

Verify that the cluster adheres to the following requirements:

Kubernetes Version: The existing Kubernetes cluster must be of Version v1.14.x or and later.
Kubernetes Add Ons: Install Cert-manager version v0.7.0 (required) using the following command (refer to https://cert-manager.readthedocs.io
/en/latest/ for details):

kubect| apply -f https://raw. githubusercontent.conljetstack/cert-nmanager/release-0.5/ contrib/manifests
/cert-manager/ with-rbac. yan

Instance Type: The instance type for GKE is should be n1-standard-8 or higher. Verify that it is large enough to accommodate the installation of
Suite Admin and other CloudCenter Suite modules.

Basic Authentication: When creating the GKE cluster, go to Security and check the box to Enable Basic Authentication.

Storage Class: The default storageClass must be configured.

Kubeconfig: The kubeconfig user must have cluster-admin permission in the kubeconfig namespace.

® |f the cluster does not support Load Balancer.

® GCP: You must remove auth provider and use the admin user password.
RBAC - Must be enabled.
Pod Priority: Define the PriorityClass for suite-high/suite-medium/suite-low.

® Refer to https://kubernetes.io/docs/concepts/configuration/pod-priority-preemption/ for details.
® The commands to define PriorityClass are listed in the following code block.
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# create pod priority class: suite-high/suite-nediun suite-|ow

## begin create pod priority
cat <<EOF | kubectl apply -f -
api Versi on: schedul i ng. k8s.i o/ vlibetal
kind: Priorityd ass
net adat a:
name: suite-high
val ue: 1000000
gl obal Defaul t: fal se

description: "H gh priority"

api Versi on: schedul i ng. k8s.io/vlbetal
kind: PriorityC ass
net adat a:
name: suite-medium
val ue: 10000
gl obal Defaul t: false

description: "Mediumpriority"

api Version: scheduling. k8s.io/vlbetal
kind: PriorityC ass
net adat a:
name: suite-Ilow
val ue: 100
gl obal Defaul t: fal se
description: "Low priority"

ECF

## end create pod priority

To install the CloudCenter Suite on an existing cluster, perform the following procedure.

1. Navigate to the Suite Installer Dashboard.
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Cluster to get started as displayed in the following screenshot.

e
CIsco

2. Click Existing

Welcome to CloudCenter Suite Installer!

D
Set up CloudCenter Suite

Choose your installation method

NEW CLUSTER | ‘ EXISTING CLUSTER |

Upgrade Kubernetes Cluster Set up Offline Repository

Point us to an existing cluster installed by CCS Use this repository to sync with Cisco repository

UPGRADE

3. Verify that you have met the items identified in the Prerequisites section. The following screenshot displays these items as well.

bt CloudCenter Suite Installer

K8sVersion - The existing k8s cluster should be of version v1.11.0 and above.
K8sAddons - Cert-manager should be installed
StorageClass - Default storageClass should be configured.

Kubeconfig - The kubeconfig user should have admin permission in the kubeconfig namespace. For gcp
remove auth provider and use admin user password. The kubeconfig user need to have permission to Get/List

PodPriority - Please dt PriorityClass for suite-highy

Upload the Kube Configuration file to connect with your Cluster

* DOES THIS CLUSTER SUPPORT LOADBALANCER AS SERVICE TYPE

Upload Kube

Configuration file Loadbalance is supported by GKE, AKS, EKS. For Private Cloud please check
with your Cluster Admin.

* UPLOAD FILE

SELECTFILE config (37) ©
<INSTALLATION METHOD INSTALL

4. Identify if you cluster supports load balancer as the service type — accordingly, turn this toggle

a. YES — Toggle ON if supported (public clouds generally support load balancers)
b. NO — Toggle OFF if not supported (private clouds generally do not support load balancers)
5. Upload the Kubeconfig file.

Click Install. The installation progress is visible on screen. Once successful, you see the following message .

Cl oudCenter Suite installation successful!

6. You have the following options at this point:
a. Click Take Me To Suite Admin to launch and set up the Suite Admin.
b. Click Install Another Cluster to start another installation on the same cluster.

You have now installed the Suite Admin on an existing cluster.
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Upgrade Kubernetes Cluster
Upgrade Kubernetes Cluster

Access the Suite Installer Dashboard (see Prepare Infrastructure) to install a new cluster and launch nodes for the new Kubernetes cluster

Upgrade Approach
Amazon EKS Upgrade
Azure AKS Upgrade
Google GKE Upgrade
OpenStack Upgrade
VMware vSphere Upgrade
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Upgrade Approach
Upgrade Approach

Overview
Restrictions
Prerequisites
Process

This section provides details on restrictions, prerequisites, and the process to upgrade the Kubernetes cluster. During this upgrade, the software upgrades
the cluster and migrates the pods to new worker instances.

1 Ifyou restart any worker node, be sure to wait for approximately 10 minutes before logging into the CloudCenter Suite — this timeline is
determined by the pods taking about 10 minutes to startup.

Before proceeding with an upgrade, adhere to the following restrictions:
® Usage: To upgrade the Kubernetes cluster to a new version, you can do so from CloudCenter Suite 5.1.0 and later releases.

® You cannot use the CloudCenter Suite 5.1 upgrader to upgrade a CloudCenter Suite 5.0 cluster. You can only use the CloudCenter
Suite 5.1 upgrader effective CloudCenter Suite 5.1.1 to upgrade to a later release.

® As an upgrader is not available to upgrade from CloudCenter Suite 5.0 to CloudCenter Suite 5.1, you must use the Backup and Restore
procedure to upgrade to a CloudCenter Suite 5.1 cluster.

® Even if you update the Suite Admin to Suite Admin 5.1, the underlying cluster will not have the capability to be upgraded as it is still
using CloudCenter Suite 5.0.

® Public Clouds:

® By upgrading the cluster, you upgrade to the applicable Kubernetes version.
® Private Clouds:

® By upgrading the cluster, you are performing a rolling upgrade on each base image in the cluster.
® A rolling upgrade may or may not include a change in the Kubernetes version — it may merely apply an OS patch or address
vulnerabilities depending on the image version that you use.
® The installer includes a default Kubernetes cluster image (called, CCS-version-Base-Image). The VM Template contains a list
of tenant images with a CCS-version-Base-Image name format. If you want to upgrade to a version other than the default
version provided by the installer, then upload that CCS-version-Base-Image under the root folder, so that it will display in this
dropdown list. You can use this option to upgrade the cluster across private clouds.
® Suite Admin-level Permissions: The Suite Admin-level permissions are mandatory for a user to upgrade the cluster.
* New Clusters Only: You can upgrade a cluster that is created (from the Suite Installer) using the New cluster option.

1 Ifyou created your cluster by clicking the Existing cluster option (using the KubeConfig file), then you cannot upgrade this cluster
using the process provided in this section.
Verify that the cluster adheres to the following requirements:
® Backup Environment: Back up your environment before initiating the upgrade. See Backup for additional details.
® Schedule Downtime: Schedule a suitable downtime during off-peak hours to minimize the impact to your users and or customers. Communicate
the downtime as the CloudCenter Suite will not be accessible during the upgrade.

® Verify Kubernetes Version: Verify that the existing Kubernetes cluster is Version v1.11.0 and above.

This is the generic process to upgrade a Kubernetes cluster for a cloud that is supported by the CloudCenter Suite.
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1. Navigate to the Suite Installer Dashboard (see Prepare Infrastructure).

N
CISCO

Welcome to CloudCenter Suite Installer!

8
Set up CloudCenter Suite

Choose your installation method

NEW CLUSTER | | EXISTING CLUSTER |

Upgrade Kubernetes Cluster Set up Offline Repository

Point us to an existing cluster installed by CCS Use this repository to sync with Cisco repository

UPGRADE

2. Click Upgrade in the Upgrade Kubernetes Cluster section to specify the credentials for your cluster as displayed in the following screenshot.

asco.  CloudCenter Suite Installer

The CloudCenter Suite will be inaccessible during the upgrade and access will resume after the upgrade completes:

o Schedule the upgrade during off-peak hours to minize user impact

« Ensure you have backed up your environment before initiating the upgrade and communicate the planned
downtime to all users.

What are your cluster credentials?

SUITE ADMIN ENDPOINT FOR THE CLUSTER TO BE UPGRADED

EMAIL ADDRESS(USERNAME) OF THE SUITE ADMIN

Specify Cluster
Credentials

Admin Email Address(Use

* PASSWORD FOR THE SUITE ADMIN
Connect to your cluster to check
if an upgrade is possible

* TENANT ID FOR THE SUITE ADMIN

<BACK TOMENU

3. Enter the Suite Admin URL (or DNS), username, password, and Tenant ID for the admin account.
4. Identify if this is An Amazon EKS Cluster by toggling the switch (default is No). If it is, provide the Access Key and Secret Key details.

{D See the individual cloud upgrade pages for additional notes and nuances.

60

Cisco Cloud Management Documentation


http://docs.cloudcenter.cisco.com/cvim

Cisco CVIM Documentation

il CloudCenter Suite Installer

SUITE ADMIN ENDPOINT FOR THE CLUSTER TO BE UPGRADED

https://34.68.248.60

* EMAIL ADDRESS(USERNAME) OF THE SUITE ADMIN

admin@cisco.com

PASSWORD FOR THE SUITE ADMIN

TENANT ID FOR THE SUITE ADMIN

Specify Cluster cisco
Credentials

Connect to your cluster to check
if an upgrade is possible

5. Click Connect to validate your credentials.
6. At this point, you have multiple scenarios:

® You will be able to click Next and select the desired Kubernetes version from the dropdown list for this upgrade. Proceed to Step 8.
® |f an upgrade is not available for your cluster as displayed in the following screenshot, some possible reasons are:

® An upgrade is not currently available as the cluster is already at the latest available version of Kubernetes.

alaln
cisco

CloudCenter Suite Installer

https://34.68.248.60

EMAIL ADDRESS(USERNAME) OF THE
admin@cisco.com

Suite Admin Email Address(U:

* PASSWORD FOR THE SUITE ADMIN

* TENANT ID FOR THE SUITE ADMIN

cisco
Specify Cluster
Credentials

*ISTHIS AN AMAZON EKS CLUSTER?
Connect to your cluster to check
if an upgrade is possible

No upgrade available for your
EDIT (] cluster. You can upgrade another
cluster by changing the URL.

<BACK TO MENU
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® You may have provided the wrong cluster credentials (in this case, you will not see the Connected status update when you try
to connect). If so, enter the right credentials and try again.

il CloudCenter Suite Installer

https:/34.68.248.60

MAIL ADDRESS(USERNAME) OF THE S

admin@cligrtech.com

Specify Cluster

Credentials
Failed to validate the user login
info: Err: Failed to validate the
user/deployment: json: cannot
unmarshal array into Go value of
type models.UserValidation

m © FAILED TO VALIDATE THE USER LOGIN INFO:

BACK TO MENU

Connect to your cluster to check
if an upgrade is possible

7. Once Connected, you see the cloud type and other information on the left side off the screen as visible in the following screenshot (sample of a
GKE environment):

8. If an upgrade is available, select the Desired K8s version for the upgrade.

9. Click Upgrade to upgrade the Kubernetes cluster as well as the master and worker nodes once the upgrade is complete. A progress bar with
relevant status messages is displayed.

.E-} An upgrade operation can take more than one hour depending on the number of nodes to be upgraded and cloud response time.

10. At this point, you can:

a. Download the latest logs to track the upgrade process.
b. Wait for cluster to finish upgrading.
11. The installation progress and success is visible on the screen.

@ See the individual cloud upgrade pages for which of these options are available and for additional notes and nuances.

12. You have the following options at this point — depending on your cloud environment:

. Click Take Me To Suite Admin to launch and set up the Suite Admin.
. Click Install Another Cluster to start another installation on the same cluster.
. Download the Kubeconfig file.
. Download the SSH private key.
e. Re-purpose the installer server.
13. Login to CloudCenter Suite using valid credentials and verify that your information is preserved and that the cluster was upgraded.

o0 oTo
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Amazon EKS Upgrade
Amazon EKS Upgrade

Overview

Amazon Nuances

Module Details

Minimum Permissions Needed
Installation Process

See Upgrade Approach for details on permissions and prerequisites.
Be aware of the following requirements when installing the CloudCenter Suite:

® Maximum Supported Version: EKS Version 1.13.7 and below.
® Unavailable Resources: The following resources will not be available until the upgrade completes:

® EKS cluster
® Suite admin cluster
® Resources: Amazon creates the following resources for the AWS account:

® An EKS Cluster with user-provided specifications.

® All resources remain in the same region as the cluster.

* A new CloudFormation stack with the same number of instances, security groups, subnets, and roles that are used to connect to the
cluster.

VPC Name: cluster_name-VPC

Role Name for VPC: cluster_name-Role

Role Name for Workers: cluster_name-NodelnstanceRole

New CFN stack Name: cluster_name-New-Workers-random_UUID32

Auto Scaling Group for worker nodes as part of cloud formation workers stack

® The Delete API:

1 You cannot trigger a Delete call by deleting the Amazon cluster from either the AWS console or the AWS CLI. Instead, use the Delete
API.

Additionally, refer to your module documentation for module-specific dependencies as specified in the following table.

Module Documentation

Workload Manager | Cloud Overview
Action Orchestrator = Add Cloud Account

Cost Optimizer Cloud Overview

The following IAM policies are required for the CloudCenter Suite to access the EKS and create a new cluster on AWS.

AmazonEC2FullAccess

IAMFullAccess

AutoScalingFullAccess

AmazonEKSClusterPolicy

AmazonEKSWorkerNodePolicy

AmazonVPCFullAccess

AmazonEKSServicePolicy

AmazonEKS_CNI_Policy

AmazonRoute53FullAccess

Inline_Policy_EKS_Cluster = an inline policy allowing the following actions on the EKS service to an IAM user:
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To upgrade the cluster for an Amazon EKS Kubernetes environment, perform the following procedure.

. Navigate to the Suite Installer Dashboard (see Prepare Infrastructure).

. Click Upgrade in the Upgrade Kubernetes Cluster section to specify the credentials for your cluster as displayed in the following screenshot.
. Enter the Suite Admin DNS (or URL), username, password, and Tenant ID for the admin account.

. Identify if this is An Amazon EKS Cluster by toggling the switch (the default is No).

. Provide the Access Key and Secret Key details for the Amazon EKS Cluster as visible in the following screenshot.

s wON PP

@ The CloudCenter Suite validates the EKS credentials to ensure that the EKS cluster is available to this user.

asco’  CloudCenter Suite Installer

PASSWORD FOR THE SUITE ADMIN
TENANT ID FOR THE SUITE ADMIN

1S THIS AN AMAZON EKS CLUSTER

=3

AWS ACCESS KEY ID

Specify Cluster
Credentials
AWS SECRET ACCESS KEY

Connect to your cluster to check
if an upgrade is possible

. Click Connect to validate your credentials. Once Connected, you see the cloud type and other information on the left side off the screen

. Click Next and select the desired Kubernetes version from the dropdown list for this upgrade.

. If an upgrade is available, select the Desired K8s version for the upgrade.

. Click Upgrade to upgrade the Kubernetes cluster as well as the primary server and worker nodes once the upgrade is complete. A progress bar
with relevant status messages is displayed.

© 00 ~NO®
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@ An upgrade operation can take more than one hour depending on the number of nodes to be upgraded and cloud response time.

a. The following screenshot displays the progress bar to indicate the upgrade of a primary server node:
‘duth CloudCenter Suite Installer

q 2 @ Upgrading Kubernetes Cluster. This will take a few minutes. ..

KUBERNETES CLUSTER
——

Upgrading the kubernetes cluster. A single node upgrade typically takes 4-5 minutes, but may be slower (e.g., due to pod disruption
budget or grace period).

Upgrading Cluster

aks

Upgrading cluster to new
Kubernetes version

b. The following screenshot displays the progress bar to indicate the upgrade of a worker node:

sl CloudCenter Suite Installer

A : @ Upgrading Kubernetes Cluster. This will take a few minutes..

KUBERNETES CLUSTER
——

Successfully upgraded the cluster, provisioning the pods now

Upgrading Cluster

aks

Upgrading cluster to new
Kubernetes version

10. At this point, you can:

a. Download the latest logs to track the upgrade process.
b. Wait for cluster to finish upgrading.
11. The installation progress is visible on screen. Once successful, you see the success message displayed.

Cl oudCenter Suite installation successful!

12. You have the following options at this point:

a. Click Take Me To Suite Admin to launch and set up the Suite Admin.
b. Click Install or Upgrade Another Cluster to start another installation on the same cluster.
c. Download the Kubeconfig file.
d. Re-purpose the installer server.
13. Login to CloudCenter Suite using valid credentials and verify that your information is preserved and that the cluster was upgraded.

You have now upgraded the cluster on the EKS cloud. Verify your Suite Admin and tenant data.
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Azure AKS Upgrade
Azure AKS Upgrade

Overview

Azure Nuances
Module Details
Installation Process

See Upgrade Approach for details on permissions and prerequisites.
Be aware of the following requirements to install CloudCenter Suite:

® Maximum Supported Version: AKS Version 1.12 and below.

® Valid Azure Account: A valid service account that allows you to use sufficient resource quota. See https://docs.microsoft.com/en-us/azure/aks
/container-service-quotas for additional details.

® Resource Group: Create the resource group in a cloud region that supports Azure.

Additionally, refer to your module documentation for module-specific dependencies as displayed in the following table.

Module Documentation
Workload Manager | Cloud Overview
Action Orchestrator = Add Cloud Account

Cost Optimizer Cloud Overview

To upgrade the cluster for an Azure AKS Kubernetes environment, perform the following procedure.

. Navigate to the Suite Installer Dashboard (see Prepare Infrastructure).

. Click Upgrade in the Upgrade Kubernetes Cluster section to specify the credentials for your cluster as displayed in the following screenshot.

. Enter the Suite Admin URL (or DNS), username, password, and Tenant ID for the admin account.

. Identify if this is An Amazon EKS Cluster by toggling the switch (default is No). If it is, provide the Access Key and Secret Key details.

. Click Connect to validate your credentials. Once Connected, you see the cloud type and other information on the left side off the screen as visible
in the following screenshot.

. Click Next and select the desired Kubernetes version from the dropdown list for this upgrade.

. If an upgrade is available, select the Desired K8s version for the upgrade.

. Click Upgrade to upgrade the Kubernetes cluster as well as the master and worker nodes once the upgrade is complete. A progress bar with
relevant status messages is displayed.

GO WONPE

[eo BN e}

@ An upgrade operation can take a long time depending on the number of nodes to be upgraded and cloud response time.

9. At this point, you can:

a. Download the latest logs to track the upgrade process.
b. Wait for cluster to finish upgrading.
10. The installation progress is visible on screen. Once successful, you see the success message displayed.

Cl oudCenter Suite installation successful!

11. You have the following options at this point:

. Click Take Me To Suite Admin to launch and set up the Suite Admin.
. Click Install or Upgrade Another Cluster to start another installation on the same cluster.
. Download the Kubeconfig file.
. Download the SSH private key.
e. Re-purpose the installer server.
12. Login to CloudCenter Suite using valid credentials and verify that your information is preserved and that the cluster was upgraded.

o 0T

You have now upgraded the cluster on the AKS cloud. Verify your Suite Admin and tenant data.
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Google GKE Upgrade
Google GKE Upgrade

Overview

Google Nuances
Module Details
Installation Process

See Upgrade Approach for details on permissions and prerequisites.
Be aware of the following requirements when installing the CloudCenter Suite:

® Maximum Supported Version: GKE Version 1.12 and below.

® Permissions: Verify that the person upgrading the cluster has the following minimum permissions (roles) as displayed in the screenshot:
A service account represents a Google Cloud service identity, such as code running on
Compute Engine VMS, App Engine apps, or systems running outside Google.

Service account name
ad

Display name for this service account

(1+]

ad-581 @wakanda-214819.iam.gserviceaccount.com X c
Project role @

Role

Service Account User - L]

Create VMs and other GCP tasks with a
service account. Users cannot
impersonate the account directly as they
can with Service Account Actor role.

Role

Kubernetes Engine Admin L]

Full management of Kubernetes Clusters
and their Kubernetes API objects.

Role

Compute Admin -

Full control of all Compute Engine
resources.

<+ ADD ANOTHER ROLE

[C] Furnish a new private key

Downloads a file that contains the private key. Store the file securely because this key
can't be recovered if lost

[] Enable G Suite Domain-wide Delegation

Allows this service account to be authorized to access all users’ data on a G Suite
domain without manual authorization on their parts. Learn more

® Service Account User
® Kubernetes Engine Admin
® Compute Engine Admin

Additionally, refer to your module documentation for module-specific dependencies as identified in the following table:

Module Documentation

Workload Manager = Cloud Overview
Action Orchestrator = Add Cloud Account

Cost Optimizer Cloud Overview

To upgrade the cluster for a GKE Kubernetes environment, perform the following procedure.

. Navigate to the Suite Installer Dashboard (see Prepare Infrastructure).

. Click Upgrade in the Upgrade Kubernetes Cluster section to specify the credentials for your cluster as displayed in the following screenshot.

. Enter the Suite Admin URL (or DNS), username, password, and Tenant ID for the admin account.

. Identify if this is An Amazon EKS Cluster by toggling the switch (default is No). If it is, provide the Access Key and Secret Key details.

. Click Connect to validate your credentials. Once Connected, you see the cloud type and other information on the left side off the screen as visible
in the following screenshot.

GO WOWNPE
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6. Click Next and select the desired Kubernetes version from the dropdown list for this upgrade.

il CloudCenter Suite Installer

SUITE ADMIN ENDPOINT FOR THE CLUSTER TO BE UPGRADED

https://34.68.248.60

* EMAIL ADDRESS(USERNAME) OF THE SUITE ADMIN

admin@cisco.com

PASSWORD FOR THE SUITE ADMIN

Specify Cluster
Credentials

gke

Connect to your cluster to check
if an upgrade is possible

7. If an upgrade is available, select the Desired K8s version for the upgrade.
8. Click Upgrade to upgrade the Kubernetes cluster as well as the primary server and worker nodes once the upgrade is complete. A progress bar
with relevant status messages is displayed.

@ An upgrade operation can take more than one hour depending on the number of nodes to be upgraded and cloud response time.

a. The following screenshot displays the progress bar to indicate the upgrade of a primary server node:
il CloudCenter Suite Installer

Upgrading Kubernetes Cluster. This will take a few minutes

KUBERNETES CLUSTER
-

Upgrading kubernetes cluster's maters

Upgrading Cluster

gke

Upgrading cluster to new
Kubernetes version
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b. The following screenshot displays the progress bar to indicate the upgrade of a worker node:

el CloudCenter Suite Installer

Upgrading Kubernetes Cluster. This will take a few minutes

KUBERNETES CLUSTER

——
Upgrading the kubernetes cluster's nodes. A single node upgrade typically takes 10-15 minutes, but may be slower (e.g., due to pod
disruption budget or grace period)

Upgrading Cluster

gke

Upgrading cluster to new
Kubernetes version

9. At this point, you can:

a. Download the latest logs to track the upgrade process.
b. Wait for cluster to finish upgrading.
10. The installation progress is visible on screen.

® The following screenshot displays the progress bar to indicate the upgrade of a primary server node:

il CloudCenter Suite Installer

Upgrading Kubernetes Cluster. This will take a few minutes

KUBERNETES CLUSTER

Upgrading kubernetes cluster's maters

Upgrading Cluster

gke

Upgrading cluster to new
Kubernetes version
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® The following screenshot displays the progress bar to indicate the upgrade of a worker node:

el CloudCenter Suite Installer

Upgrading Kubernetes Cluster. This will take a few minutes

KUBERNETES CLUSTER

——
Upgrading the kubernetes cluster's nodes. A single node upgrade typically takes 10-15 minutes, but may be slower (e.g., due to pod
disruption budget or grace period)

Upgrading Cluster

gke

Upgrading cluster to new
Kubernetes version

Once successful, you see the success message displayed.

Cl oudCenter Suite installation successful!

11. You have the following options at this point:

a. Click Take Me To Suite Admin to launch and set up the Suite Admin.
b. Click Install or Upgrade Another Cluster to start another installation on the same cluster.
c. Download the Kubeconfig file.
d. Re-purpose the installer server.
12. Login to CloudCenter Suite using valid credentials and verify that your information is preserved and that the cluster was upgraded.

You have now upgraded the cluster on the GKE cloud. Verify your Suite Admin and tenant data.
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OpenStack

Upgrade

OpenStack Upgrade

Overview

Module Details
Installation Process

OpenStack Nuances

See Upgrade Approach for details on permissions and prerequisites.

Verify the following OpenStack nuances:

® OpenStack newton release with at least the following service versions:
L]

Cinder v2

® Keystone v3

OpenStack Nova v2
OpenStack Networking v2

® OpenStack Glance v2
® Ensure to add Port 6443 to the default security group as the security group created for the cluster is not automatically assigned to the load
balancer created for the cluster.

® The tenant and project requirements for OpenStack Cloud are identified in the following table.

Model

For all cases

Tenant network

Provider
network

Quota
2 (primary server group, worker group)
Number of workers + number of primary servers
3 (APl load balancers)
6 (2 for each load balancer)
6 (2 for each load balancer)
6 (2 for each load balancer)
3 (1 for the cluster VMs, 2 for the Kubernetes load balancer services)
18
See Prepare Infrastructure for additional details

Number of workers + number of primary servers + 3 for each load
balancer

Number of workers + number of primary servers

16 GB (recommended for each worker and each primary server)
32 (recommended for each workers and each primary server)
Floating IPs =3

Networks = 1

Subnet =1

Router =1

Number of workers + number of primary servers + 3 load balancers

Description
Server Groups
Server Group Members
Load Balancers
Health Monitors
Pools
Listeners
Security Groups
Security Group Rules
Volume GB

Ports

Instances

RAM

vCPUs

1 for each load balancer
For the tenant network
For the tenant network

For the tenant network to public network
connection

Free IPs in the provider network

® Network Time Protocol (NTP) must be configured — this is important as the CloudCenter Suite installation can fail, if NTP is not
configured or if it is wrongly configured.

1 If you setup CloudCenter Suite in offline mode, you must provide valid NTP server details before you save your configuration.

Additionally, refer to your module documentation for module-specific dependencies as identified in the following table:

Module

Documentation
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Workload Manager = Cloud Overview
Action Orchestrator = Add Cloud Account

Cost Optimizer Cloud Overview

To upgrade the cluster for an OpenStack Kubernetes environment, perform the following procedure.

1. Verify that you have prepared your environment as listed in the OpenStack Nuances section above.
2. Navigate to the Suite Installer Dashboard.

Himm
cisco

Welcome to CloudCenter Suite Installer!

-

Set up CloudCenter Suite

Choose your installation method

NEW CLUSTER EXISTING CLUSTER

Upgrade Kubernetes Cluster Set up Offline Repository

Point us to an existing cluster installed by CCS Use this repository to sync with Cisco repository

UPGRADE

3. Click Upgrade in the New Kubernetes Cluster tile to create a new Kubernetes cluster and install the Suite Admin on it.
il CloudCenter Suite Installer

Which Cloud would you like to install the Cluster on?

—

"N = o
Azure Kubernetes Service OpenStack vSphere
@

Amazon EKS Google Kubernetes Engine

Connect Your Cloud

Install cluster and connect with
your credentials

INSTALLATION METHOD

4. Click the OpenStack tile. You see the Specify Cluster Credentials page.
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5. Enter your Suite Admin credentials and click Connect.

dsee’  CloudCenter Suite Installer

The CloudCenter Suite will be inaccessible during the upgrade and access will resume after the upgrade completes

« Schedule the upgrade during off-peak hours to minize user impact.

« Ensure you have backed up your environment & the upgrad
downtime to all users.

What are your cluster credentials?

* SUITE ADMIN ENDPOINT FOR THE CLUSTER TO BE UPGRADED

https://3

Suite Admin URL with port(ifrequired) - . https//example.cony 123

EMAIL ADDRESS(USERNAME) OF THE SUITE ADMIN

Specify Cluster admin@cisco.com

Credentials n Email Address{Username

Connect to your cluster to check
if an upgrade is possible

* PASSWORD FOR THE SUITE ADMIN

*TENANT ID FOR THE SUITE ADMIN

<BACKTOMENU

OpenStack Details

Suite Admin Endpoint for the Cluster to be
Upgraded

Email Address (Username) of the Suite Admin

Password for the Suite Admin

Tenant ID for the Suite Admin

Is This an Amazon EKS Cluster

Description

The DNS address or IP address of the vCenter server where you launch the Suite
Admin.

The email address of Suite Admin (the Initial Administrator) who setup the Suite
Admin.

The password for the Suite Admin (the Initial Administrator) who setup the Suite
Admin.

The Tenant ID for the Suite Admin (the Initial Administrator) who setup the Suite
Admin.

Toggle the switch (default = No). If it is, provide the Access Key and Secret Key
details.

The CloudCenter Suite validates the OpenStack credentials to ensure that the cluster is available to this user.

6. Once the connection is validated, click Next.

Change action

You sure youwant to continue?
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7. Click Confirm to continue with the changes.

el CloudCenter Suite Installer

SUITE ADMIN ENDPOINT FOR THE CLUSTER TO BE UPGRADED
https://10.8.12.10
EMAIL ADDRESS(USERNAME) OF THE SUITE ADMIN
admin@cisco.com
pddresslU
PASSWORD FOR THE SUITE ADMIN
Password@123
Sute Admin Password
. TENANT ID FOR THE SUITE ADMIN
Specify Cluster
Credentials et

OpenStack

Connect to your cluster to check
if anupgradeis possible

<BACKTO MENU

il CloudCenter Suite Installer

1 @ 8 Upgrade settings

CURRENT KUBERNETES VERSION
1135
Current version of kubernetes installed on the existing cluster
NEW KUBERNETES VERSION
1135
New version of kubernetes available as part of upgrade
NEW CISCO KUBERNETES 1.13.5 OPENSTACK IMAGE
Cluster upgrade settings Optional [ iptio
Cisco Kubernetes 1.13.5 image to use for the masters and workers. If not
== provided will upload an image included with the installer
OpenStack

Specify the settings required to
upgrade your cluster

< CHANGE CLUSTER CREDENTIALS UPGRADE
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9. Click Upgrade to upgrade the Kubernetes cluster as well as the primary server and worker nodes once the upgrade is complete. A progress bar
with relevant status messages is displayed as visible in the following screenshots.

il CloudCenter Suite Installer

2 2 @ Upgrading Kubernetes Cluster. This will take a few minutes. ..

KUBERNETES CLUSTER
-
Uploading new image to OpenStack

DOWNLOAD LOGS

Upgrading Cluster

OpenStack

Upgrading cluster to new
Kubernetes version

il CloudCenter Suite Installer

a 2 @ Upgrading Kubernetes Cluster. This will take a few minutes. ..

KUBERNETES CLUSTER
——
Upgrading kubernetes cluster

DOWNLOAD LOGS

Upgrading Cluster

OpenStack

Upgrading cluster to new
Kubernetes version

10. At this point, you can:

a. Download the latest logs to track the upgrade process.
b. Wait for cluster to finish upgrading.
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11. Once successful, you see the success message.

"dses’ CloudCenter Suite Installer

Cluster upgrade successful!

TAKEMETOSUTEADMIN

 upgrade another cluster or download Ku

o verify that all

You have the following options at this point:
a. Click Take Me To Suite Admin to launch and set up the Suite Admin.
b. Click Install Another Cluster to start another installation and go back to the homepage (Installer Dashboard).
c. Download Kubeconfig file to connect to the launched cluster using the kubectl tool.

12. After the installation is complete, use the following command to SSH into the workers/primary servers as cloud-user and use the private SSH key
or the public key (provided when you configured the Placement Properties details above).

#Sanpl e command to SSH into a worker/primary server

ssh -1 <private key> cl oud-user @primary server/worker |P>

13. Login to CloudCenter Suite using valid credentials and verify that your information is preserved and that the cluster was upgraded.

You have now upgraded the cluster on the OpenStack cloud. Verify your Suite Admin and tenant data.
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VMware vSphere Upgrade

VMware vSphere Upgrade

Overview

Module Details

Trial User Installation Procedure and Settings
Advanced Prerequisites
Advanced VMware Nuances

Installation Process

See Upgrade Approach for details on permissions and prerequisites.

In some cases, you may merely want to try out the installation to check if it works. In these cases, try the installation with the following settings, regardless

of your environment:

1. Upload the tenant image manually to the root folder and prefix the file with CCS (all upper case) before you begin the installation.

2. Do not convert the tenant image to be a template.

3. If you are new to Cloud Center Suite, installing CloudCenter Suite for the first time in a VMware environment or if you not sure of your vSphere
capacity, then select the following settings in the Placement properties page as follows to ensure a successful installation:

Placement
Properties
Field

VM Template

Resource
Pool

CIDR Network

Master VIP
Static IP
Number of
worker nodes

Datastore

Settings and Description

Select the image uploaded in as mentioned in Step 1 above.

Create a new resource pool in your VMware environment and select this new resource pool.

Placement properties has 2 types of networks: vSphere Network and Kubernetes POD CIDR.

1 The values for both these networks must be different.

If you select the same network for both settings, the installation will not succeed as the IP that is being assigned
will be the same for both networks and thus cause a conflict.

Make sure it is available and not allocated to any other environment before entering the information in this field.

Make sure all values are correct and the range is wide enough and available. The number of primary servers, workers,
and load balancers must be included in this count.

Reduce the Worker count to 2 (even if this field defaults to 5) for an environment that uses 8 CPU 32 GB memory. At a later
point ( after your installation/registration is complete), you can increase this count by using the scale up procedure.

The updated tenant image and the destination CCS_ image folder MUST have the same Datastore value — to verify this, note
the datastore value when you upload the image and then use the same value to enter in this field.

The following Advanced sections are intended for users who would like to perform the installation using their environment-specific VMware settings.

If you are using a proxy requirement, be sure to verify that the proxy does not have a username or password restriction.

1 Ifyou have credentials in place, you will see a field validation error below each Proxy field.

77

Cisco Cloud Management Documentation 1


http://docs.cloudcenter.cisco.com/cvim

Cisco CVIM Documentation

©

The installation process assumes internet connectivity to certain domains. When installing CloudCenter Suite into environments residing behind
a proxy, please ensure the following domains are entirely accessible. Remember the proxy information - this will be used during the installation
of CloudCenter Suite.

(:D Note: The Installer VM supports HTTP and HTTPS proxies, with or without username and password. The proxy must support TLS
1.2.

1 Warning: Several of the following links might perform redirects. Please ensure your proxy and firewall are configured to allow
redirects of the following URLs.

Proxy URL Description

https://devhub. Repository for Cisco CloudCenter Suite Docker Charts
cisco.com

http://devhub.
cisco.com

https://devhub-
docker.cisco.
com

http://devhub-

docker.cisco.

com

https://gcr.io Repository for Cisco CloudCenter Suite Helm Charts
http://gcr.io

https://storage. Repository for Cisco CloudCenter Suite Tiller Image
googleapis.com

http://storage.
googleapis.com

Other The Suite Installer may require additional connections to the installation environment (for example, vCenter, Hyperflex
Data Platform, AWS Console, and so forth) Please ensure your cloud target is reachable via the proxy!

A Note on Offline Clusters

In CloudCenter Suite 5.1 and earlier, if your environment has strict URL rules that redirects (for example, using a shorter URL that redirects to htt
ps://storage.googleapis.com) the configured URL, you may not be able to complete the installation as these kind of redirects may not be allowed
if you have installed the repository in an offline cluster. As the offline solution is not completely air gapped in CloudCenter Suite 5.0 and 5.1, you

must added these URLSs to your allowed lists behind the firewall so you can access these sites.

Verify the following VMware nuances:

Ensure to use Version 6.0 and higher.

Verify that you have sufficient shared storage between hosts.

You must have privileges to launch a VM and access the selected DC/Datastore.
The datastore clusters are not supported

The vSphere datastore must reside outside the datastore cluster.

If vSphere is slow:

® Upload the VM template manually — in the same datastore where you are going to install CloudCenter Suite.
* Initially select fewer number of workers than suggested — for example, if 5 workers are recommended, just enter 2 instead of 5. This
helps prevent a timeout issue when the workers are being created.
® After the installation completes, login to CloudCenter Suite as the root tenant (admin) user, click on the Cloud Management icon, and
scale up the worker node.
® Static IP Consideration — Verify that you have sufficient IPs available in the Static IP range provided during installation for scale up.
If vSphere has more than one datacenter, be sure to:

® Create and select one resource pool, do not leave this resource pool selection blank.

® Upload the tenant image manually to vSphere, under root folder as provided in the following procedure.
® Download the tenant image tar.gz file from software.cisco.com.
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® Extract the tenant image. The extracted folder contains the tenant image, rename it by including a CCS prefix. For example:
ccp-tenant-image-1.13.5-ubuntul8-4.1.1.ova, rename it to CCS-tenant-image-1.13.5-ubuntu18-4.1.1.ova

® Next, upload this renamed image to your root folder, make sure to select the same data store where you will be installing
CloudCenter Suite.

® The image will be displayed in the VM Template dropdown of the Placement Properties page.

v ccp-tenant-image-1.13.5-ubuntu18-4.1.1.ova 3 --  Folder
README 2KB  TextEdit
H verify 6KB  Unix executa
ee.pem 2KB  printabl...arc
sub_ca.pem 2KB  printabl...arc
root_ca.pem 1KB printabl...arcl
ccp-tenant-image-1.13.5-ubuntu18-4.1.1.ova.signature 512 bytes Document

ccp_image_signing_release_v1_pubkey.der 550 bytes certificate

B ccp-tenant-image-1.13.5-ubuntu18-4.1.1.0va Document

® Be sure to verify that the image is not converted to the template after uploading to vSphere.
® |f vSphere has only one datacenter, then it is not mandatory to select a resource pool.
® Your datacenter must exist at the root level.

1 Be aware that CloudCenter Suite does not support folders at the root level.

® Network Time Protocol (NTP) must be configured — this is important as the CloudCenter Suite installation can fail, if NTP is not
configured or if it is wrongly configured.

1 Ifyou setup CloudCenter Suite in offline mode, you must provide valid NTP server details before you save your configuration.

® For CloudCenter Suite to use a particular user account in VMware, that account must have the permissions identified in the following table.

vCenter Required Reason

Object Permission
Network Assign Network If the default network in a template/snapshot must be changed
Datastore Allocate space For persistent disk operation

Browse datastore

Low level file
operations
Remove file
Folder Create folder For user folder creation
@ Create this folder under the root folder and be sure to select this path at installation time.
Resource Apply For datastore cluster support

recommendation

Assign VM to For resource pool selection
resource pool

Tasks Create task For VM operation

Update task
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Virtual All permissions
Machine

Global Role = Set Custom
Attributes

Manage Custom

Attributes

Add the following roles and permissions so the tenant image can be uploaded to vSphere under
Datacenter during the installation for the given user:

Create a role by providing below privileges to this role.
Datastore.Allocate space

Datastore.Browse datastore

Datastore.Low level file operations
Datastore.Remove file

Folder. Create folder

Global.Manage Custom Attributes

Global.Set custom attribute

Network.Assign network

Resource.Apply recommendation
Resource.Apply VApp to resource pool
Resource.Apply virtual machine to resource pool
Storage views. View

Tasks.Create task

Tasks.Update task

Virtual machine (Check all the permissions under this Privilege).
VApp.Import

VvApp.Power off

VvApp.Power on

VApp.Suspend

VvApp.vApp application configuration

VApp.vApp instance configuration

VvApp.vApp managedBy configuration
VApp.VApp resource configuration

To add custom attributes on virtual machines

Additionally, refer to your module documentation for module-specific dependencies identified in the following table.

Module Documentation

Workload Manager | Cloud Overview

Action Orchestrator = Add Cloud Account

Cost Optimizer Cloud Overview

To install the CloudCenter Suite on a new vSphere cluster, perform the following procedure.

1. Verify that you have prepared your environment as listed in the VMware Nuances section above.

2. Navigate to the Suite Installer Dashboard.

Hmm
cisco

Welcome to CloudCenter Suite Installer!

Lo

Set up CloudCenter Suite

Choose your installation method

EXISTING CLUSTER

Upgrade Kubernetes Cluster Set up Offline Repository

Point us to an existing cluster installed by CCS Use this repository to sync with Cisco repository

UPGRADE
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3. Click Upgrade in the New Kubernetes Cluster tile to create a new Kubernetes cluster and install the Suite Admin on it.
CloudCenter Suite Installer

sl
cisco

@ 2 3 ‘Which Cloud would you like to install the Cluster on?
—
A e =
Azure Kubernetes Service OpenStack vSphere
©
Amazon EKS Google Kubernetes Engine

Connect Your Cloud

Install cluster and connect with
your credentials

NSTALLATION METHOD

4. Click the VMware vS

alaln,
cisco

here tile.
CloudCenter Suite Installer

SUITE ADMIN ENDPOINT FOR THE CLUSTER TO BE UPGRADED

Suite Admin URL with port(if required) - Eg. https:

* EMAIL ADDRESS(USERNAME) OF THE SUITE ADMIN

Suite Admin Email Address(Username)

PASSWORD FOR THE SUITE ADMIN

Suite Admin Password

* TENANT ID FOR THE SUITE ADMIN

Specify Cluster
Credentials

Suite Admin Tenant ID

* 1S THIS AN AMAZON EKS CLUSTER?
Connect to your cluster to check

if an upgrade is possible W No

Toggle to provide credentials of Amazon Elastic Kubernetes

< BACK TO MENU

5. Enter your Suite Admin credentials and click Connect.

vSphere Details

Suite Admin Endpoint for the Cluster to be
Upgraded

Email Address (Username) of the Suite Admin

Password for the Suite Admin

Tenant ID for the Suite Admin

Is This an Amazon EKS Cluster

The CloudCenter Suite validates the vSphere credentials to

lexample

Service cluster

Description

The DNS address or IP address of the vCenter server where you launch the Suite
Admin.

The email address of Suite Admin (the Initial Administrator) who setup the Suite
Admin.

The password for the Suite Admin (the Initial Administrator) who setup the Suite
Admin.

The Tenant ID for the Suite Admin (the Initial Administrator) who setup the Suite
Admin.

Toggle the switch (default is No). If it is, provide the Access Key and Secret Key
details.

ensure that the cluster is available to this user.
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6. Once the connection is validated, click Next.

et CloudCenter Suite Installer

cisco

« SUITE ADMIN ENDPOINT FOR THE CLUSTER TO 6E UPGRADED
@ 2 3 https/

* EMAIL ADDRESS(USERNAME) OF THE SUITE ADMIN

com

* PASSWORD FOR THE SUITE ADMIN

Specify Cluster * TENANT ID FOR THE SUITE ADMIN
Credentials

* 1S THIS AN AMAZON EKS CLUSTER'
ccp-v3-vsphere

Connect to your cluster to check
if an upgrade is possible

Once Connected, you see the cloud type and other information on the left side off the screen
7. Enter the information in the Upgrade settings fields.

aleile - CloudCenter Suite Installer

CISCO

Upgrade settings

* CURREMT KUBERMETES WERSIO

Cluster upgrade settings

cep-v3-vsphere

% required to
sster

Upgrade Description
Settings
Field
Current The current version for your Kubernetes setup is pre-populated in this field.
Kubernetes
Version
New If an upgrade is available, it is listed in this dropdown list. Select the Desired K8s version for the upgrade.
Kubernetes

Version

82

Cisco Cloud Management Documentation


http://docs.cloudcenter.cisco.com/cvim

Cisco CVIM Documentation

VM Different images will be used for the installer and the cluster launched by the installer as visible in the following screenshot.
Template

sl CloudCenter Suite Installer

Upgrade settings

* CUBRENT KUBERMETES VERSK

Cluster upgrade settings

cep-vi-vsphere

The installer includes a default Kubernetes cluster image (called, CCS-version-Base-Image). The VM Template contains a list
of tenant images with a CCS-version-Base-Image name format. If you want to upgrade to a version other than the default
version provided by the installer, then upload that CCS-version-Base-Image under the root folder, so that it will display in this
dropdown list.

The CCS-version-Base-Image image included in the installer is selected if you do not override the setting.

To override the CCS-version-Base-Image image used by the Suite installer, be sure to add the applicable image in the
vSphere console and selected the applicable OVA from the dropdown list in this field.

If you use the OVA installer to launch the cluster in an OpenStack environment, be sure to override this field and select the
applicable QCOW?2 CS-version-Base-Image.

1 Ifyouinstall the CloudCenter Suite using any image other than CCS-version-Base-Image, the installation will fail.

P This switch allows you to select the mode. Currently, only DHCP is supported.
Allocation
Mode ® DHCP: This strategy allows the IP to be allocated by the DHCP server to the instance on server boot up.

® Master VIP: The IP address for the Take Me to Suite Admin link — Users can determine the IP address that should
have the primary role for the Take Me to Suite Admin link.

@ This should be a unique IP and should not be assigned to any other resource.

® Static IP: This strategy allows the customer to provide the IP address. As this IP address may or may not be available to
the server (based on the availability), you must perform adequate checks to ensure IP availability before using this
strategy.

® Static IP Pool Start IP: The first IP address of the static IP range. If you need to scale up nodes after setting up the
Suite Admin, then you must ensure a wider range.

Static IP Pool End IP: The last IP address for the static IP range.

Subnet Mask: The netmask corresponding the the specified IP range.

DNS Server List: The comma separated list of DNS server IP addresses.

Gateway List: The comma separated list of Gateway server IP addresses.
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8. Click Upgrade to upgrade the Kubernetes cluster as well as the primary and worker nodes once the upgrade is complete. A progress bar with
relevant status messages is displayed as visible in the following screenshot.

1 o Q\ Upgrading Kubernetes Cluster. This will take a few minutes. ..
3)

KUBERNETES CLUSTER
————

Upgrading the kubsrnetes cluster

DOWNLOAD LOGS

Upgrading Cluster

cep-vi-viphere

9. At this point, you can:

a. Download the latest logs to track the upgrade process.
b. Wait for cluster to finish upgrading.

10. Once successful, you see the success message as visible in the following screenshot.

‘el CloudCenter Suite Installer

Cluster upgrade successful!

TAKEMETOSUITEADMIN

als to verify that all

11. You have the following options at this point:

. Click Take Me To Suite Admin to launch and set up the Suite Admin.

. Click Install or Upgrade Another Cluster to start another installation and go back to the homepage (Installer Dashboard).

. Download KubeConfig file to connect to the launched cluster using the kubectl tool.

. After the installation is complete, use the following command to SSH into the workers/primary servers as cloud-user and use the private
SSH key or the public key (provided when you configured the Placement Properties details above).

o 0T

#Sanpl e command to SSH into a worker/primary server
e ssh -1 <private key> cl oud-user @prinmary server/worker |P>

12. Be sure to switch off the installer VM. You can reuse this VM for any other purpose, for example, as an Offline Repository.

You have now upgraded the cluster on the VMware cloud. Verify your Suite Admin and tenant data.
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Offline Repository
Offline Repository

® Introduction
® Prerequisites to Configure the Offline Repository
® Setup the Offline Repository

A repository connection enables access from one of the CloudCenter Suite VMs to the default Cisco Products Repository. This default repository is only
accessible if you have direct internet access.

The CloudCenter Suite will try to connect to the Cisco Products Repository to install and upgrade the product modules.

® The default Cisco Products Repository is only accessible if your underlying Kubernetes cluster has direct internet access.
® |f you are behind a proxy environment, you must provide the proxy settings in the installers and you will not need an offline repository
(for private clouds).

If you do not have internet access, you must connect the CloudCenter Suite to the offline repository (see Offline Repository Configuration for additional
details).

After you create a VM from the OVA, you have the option to use the VM as an offline repository server.

The offline repository connects to the default Cisco Products Repository and allows you to install or upgrade within the Suite Administration.

1 The offline repository is the same for all supported clouds — and is only supported for OpenStack and VMware clouds.

® The offline repository VM must have access to the Cisco repository at devhub-docker.cisco.com and devhub.cisco.com.

® You must manually set up a valid DNS name for the repository VM.

® You must get a valid certificate and a private key pair for the DNS name (self-signed certificates are not acceptable, you must get a Certificate
Authority to sign the certificate)

® The repository VM must be accessible from the Kubernetes cluster through the domain name.

® Optional. If your offline repository server requires a proxy to connect to the Internet, you must have the proxy configuration ready.

* A VM that was used for the installation can also be used as an offline repository after the installation completes.

@ Once converted to an offline repository, this VM can no longer be used as the installer VM.

To setup an offline repository, follow this procedure.
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1. Click Setup in the Set up Offline Repository area as displayed in the following screenshot.

e
CIsco

Welcome to CloudCenter Suite Installer!

D
Set up CloudCenter Suite

Choose your installation method

NEW CLUSTER | ‘ EXISTING CLUSTER |

Upgrade Kubernetes Cluster Set up Offline Repository

Point us to an existing cluster installed by CCS Use this repository to sync with Cisco repository

UPGRADE

2. Click Select File to upload the certificate and the private key as displayed in the following screenshot.

Verify that the certificate and private key files have been assigned 755 permissions (full permissions for the owner, and read/execute
permission for others).

CloudCenter Suite Installer

Suite Admin Kubernetes cluster must have access to the offline repository through domain name.

Offline repository must have access to https:/devhub cisco com and https://devhub-dockercisco.com

Configure optional HTTPS proxy if this offline repository requires proxy to reach Cisco host repository.

This offline repository cannot be reused to install Cisco CloudCenter Suite.

Configure your offline repository.

* UPLOAD CERTIFICATE

SELECTFILE

fullchaini.per

* UPLOAD PRIVATE KEY

SELECTFILE ‘ privkeyl.pem
Upload Files
* OFFLINE REPOSITORY DOMAIN NAME
Upload certificate and private repo.myofflinerepo.com|

key to configure repository
f the curre

HTTPS PROXY HOST

< CHANGE INSTALLATION METHOD m

. Enter the DNS name in the Offline Repository Domain Name field.
. (Optional) Enter the proxy IP or DNS name in the HTTPS Proxy Host field..

AW

@ This step is required only if you connect to the Internet via a proxy.

. Click Done to complete the installation.
Navigate back to CloudCenter Suite to connect to the repository and perform further actions in CloudCenter Suite as displayed in the following
screenshot.

oo

Once you setup offline repository, note its DNS name so you can re-launch the CloudCenter Suite Installer Repository Proxy success
page so you can edit the repository details at a later date.
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‘el CloudCenter Suite Installer

0

Repository Proxy setup successful!

‘ EDIT REPOSITORY

Important next steps: You can now go to CloudCenter Suite and connect
Yyour repository.

Edit Offline Repository

Once you have set up the repository, you can click the Edit Repository link to change the certificates, DNS name, and proxy settings.

If you are editing the repository at a later time, use the DNS address (that you noted down after you Setup the Offline Directory as described in the
previous section) to re-launch the CloudCenter Suite Installer Repository Proxy success page and click the Edit Repository link as displayed in the
following screenshots.

Configure your offline repository.

*UPLOAD CERTIFICATE

SELECT FILE

*UPLOAD PRIVATE KEY

SELECTFILE
* OFFLIME REPOSITORY DOMAIN NAME
offline9751.oneqaciscocpsgtesting.com
valid domain name matching the provided certificate
HTTPS PROXY HOST
10.193.76.120

Upload Files

proxy host IP address or DNS name, e.g. myp

Upload certificate and private PORT
key to configure repository
3128

proxy port, allowed value range is from 1 to 65535

PROXY REQUIRES PASSWORD

@ If you change the proxy password in the proxy instance, wait for at least 30 seconds for the new password to take effect, before updating the
new password in the Edit Repository page.
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Upload Files

Upload certificate and private
key to configure repository

offline975 1.onegaciscocpsgtesting.com
valid domain mame matching the provided certificate
HTTPS PROXY HOST

10.1.71
proxy host |IP address or DNS name, e.g. myproxy.com
PORT

3128
proxy port, allowed value range is from 1 to 65535
PROXY REQUIRES PASSWORD
* USER NAME

jon
username to be used to authenticate to prooy
* PASSWORD

sssse

password to be used to authenticate to proxy
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Backup and Restore

Backup and Restore

® With Internet Access
® Backup
® Restore
® Restore without Proxy
® Restore with Proxy
® Without Internet Access
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With Internet Access

With Internet Access

® Backup

® Restore
® Restore without Proxy
® Restore with Proxy
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Backup
Backup Approach

Overview

Limitations

What Data Is Backed Up?
Requirements

Process

Actions after Configuring the Backup

You may sometimes need to backup your CloudCenter Suite setup so you have the option to recover the data when required. When you have a cluster
running, it can go into a bad state for a number of reasons (resource shortage, application unavailability, infrastructure changes, undependable state and
so forth). In these cases, backing up the data allows you a to recover data when required.

@ The backup/restore feature is only available on new CloudCenter Suite clusters installed using CloudCenter Suite installers and not on existing
Kubernetes clusters.

@ For isolated, air gap, environments, that do not have internet access, or to back up to a local system, a manual backup procedure is available —
see Without Internet Access for additional details.

Before proceeding with a backup, adhere to the following limitations:
® Supported Clouds: You can backup data to one of the following locations:

® Google Cloud Storage (use the procedure below)
® AWS S3 (use the procedure below)
® Switching between Clouds and Cloud Accounts:

® While editing the storage location in the CloudCenter Suite, if you switch to a new cloud type or cloud account within the same cloud
type, be aware that backups in the previously configured storage location will no longer be accessible from the CloudCenter Suite.
® The backup files from the previously configured storage location will continue to be available via your cloud console.
® Restoring to a Different Cluster:

® This feature is only supported for clusters launched by the CloudCenter Suite installer.
® You cannot backup from and restore to the same cluster — you can only backup to one cluster and restore to a different cluster.
®* The backed up cluster and the target restore cluster should both be on the same cloud.

® User Credentials:

® The credentials are specific to your service account in the cloud and only the user with those credentials can configure and initiate the
backup.

® |f you change the credentials you will see a warning message to indicate that you cannot access previous backups.
1 The CloudCenter Suite does NOT provide a granular option to backup Kubernetes resources or application-specific databases.
Additionally, you CANNOT take volume snapshots.

The CloudCenter Suite uses the /atest cloud/cloud account and bucket configurations to retrieve the list of existing backups, displayed in the table in the A
dmin > Backup page (under the Data Recovery section in the Suite Admin Ul).

@ If you update the existing configuration for any reason, users cannot manage the backups from the earlier cloud/cloud account and bucket
configuration.

The backup action backs up the ENTIRE cisco namespace.

® Backed Up: Any data under the Cisco (cisco) name space. This includes but is not restricted to the Kubernetes resources with associated
application data, pod data, secrets, PersistentVolumeClaim (PVC) data, PersistentVolume (PV) data, and other relevant data associated with
these sub-systems

® Not Backed Up: Any data that is not under the Cisco (cisco) nhame space.

Before proceeding with a backup, adhere to the following limitations:

® General: When configuring a backup for the first time, verify that the storage bucket is empty before scheduling any backups.
* GCP:

® Configure a Storage Bucket with the required permissions: The following screenshot displays a sample storage bucket in a GCP
environment:

91

Cisco Cloud Management Documentation 1


http://docs.cloudcenter.cisco.com/cvim

Cisco CVIM Documentation

Google Cloud Platform 3 suiteadmin «

B8 Storage 4y  Bucket details # EDITBUCKET  ( REFRESH BUCKET
@  Browser abhav-backup
- Transfer Objects Overview Permizsians Bucket Lock
= sfe

Transfer Appliance
Upload files  Upload folder | Create folder  fienane s Delete

&

Settings

[Fitter by prefi_..

Buckets J abhinav-backup / backups

Mame size  Type Storage class Last modified Public access
I abil-backup-20190723/ - Foider - - Per abject
I abZ-backup-20190723/ Falder Per abject
I backup-20190724/ - Folder - - Prt object
9 backup-201907240% —  Falder - = Per object

® The cloud account used to configure the backup must have an empty storage.bucket.list.
® The bucket must have its ACL set to storage.objects(create,delete,get,list).

* AWS:

® The storage bucket in your AWS S3 environment must be empty with the applicable ACL permission.
The IAM user permissions define the user privilege on the S3 bucket as listed in the following screenshot:

@ In the following code block, the bucket name is defined as velero-cisco— this is just an example! Be sure to change this
value to reflect the name of your own bucket!
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{
"Version":"2012-10- 17",
"Statenment": [
{
"Effect":"All ow',
"Action":[
"ec2: Descri beRegi ons",
"ec2: Descri beVol unes",
"ec2: Descri beSnapshot s",
"ec2: CreateTags",
"ec2: Creat eVol une",
"ec2: Creat eSnapshot ",
"ec2: Del et eSnapshot "
1
"Resource":"*"
},
{
"Effect":"All ow',
"Action":[
"s3: Get Obj ect”,
"s3: Del etej ect”,
"s3: Put Obj ect ",
"s3: Abort Mul ti part Upl oad",
"s3: Li st Ml tipartUpl oadParts"
I
"Resource": [
"arn:aws: s3:::vel ero-cisco/*"
]
b
{
"Effect":"Al ow',
"Action":[
"s3: Li st Bucket "
I,
"Resource": [
"arn:aws: s3:::vel ero-ci sco"
]
}
{
"Effect":"A |l ow',
"Action":"s3: ListA | MyBuckets",
"Resource": [
"arn:aws:s3:::*"
]
}
1
}

To backup the CloudCenter Suite data, follow this procedure.

1. Navigate to the Suite Admin Dashboard.
2. Click Admin > Backup (under the Data Recovery section) to access the Backup page as displayed in the following screenshot.
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SRRCEEREN ‘é"'s'ég‘ SUITE ADMIN S i 1
Modules
¥ &
Suite Admin
(810:16196 o VE1L0-142171 setat [ eoare | Action Orchestrator
© ®

Cost Optimizer Petclinic Demo

3. Click the cog icon in the Backup page (as displayed in the following screenshot) to configure a new backup storage location.

bl s 4 -
cisco.  SUITE ADMIN & K A 5

Backup

Select Cloud

aws

Google Cloud Storage AWS53

Add Credential

5. Depending on the selected cloud, the Add Credential section differs:
* GCP:

a. Select the file containing the credentials is displayed in the following screenshot.

Add Credential

b. Select the Storage bucket as displayed in the following screenshot.
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abihav-backup

c. Click Done to save the backup configuration as displayed in the following screenshot.

Select Storage Bucket

® AWS S3:
a. Select the file containing the credentials as displayed in the following screenshot.

Select Storage Bucket

* AWS BACKUP BUCKET

5-temp123 v

b. Select the Storage bucket as displayed in the following screenshot.

cf-templates-kwSbvrc9laez-us-east-1

csb-config-bucket-216990529744

csirt-api-logs-216990529744

lal-kops-state-store

s3accesslogs-216990529744-us-east-1
fuaiiia-temp123

Sele
diin 123

sk-kops-state-store

shailja-temp123 A

AWS bucket to be used for backup

c. Click Done to save the backup configuration as displayed in the following screenshot.

95

Cisco Cloud Management Documentation


http://docs.cloudcenter.cisco.com/cvim

Cisco CVIM Documentation

Select Cloud

aws

Google Cloud Storage AWSS3

Add Credential

* AWS ACCESS KEY ID

AWS Access Key ID

* AWS SECRET ACCESS KEY

AWS Secret Access Key
* AWS REGION

us-west-2

gion {optional)

AWS 53 ENDPOINT
AWS S3 Endpoint foptional)

‘ EDIT ‘ ¢

6. Once configured, click Backup in the Backup page to initiate the data backup. Until you initiate the first backup, this page will be empty. Once you
have initiated one or more backups, they are automatically listed in this page as visible in the following screenshot.

bl ¢ -, e
et SUITE ADMIN & B A &
Backup
& BACKUP
NAME CREATEDDATE # CREATED BY LOCATION ACTIONS
abl-backup-20190723 2days ago Admin Cligrtech gep > abmav-backup [~
ab2-backup-20190723 2days ago Admin Cliartech #cp > abnav-backup B

7. In the Backup Name popup, assign a unique name (by default, the current date is listed) for this backup task and click OK as displayed in the
following screenshot.

Backup Name x

*BACKUP MAME

Dackiip 20190725

You have now backed up the CloudCenter Suite data to a cloud of choice.

Once you have configure one or more backup settings in the Backup page, you may see the following actions in the Actions column.
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Delete: You can delete the configured backup as visible in the following screenshot:

.
ahlt guiTE ADMIN » @i A & Wi
cisco A [ ) Welcome, Admin
Backup

o .
X
NAME CREATED DATE + CREATED BY LOCATION ACTIONS
abt-backusp-20190723 2days ago Admin Cligrtech 4o > abinav-backup
2days ago Admin Cligrtech gcp > abinav-backup -

ab2-backup-20190723
® Cancel: You will only see the Cancel option when you are in the process of backing up a storage location. After you create the location, the only

option you will see is Delete.

Back to: With Internet Access

97

Cisco Cloud Management Documentation


http://docs.cloudcenter.cisco.com/cvim

Cisco CVIM Documentation

Restore

Restore

® Restore without Proxy
® Restore with Proxy

Back to: With Internet Access
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Restore without Proxy

Restore without Proxy

® Overview
® Limitations
® Requirements
® 1. Launch the Target Cluster

. Download the KubeConfig Files
. Download Velero
. Download JQ
Pre-Restore Procedure
. Restore Procedure
. Post-Restore Procedure
. Workload Manager-Specific Post-Restore Procedure

® 8a. Understand the Workload Manager Restore Context

® 8b. Retrieve the Port Numbers from the NEW Restored Cluster
8c. Retrieve the IP Address of the NEW Restored Cluster
8d. Change the IP Address and Port Numbers for the NEW Restored Cluster
8e. Perform the Pre-Migrate Activities
8f. Migrate Deployments from the OLD Cluster to the NEW Cluster

ONOU A WN R

To restore data, the CloudCenter Suite requires that you launch a new cluster.

@ The backup/restore feature is only available on CloudCenter Suite clusters installed using CloudCenter Suite installers and not on existing
Kubernetes clusters.

If you configured the old cluster using a DNS, be sure to update the new IP address (from the restored cluster) that is mapped to the DNS entry. Once you
update the DNS entry of your new cluster, these services will continue to work as designed.
Additionally, be aware that you may need to update the DNS for the Base URL Configuration and SSO Setup (both ADFS and SP).
@ Reconfiguration of Base URL and SSO are only applicable for backup & restore functions IF the source cluster is created using the CloudCenter
Suite 5.0.x installer and the destination cluster is freshly created using the CloudCenter Suite 5.1.1 installer.
Before proceeding with a restore, adhere to the following limitations:
® The Velero tool must be installed. Velero Version 0.11.0 — refer to https://velero.io/docs/v0.11.0/ for details.
® Launch a new cluster to restore the data.

® You will need to execute multiple scripts as part of these procedures. Make sure to use the 755 permission to execute each script mentioned in
this section.

1. Launch the Target Cluster
To launch CloudCenter Suite on a new target cluster and access the Suite Admin Ul for this cluster.
1. Navigate to the Suite Admin Dashboard for the new cluster.

2. Configure the identical backup configuration that you configured in your old cluster. See Backup > Process additional details. When you provide
the credentials, the new cluster automatically connects to the cloud storage location.

@ This step is REQUIRED to initiate the connection and fetch the backup(s).

3. Wait for a few minutes (at least 5 Mins, maybe more) for the Velero service in the new cluster to be synced up with the cloud storage location. At
this point return to your local command window (shell console or terminal window) to perform the remaining steps in this process.

1 If both your clusters are accessible from your local machine, the scripts used in the following steps can be executed as designed.

If either one of your clusters uses proxy access or if you cannot recover/download the KubeConfig file from your old cluster, follow the
instructions provided in the Restore with Proxy section.

2. Download the KubeConfig Files

You must download the KubeConfig file from the Suite Admin Kubernetes cluster management page for your source and target clusters to your local
machine via a local command window (shell console or terminal window):

® From the source cluster, download the KubeConfig file and name it KUBECONFIG_OLD.
® From the target cluster, download the KubeConfig file and name it KUBECONFIG_NEW.
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See Kubernetes Cluster Management for additional details on accessing the KubeConfig file as displayed in the following screenshot.
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3. Download Velero
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The restore process requires Velero and must be performed on a local command window (shell console or terminal window).

To download Velero, use one of the following options:

® (OSX option:

$ cd <VELERO DI RECTORY>
$ curl -L -O https://github.con heptio/vel ero/ rel eases/ downl oad/ v0. 11. 0/ vel er o-v0. 11. 0- dar wi n- and64. t ar.

gz

$ tar -xvf vel ero-v0.11. 0-darwi n-and64.tar. gz

® CentOS Option:

$ nkdir -p /velero-test & cd /velero-test
$ curl -LO https://github. com heptio/vel ero/ rel eases/ downl oad/ v0. 11. 0/ vel er o-v0. 11. 0- | i nux- and64.tar. gz
$ tar -xvf velero-v0.11.0-1inux-and64.tar.gz && rm-rf vel ero-v0.11.0-1i nux-and64.tar. gz

$ cp /velero-test/velero /usr/local/bin/

After you download Velero, export the KubeConfig file of the target (restore) cluster using the downloaded file:

export KUBECONFI G=<KUBECONFI G_PATH>

4. Download JQ

CLUSTER STATUS

+7/7 Nodes Running

The restore process requires that you install JQ on your machine. Refer to https://stedolan.github.io/jg/download for additional details.
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# To install jg on MacOS
$ brewinstall jq

# To install jqg on Debian and Ubuntu
$ sudo apt-get install jq

# To install jg on CentCS

$ sudo yuminstall epel-release -y
$ sudo yuminstall jq -y

$ sudo jq --version

5. Pre-Restore Procedure

The pre-restore script creates the storageclass, if it does not exist on destination cluster, and saves the nginx-ingress-controller YAML file as well as the

config maps for the following Suite Admin services:

® The suite-k8 service
® The suite-prod service

To execute the pre-restore script, run the pre-restore.sh script with the provided parameters:

# Conmand to execute the bashscript

$ ./pre-restore.sh <ccs_installer_version> </pathTo/ ol dC uster/ kube_config> </ pathTo/target d uster/kube_config>

#<ccs_installer_version> is the C oudCenter
or"502"or"5101"

Suite version w thout any characters inbetween.

#</ pat hTo/ ol dd ust er/ kube_config> is the path to the OLD KubeConfig file downl oaded in Step 2.
#</ pat hTo/ target C uster/ kube_config> is the path to the NEW KubeConfig file downl oaded in Step 2.

Make sure that the backup folder does not exist at ~/backup on the device in which you are execute these scripts. If a ~/backup exists, delete it

using the following command:

rm -rf ~/backup

The following code block includes the pre-restore.sh script:

#!/ bi n/ bash

| NSTALLER VERSI ON_OLD=$1
KUBECONFI G_OLD=$2
KUBECONFI G_NEW$3

decl are | NSTALLER STORAGECLASS

I NSTALLER_STORAGECLASS] "500"] ="t hi n"

I NSTALLER_STORAGECLASS] "501"] ="t hi n"

I NSTALLER_STORAGECLASS] "502"] ="t hi n"

I NSTALLER_STORAGECLASS] "51"] =" st andar d"

| NSTALLER_STORAGECLASS[ " 510"] =" st andar d"

if [[ ( ($KUBECONFI G OLD == "" && $I NSTALLER VERSION_OLD == "")
echo "M ssing Paths for kubeconfigs"
echo "Quitting"
exit 0
el se
export KUBECONFI G_SAVED=$KUBECONFI G
export KUBECONFI G=$HOVE/ . kube/ confi g

nkdi r $HOVE/ backup
cp $HOME/ . kube/ confi g $HOVE/ backup/ saved_config
if [[ $KUBECONFIG OLD !'= "" ]]; then

# Fetching the storage class nane for the ol d(backup)
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STORAGECLASS_NAME_OLD

cp $KUBECONFI G OLD $HOWE/ . kube/ confi g

STORAGECLASS_NAME_OLD=$( kubect| get storageclass -o json | jq '.itens[0].netadata.name' | sed -e 's/"™"
/1" -e "s/"$//") # Extracting the storage class nane fromthe json file of old cluster

echo "Creating storage class "${STORAGECLASS NAME_OLD} "in the target cluster."

el se

echo "Creating storage class "${| NSTALLER STORAGECLASS[ $I NSTALLER VERSION_OLD]} "in the target cluster."
STORAGECLASS_NAME_OLD=${ | NSTALLER STORAGECLASS][ $| NSTALLER VERSI ON_OLD] }
fi

# Creating a storage class with the nane STORAGECLASS NAME OLD in the target(restore) cluster
cp $KUBECONFI G_NEW $HOVE/ . kube/ confi g

kubect| get storageclass -o json | jqg --arg inpl $STORAGECLASS NAME_COLD '.itens[0]. netadata. name=$i npl' >
$HOVE/ backup/ st or agecl ass. j son

cat $HOWE/ backup/ storagecl ass.json | kubect|l create -f -

#Scripts to backup ingress service spec, k8s and prod-nmgnt configmaps on the target cluster
nkdir -p $HOVE/ backup/ confi gnmap

nkdir -p $HOVE/ backup/ service

nkdir -p $HOVE/ backup/ sshkeys

kubect| get svc -n cisco conmon-franmewor k- ngi nx-ingress-controller -o json > $HOWE backup/ service/ingress.
json

for cmin $(kubectl get configmaps -n cisco -0 custom col ums=: net adat a. nane --no-headers=true | grep "k8s-
ngnt ")
do

kubect!| get configmap $cm-n cisco -o yanl > $HOVE/ backup/ confi gnap/ $cm
done

for cmin $(kubectl get configmaps -n cisco -0 custom col ums=: net adat a. name --no-headers=true | grep "prod-
ngnt ")
do

kubect| get configmap $cm-n cisco -o yaml > $HOWE/ backup/ confi gmap/ $cm
done

kubect| get configmap suite.key -n cisco -o yam > $HOWE/ backup/ sshkeys/suite. key
kubect!| get confignmaep suite.pub -n cisco -o yam > $HOVE/ backup/ sshkeys/ suite. pub

cp $HOMVE/ backup/ saved_confi g $HOWE . kube/ config
export KUBECONFI G=$KUBECONFI G_SAVED

fi

echo ' Successful !’

6. Restore Procedure

To restore the backed up data to the target cluster, run the following Velero commands from your local machine.

1. List available backups.

$ ./ <VELERO DI RECTORY>/ vel ero backup get

1 Verify if the backups are listed BEFORE proceeding to the next step.

2. Make sure the backed up cisco namespace does not exist in the target cluster. Be sure to delete the cisco name space, if it exists, before you
restore.

$ kubect| delete ns cisco
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3. Restore from one of the listed backups.

$ ./velero restore create --frombackup <BACKUPNAME>

You have now restored the CloudCenter Suite data to the new cluster.

7. Post-Restore Procedure

At this stage, you must restore the config maps for the following Suite Admin services:

® The suite-k8 service
® The suite-prod service

If the new cluster is accessible (from the local device) using the KubeConfig file, execute the following post-restore.sh script.

With Internet Access - The post-restore.sh script

#!/ bi n/ bash
KUBECONFI G_NEW$1

if [[ ( $KUBECONFIG NEW== "" ) ]]; then
echo "M ssing Paths for kubeconfig"
echo "Quitting"
exit 0

el se
export KUBECONFI G_SAVED=$KUBECONFI G
export KUBECONFI G=$HOVE/ . kube/ confi g

cp $HOWE/ . kube/ confi g $HOVE/ backup/ saved_config
cp $KUBECONFI G_NEW $HOME/ . kube/ confi g

kubect| delete svc -n cisco comon-framewor k- ngi nx-i ngress-controller
cat $HOVE/ backup/ service/ingress.json | kubectl create -f -

for cmin $(I's $HOVE/ backup/ confi gmap)
do
kubect!| delete configmap $cm -n cisco
done

for cmin $(I's $HOVE/ backup/ confi gmap)
do
cat $HOMVE/ backup/ confi gnap/ $cm | kubect!| create -f -
done

kubect| delete configmap suite.key -n cisco
kubect| delete configmap suite.pub -n cisco
cat $HOWE/ backup/ sshkeys/suite. key | kubect|l create -f -
cat $HOVE/ backup/ sshkeys/suite. pub | kubectl create -f -

cp $HOMVE/ backup/ saved_confi g $HOWE . kube/ config
export KUBECONFI G=$KUBECONFI G_SAVED

rm-r $HOMVE/ backup/
fi

echo ' Successful !’

8. Workload Manager-Specific Post-Restore Procedure
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1 This migration procedure only applies to Running deployments.

Be sure to verify that you are only migrating deployment in the Running state.

@ The first few steps differ based on your use of private clouds or public clouds. Be sure to use the procedure applicable to your cloud
environment.

8a. Understand the Workload Manager Restore Context

If you have installed the Workload Manager module, you must perform this procedure to update the DNS/IP address for the private cloud resources listed
below and displayed in the following image:

® The Worker AMQP IP
® The Guacamole Public IP and Port
® The Guacamole IP Address and Port for Application VMs

Cloud endpoint accessible from CloudCenter Suite Yes

CloudCenter Suite AMQP reachable from worker VM's Yes

CloudCenter Suite AMQP accessible from cloud Yes

Remote AMQP IP

Worker AMQP IP 10.8.1.140:26642

Guacamole Public IP and Port 10.8.1.140:708

Guacamole IP Address and Port for Application VMs 10.8.1.140:32941

Blade Name cloudcenter-blade-vmware-1-2033

1 As public clouds use load balancers and static IP ports, these resource details may differ accordingly. Be sure to use the resources
applicable to your cloud environment.

8b. Retrieve the Port Numbers from the NEW Restored Cluster

The Kubernetes cluster contains the information that is required to update the Workload Manager Ul. This section provides the commands required to
retrieve this information.

1 As public clouds use load balancers and static IP ports, these resource details may differ accordingly. Be sure to use the resources applicable
to your cloud environment.

To retrieve the port numbers from the new cluster for private clouds, follow this procedure.
1. The port numbers for each component will differ.

a. Run the following command on the new cluster (login to the KubeConfig of the new cluster) to locate the new port numbers for the Worke
r AMQP IP.

kubect| get service -n cisco | grep rabbitng-ext | awk '{print $5}'
# In the resulting response, |ocate the port corresponding to Port 443 and use that port nunber!

443: 26642/ TCP, 15672: 8902/ TCP

b. Run the following command on the new cluster to retrieve the port number for the Guacamole Public IP and Port.

kubect| get service -n cisco | grep cloudcenter-guacanole | awk '{print $5}'

# In the resulting response, |locate the port corresponding to Port 443 and use that port nunber
for the Guacanol e port!

8080: 2376/ TCP, 7788: 25226/ TCP, 7789: 32941/ TCP, 443: 708/ TCP

¢. Run the following command on the new cluster to retrieve the port number for the Guacamole IP Address and Port for Application
VMs.
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kubect| get service -n cisco | grep cloudcenter-guacanole | awk '{print $5}'

# In the resulting response, |locate the port corresponding to Port 7789 and use that port nunber
for the Guacanol e port!

8080: 2376/ TCP, 7788: 25226/ TCP, 7789: 32941/ TCP, 443: 708/ TCP

8c. Retrieve the IP Address of the NEW Restored Cluster

Use the IP address of one of the masters of the NEW restored Kubernetes cluster for all the resources where the IP address needs to be replaced.

1 As public clouds use load balancers and static IP ports, these resource details may differ accordingly. Be sure to use the resources applicable
to your cloud environment.

8d. Change the IP Address and Port Numbers for the NEW Restored Cluster

The IP addresses and port numbers are not updated automatically in the Workload Manager Ul and you must explicitly update them using this procedure.

1 As public clouds use load balancers and static IP ports, these resource details may differ accordingly. Be sure to use the resources applicable
to your cloud environment.

To configure the IP address and port number in the new cluster, follow this procedure.

1. Access the Workload Manager module.
2. Navigate to Clouds > Configure Cloud > Region Connectivity.

cisco  WORKLOAD MANAGER

Region Connectivity Edit Connectivity

Cloud endpoint accessible from CloudCenter
Suite Yes
CloudCenter Suite AMQP reachable from

er Suite AMQP accessible from

Remote AMQP IP
Worker AMQP IP 10.8.1.140:26642
Guacamole Public IP and Port 10.8.1.140:708

10.8.1.140:32941
cloudcenter-blade-vmware-1-2033

Strategy Edit Strategy

Strategy Bundle

3. Click Edit Connectivity in the Region Connectivity settings.
4. In the Configure Region popup, change the 3 fields mentioned above to ensure that the IP and port details are updated to the NEW restored VM.

1 DO NOT MAKE ANY OTHER CONFIGURATION CHANGES!
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5. Click OK to save your changes.

@ Saving your changes may not automatically update the information in the Region Connectivity settings. Be sure to refresh the page to
see the saved information.

You have now updated the DNS/IP/Port for the restored WM for this particular cloud. If you have configured other clouds in this environment, be sure to
repeat this procedure for each cloud. Once you complete this procedure for all configured clouds, you can resume new deployment activities using the
Workload Manager.

8e. Perform the Pre-Migrate Activities
Before you migrate the deployment details you need to ensure that you can connect to both clusters and have the required files to perform the migration.
To perform the pre-migrate activities, follow this procedure.

1. Verify that the OLD cluster VMs can reach the NEW cluster. The remaining steps in this procedure are dependent on this connectivity in your
environment.
2. Save the contents of the following actions.json file using the same name and file extension to your local directory with a file type JSON format.

The actions.json file

{"repositories":[],"actions":{"resource":null,"size":2,"pageNunber": 0, "total El ements": 2, "total Pages":1,"
actionJaxbs":[{"id":"57","resource": null,"nanme": " Agent ReConfi g_Li nux", "description":"", "actionType":"
EXECUTE_COMMAND", " cat egor y": " ON_DEMAND', "| ast Updat edTi ne": "2019- 09- 19 22: 14: 54. 245", "ti meQut ": 1200, "
enabl ed":true, "encrypted": fal se, "explicitShare": fal se, "showExplicitShareFeature":fal se, "del eted":fal se,"
syst enDef i ned": fal se, "bul kOperati onSupported":true, "isAvail abl eToUser":true, "currentl yExecuting":fal se,"
owner": 1, "acti onParaneters":[{"paranNanme": "downl oadFr onBundl e", " par anVal ue": "true", "cust onParani: f al se, "
required":true, "useDefault": fal se, "preference":"VI SI BLE_UNLOCKED"}, {" par anNane": " bund| ePat h", "

paranVal ue":"http://10.0.0.3/5. 1-rel ease/ ccs-bundl e-artifacts-5.1. 0- 20190819/ agent . zi p", "cust onPar ani' :
false,"required":true, "useDefaul t": fal se,"preference":"VI SI BLE_UNLOCKED"}, {" par anmNane": "script","
paranVal ue": "agent/ agent Reconfi g. sh", "cust onParani: fal se, "requi red": true, "usebDefault": fal se,"
preference": " VI SI BLE_UNLOCKED'}, {" par anNane" : " execut eOnCont ai ner", " par anVal ue": "f al se", "cust onPar ani':
false,"required":true, "useDefaul t": fal se,"preference":"VI SI BLE_UNLOCKED"}, {" par anNane": "r eboot | nst ance", "
paranVal ue": "fal se", "custonParani: fal se, "required":true, "useDefaul t": fal se, "preference":"

VI SI BLE_UNLOCKED'}, { " par anNane": "r ef reshl nst ancel nf 0", " paranval ue": "f al se", "cust onPar ant': f al se, "
required":true, "useDefaul t": fal se, "preference":"VI SI BLE_UNLOCKED'}], "acti onResour ceMappi ngs": [{"type":"
VI RTUAL_MACHI NE", "acti onResour ceFilters":[{"cl oudRegi onResource": nul |, "servi ceResource": null,"
applicationProfil eResource": null,"depl oynent Resource": null,"vnResource": {"type": " DEPLOYMENT_VM', "
appProfiles":["all"],"cl oudRegions":["all"],"cl oudAccounts":["all"],"services":["all"],"osTypes":[],"

cl oudFani | yNames":[], "nodeStates":[], "cl oudResour ceMappi ngs":[]},"i sEdi tabl e":true},

{"cl oudRegi onResource": nul |, "servi ceResource": nul |, "appl i cati onProfil eResource":null,k"

depl oynent Resource": nul |, "vnResource": {"type":"| MPORTED_VM', "appProfiles":[],"cl oudRegi ons":["all"],"

cl oudAccounts":["all"],"services":[],"osTypes":["all"], "cl oudFani | yNanes":[], "nodeStates":[],"
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cl oudResour ceMappings":[]},"isEditable":true}]}], "acti onResour ceMappi ngAncillaries":[],"

acti onCust onPar anSpecs”: [ {" par anNane": " br oker Host ", " di spl ayNane": " Br oker Host ", "hel pText": "1 p Address or
Host nane of Rabbit MQ cluster”,"type":"string", "val ueList":null,"defaultValue":"", "confirnvalue":"","
pat hSuf fi xVal ue":"", "user Vi si bl e":true, "userEditabl e":true, "systenParant: f al se, "exanpl eVal ue": nul | ,"
dataUnit":null,"optional ":fal se, "depl oynment Parani: f al se, "nul ti sel ect Supported": fal se, "useDefault":true,"
val ueConstraint": {"m nVal ue": 0, "maxVal ue": 255, "nmaxLengt h": 255, "regex": nul | , "al | owSpaces":true, "
sizeValue": 0, "step": 0, "cal | out Wor kfl owNane": nul |}, "scope": nul |, "webservi ceLi st Params": {"url":"" "
protocol ":"","usernane":"", "password":"", "request Type": nul |, "content Type": nul |, " commandPar ans": nul | ,"
requestBody":null,"resultString":null},"secret":null,"tabul ar TypeData": null,"col l ectionList":[],"
preference": " VI SI BLE_UNLOCKED"}, {" par anNare" : " br oker Port ™", "di spl ayNane": " Broker Port", "hel pText": "

Rabbi t MQ Port nunber","type":"string","valueList":null,"defaultValue":"","confirnval ue":"","

pat hSuf fi xVal ue":"", "user Vi si bl e":true, "user Edi tabl e": true, "systenParant: f al se, "exanpl eVal ue": nul | ,"
dataUnit":null,"optional ":fal se, "depl oynment Parani': f al se, "nul ti sel ect Supported": fal se, "useDefault":true,"
val ueConstraint": {"m nVal ue": 0, "maxVal ue": 255, "nmaxLengt h": 255, "regex": nul | , "al | owSpaces":true, "
sizeValue": 0, "step": 0, "cal | out Wor kf | owNane": nul |}, "scope": nul |, "webservi ceLi st Params": {"url":"" "
protocol ":"","usernane":"", "password":"", "request Type": nul |, "content Type": nul |, " commandPar ans": nul | ,"
requestBody":null,"resultString":null},"secret":null,"tabul ar TypeData": null,"col l ectionList":[],"
preference":"VI SIBLE_UNLOCKED'}]1}, {"id":"58","resource":null,"nanme":"Agent ReConfig Wn","
description":"","actionType": " EXECUTE_COMVAND', "cat egory": " ON_DEVAND', "I ast Updat edTi ne": " 2019- 09- 19 22:
15: 02. 311", "ti meQut": 1200, "enabl ed": true, "encrypted": fal se, "explicitShare":fal se,"

showExpl i ci t ShareFeature": fal se, "del eted": fal se, "systenDefi ned": fal se, "bul kOperati onSupported”:true,"

i sAvai | abl eToUser":true, "currentl| yExecuting":fal se, "owner": 1, "actionParamneters":[{"paranmNane":"

downl oadFr onBundl e", " paranVal ue": "true", "cust onParant': f al se, "required":true, "useDefaul t": fal se,"
preference": "Vl SI BLE_UNLOCKED'}, {" par anmNane" : " bundl ePat h", " par anVal ue": "http://10.0.0.3/5. 1-rel ease/ ccs-
bundl e-artifacts-5.1.0-20190819/ agent . zi p", "custonParant': f al se, "“required":true, "useDefaul t": fal se,"
preference": " VI SI BLE_UNLOCKED"}, {" paranNane": "scri pt", "par anVal ue": "agent\\ agent Reconfi g. ps1","
custonParant: fal se,"required":true, "useDefault": fal se, "preference":"VI SI BLE_UNLOCKED"}, {" par anNane": "
execut eOnCont ai ner ", "paranVal ue": "fal se", "cust onParani: fal se, "required": true, "useDefaul t": fal se, "
preference": " VI SI BLE_UNLOCKED'}, {" par anmNane": "r eboot | nst ance", " paranVval ue": "f al se", "cust onPar ant': f al se, "
required":true, "useDefaul t": fal se, "preference":"VI S| BLE_UNLOCKED'}, {" par anNanme": "refreshl nstancel nfo","
paranVal ue": "fal se", "custonParant: fal se, "required":true, "useDefaul t": fal se, "preference":"

VI SI BLE_UNLOCKED'}], "acti onResour ceMappi ngs": [{"type": " VI RTUAL_MACHI NE", "act i onResourceFilters":

[{"cl oudRegi onResource": nul |, "servi ceResource": null,"applicationProfil eResource":null,"

depl oynent Resource": nul |, "vnResource": {"type": " DEPLOYMENT_VM', "appProfiles":["all"],"cl oudRegi ons":
["all"],"cloudAccounts":["all"],"services":["all"],"osTypes":[],"cl oudFam | yNarmes":[], "nodeStates":[],"
cl oudResour ceMappi ngs":[]},"isEditabl e":true}, {"cl oudRegi onResource": nul |, "servi ceResource":null,"
applicationProfil eResource": null,"depl oynent Resource": null,"vnResource": {"type": "1 MPORTED_VM', "
appProfiles":[],"cloudRegions":["all"],"cl oudAccounts":["all"],"services":[],"osTypes":["all"],"

cl oudFani | yNames":[], "nodeStates":[], "cl oudResour ceMappi ngs":[]},"isEditable":true}]}],"

acti onResour ceMappi ngAnci | l aries":[], "acti onCust onPar anSpecs”: [ {" par anNane": " br oker Host ", " di spl ayNane": "

Broker Host ", "hel pText": "1 p Address or Hostname of Rabbit MQ cluster","type":"string","valuelList":null,"
defaul tVal ue":"","confirnval ue":"", "pathSuf fixVal ue":"","userVisible":true, "userEdi table":true,"
systenParant': f al se, "exanpl eVal ue": null,"dataUnit": null,"optional ":fal se, "depl oynent Parani': f al se, "

mul ti sel ect Supported": fal se,"useDefaul t":true, "val ueConstraint": {"m nVal ue": 0, "naxVal ue": 255, "nmaxLengt h":
255,"regex": null,"al |l owSpaces":true, "si zeVal ue": 0, "step": 0, "cal | out Wr kfl owNane": null}, "scope":null,k"
webservi celLi st Params": {"url":"","protocol ":"", "username":"", "password":"", "request Type": null, k"

content Type": nul |, "commandPar ans": nul |, "request Body": null,"resultString":null},"secret":null,k"

tabul ar TypeData": null,"col l ectionList":[],"preference":"VI SI BLE_UNLOCKED"}, {" par anNane": " br oker Port", "
di spl ayNanme": "BrokerPort", "hel pText": " Rabbi t MQ Port nunber","type":"string", "valueList":null, k"

defaul tVal ue":"","confirnVval ue":"", "pathSuffixVal ue":"","userVisible":true, "userEditable":true,"

syst enParant': f al se, "exanpl eVal ue": null,"dataUnit": null,"optional ":fal se, "depl oynent Parani': f al se, "

mul ti sel ect Supported": fal se,"useDefault":true, "val ueConstraint": {"m nVal ue": 0, "naxVal ue": 255, "nmaxLengt h":
255, "regex": null,"al |l owSpaces":true, "si zeVal ue": 0, "step": 0, "cal | out Wr kfl owNane": null}, "scope":null,k"
webservi celLi st Params": {"url":"","protocol ":"", "username":"", "password":"", "request Type": null, k"

content Type": nul |, "commandPar ans": nul |, "request Body": null,"resultString":null},"secret":null,"

tabul ar TypeData": null,"coll ectionList":[],"preference":"VI SIBLE_UNLOCKED"}]1}1},"
reposi t ori esMappi ngRequi red": f al se, "acti onTypesCount s": [ {"key": " EXECUTE_COMMAND", "val ue":"2"}]}

3. Access Workload Manager in your OLD cluster and navigate to the Actions Library page.
4. Import the actions.json file that you saved in Step 2 above. You should see two files (AgentReconfig_Linux and AgentReconfig_Win) as
displayed in the following screenshot.

nfig_Linux

Commandorart S 9 80 viaveoes  EI0 [

Command or Script. i?:fi’:{:’e' 20 Virtual Machines [ o ]

5. The files are disabled by default (OFF) — enable both files by toggling each switch to ON.
6. Save the following script to a file in your local directory and name it agentReconfig.sh. This is the file to use for Linux environments.
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The agentReconfig.sh file

#!/ bi n/ bash

#Wite to systemlog as well as to term nal

logWite()
{
nsg=%$1
echo "$(date) ${nsg}"
| ogger -t "OsSMOSI X' "${nsg}"
return O
}

logWite "Starting agent mgrate..."

env_file="/usr/local / osnosi x/ et c/ user env"
if [ -f $env_file ];
t hen
logWite "Source the userenv file..."
$env_file
fi

if [ -z $brokerHost ];

t hen
logWite "Broker Host / Rabbit Server Ip not passed as action paraneter"
exit 3;

fi

if [ -z $brokerPort ];

t hen
logWite "Broker Port / Rabbit Server Port not passed as action paraneter"
exit 4

fi

repl aceUser dat aVal ue() {
key=$1
val ue=$2

if [ -z $key ] || [ -z $value ];

t hen
logWite "Command |ine argunents mssing to update user-data file, key: $key, val ue: $val ue"
return

fi

user_data_file="/usr/local/agentlite/etc/user-data"

if [ -f Suser_data_file ];

t hen
json_content="cat $user_data_file’
ol d_val ue="echo $json_content | awk -F $key '{print $2}' | awk -F \" "{print $3}'"
sed -i 's@"$old_value"' @"$value"' @' $user_data_file

fi

}
export AGENT_HOME="/usr/l ocal /agentlite"

logWite "Updating the user data file"
repl aceUser dat aval ue "broker d ust er Addr esses" " $br oker Host : $br oker Port "

logWite "Updating config.json file"
sed -i '/ AngpAddress/c\ " AngpAddress”: "' "${brokerHost}: ${brokerPort}"' ", " "$AGENT_HOVE/ confi g/ config.
j son"

cd $AGENT_HOVE

echo "sleep 10" > execute.sh

echo "/usr/local/agentlite/bin/agent-stop.sh” >> execute.sh
echo "/usr/local /agentlite/bin/agent-start.sh" >> execute.sh
chnmod a+x execute. sh
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nohup bash execute. sh

exit O

> /dev/null 2>&1 &

7. Save the following script to a file in your local directory and name it agentReconfig.ps1

. This is the file to use for Windows environments.

The agentReconfig.ps1 file

param (
[ string] $br oker Host = "$env: br oker Host ",
[string] $brokerPort = "$env: brokerPort"
)

$SERVI CE_NAME = "Agent Servi ce"
$SYSTEM DRI VE = ( Get-Whn Obj ect W n32_OperatingSysten). SystenDrive
" $SYSTEM DRI VE\ t enp\ user env. ps1”

if ($brokerHost -eq O -or $brokerHost -eq $null -or $brokerHost -eq "") {
echo "Variabl e brokerHost not available in the env file"
exit 1

}

if ($brokerPort -eq O -or $brokerPort -eq $null -or $brokerPort -eq "") {
echo "Variabl e brokerPort not available in the env file"
exit 2

}

$AGENTGO_PARENT_DI R = "$SYSTEM DRI VE\ opt "

echo "Check if AgentCo Parent directory exists. |f not create it: '$AGENTGO PARENT_DIR "
if (-not (Test-Path $AGENTGO PARENT_DIR)) {

echo "Create $AGENTGO PARENT_DIR .."

mkdi r $AGENTGO_PARENT_DI R

}
el se {

echo "$ACGENTGO PARENT_DI R al ready exists."
}

$AGENT_CONFI G="{0}\ agent lite\config\config.json" -f $AGENTGO PARENT_DI R
if (Test-Path $AGENT_CONFIG) {
echo "Changing the config.json file with the new broker host $env:brokerHost and port $env:
br oker Port"
$confJson = get-content $AGENT_CONFIG | out-string | convertfromjson
$conf Json. AngpAddr ess = " $( $env: br oker Host) : $( $env: br oker Port)"
$confJson | ConvertTo-Json | set-content $AGENT_CONFI G
}

$USER DATA FILE = "{0}\agentlite\etc\user-data" -f $AGENTGO PARENT DI R
if (Test-Path $USER DATA_FILE) {
echo "Changing user-data file with new broker host $env:brokerHost and port $env: brokerPort"
$user Dat aJson = get-content $USER DATA FILE | out-string | convertfromjson
$user Dat aJson. br oker Cl ust er Addr esses = "$($env: br oker Host ) : $( $env: br oker Port) "
$user Dat aJson | ConvertTo-Json | set-content $USER DATA FILE
}

$AGENT_SERVI CE_NAME = " Agent Servi ce"

echo "Stop-Service $AGENT_SERVI CE_NAME" > $AGENTGO PARENT_DI R\ exec. ps1
echo "sleep 10" >> $ACENTGO _PARENT_DI R\ exec. psl

echo "Start-Service $AGENT_SERVI CE_NAME" >> $AGENTGO PARENT_DI R\ exec. psl

echo "Restarting agent"
Start-Process -filepath "powershell" -argunentlist
" " $AGENTGO_PARENT_DI R\ exec. ps1™""

echo "Agent set to restart after config changes"
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8. Add these two files to a folder called agent (just an exanple) and conpress the folder to create agent.zip
with the sane structure displayed here.
agent
agentReconfig.ps1

agentReconfig.sh
9. Move the agent.zip folder to an HTTP repository in your local environment that is accessible from the OLD and NEW clusters.
@ This procedure uses the following URL as an example:

http://10.0.0.3/repo/agent.zip

You have now ensured cluster connectivity and saved the required files for the migration procedure.

8f. Migrate Deployments from the OLD Cluster to the NEW Cluster

To migrate the deployment details from the old cluster to the new cluster, follow this procedure.

1. Navigate to the Workload Manager Actions Libray page and edit the AgentReconfig_Linux action. This procedure continues to use the Linux
file going foward.

2. Scroll to the Actions Definition section and update the URL as displayed in the following screenshot.
Action Definition

URL v

0.0.0.3/repo/agent.zip

agent/agentReconfiz.sh

@ The URL and Script from Bundle fields in the above screenshot are in accordance with the steps above.
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3. Scroll to the Custom Fields section and change the default value of the Broker Host to use the NEW cluster IP.
Custom Fields

If desired add custom fields to the action. They can be made to be user entered or defined here by you, locked
and hidden

m o BrokerHost ]

= DESPLAY HAMLE

ErokerHost

S PARAMLTLRE HAME

brokerHost

HELP TEXT
Ip Address or Hostname of Fabbit MO cluster

- TYP MAK LEMGTH
String b d 255

DEFALLT VALLY

REQUIRED FIELD ¥

== @)

4. Scroll down to the Broker Port and change the default to use the NEW Worker AMQP IP port (for example, 26642 in Step 8 above)
m a BrokerPort i}
* CISPLAY HAME

BrokerPort

" PARAMETER HAME

brokerPort

HELP TEXT

RabbithQ Port number

TY'PE MAK LENGTH

String R 255

DEFALLT WVALUE

REQUIRED FIELD T

(= @)

5. Click Done to save your default configuration changes in the OLD cluster.
6. Navigate to the Virual Machines page and locate the VM to migrate to the new cluster.
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7. Click the Actions dropdown and verify if your newly modified actions are visible under the Custom Actions section in the dropdown list as visible
in the following screenshot.

MANAGED
Virtual Machines ~

z. Internal Writers Space > Restore with Proxy > 04_54_57./pg

Stop
L 3 g sry =
qiw-ead4 789 S SyncVM Information

Upgrade CloudCenter Agent

8. Click one of the actions and verify that the configured defaults are displayed in the Broker host and Broker port fields as indicated earlier.
9. Click Submit to migrate this VM to the new cluser.
10. Verify that the migration is complete by going to the Deployment page in your NEW cluster and the VM is listed as RUNNING (green line).
11. Repeat Steps 6 through 10 for each VM that needs to be migrated to the NEW cluster.

You have now migrated the deployment details from the old cluster to the new cluster

Back to: With Internet Access
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Restore with Proxy

Restore with Proxy

® Overview
® Limitations
® Requirements
® 1. Launch the Target Cluster

. Download the KubeConfig Files
. Download Velero
. Download JQ
Pre-Restore Procedure
. Restore Procedure
. Post-Restore Procedure
. Workload Manager-Specific Post-Restore Procedure

® 8a. Understand the Workload Manager Restore Context

® 8b. Retrieve the Port Numbers from the NEW Restored Cluster
8c. Retrieve the IP Address of the NEW Restored Cluster
8d. Change the IP Address and Port Numbers for the NEW Restored Cluster
8e. Perform the Pre-Migrate Activities
8f. Migrate Deployments from the OLD Cluster to the NEW Cluster

ONOU A WN R

To restore data, the CloudCenter Suite requires that you launch a new cluster.

@ The backup/restore feature is only available on CloudCenter Suite clusters installed using CloudCenter Suite installers and not on existing
Kubernetes clusters.

If you configured the old cluster using a DNS, be sure to update the new IP address (from the restored cluster) that is mapped to the DNS entry. Once you
update the DNS entry of your new cluster, these services will continue to work as designed.
Additionally, be aware that you may need to update the DNS for the Base URL Configuration and SSO Setup (both ADFS and SP).
@ Reconfiguration of Base URL and SSO are only applicable for backup & restore functions IF the source cluster is created using the CloudCenter
Suite 5.0.x installer and the destination cluster is freshly created using the CloudCenter Suite 5.1.1 installer.
Before proceeding with a restore, adhere to the following limitations:
® The Velero tool must be installed. Velero Version 0.11.0 — refer to https://velero.io/docs/v0.11.0/ for details.
® Launch a new cluster to restore the data.

® You will need to execute multiple scripts as part of these procedures. Make sure to use the 755 permission to execute each script mentioned in
this section.

1. Launch the Target Cluster
To launch CloudCenter Suite on a new target cluster and access the Suite Admin Ul for this cluster.
1. Navigate to the Suite Admin Dashboard for the new cluster.

2. Configure the identical backup configuration that you configured in your old cluster. See Backup > Process additional details. When you provide
the credentials, the new cluster automatically connects to the cloud storage location.

@ This step is REQUIRED to initiate the connection and fetch the backup(s).

3. Wait for a few minutes (at least 5 Mins, maybe more) for the Velero service in the new cluster to be synced up with the cloud storage location. At
this point return to your local command window (shell console or terminal window) to perform the remaining steps in this process.

1 If both your clusters are accessible from your local machine, the scripts used in the following steps can be executed as designed.

If either one of your clusters uses proxy access or if you cannot recover/download the KubeConfig file from your old cluster, follow the
instructions provided in the Restore with Proxy section.

2. Download the KubeConfig Files

You must download the KubeConfig file from the Suite Admin Kubernetes cluster management page for your source and target clusters to your local
machine via a local command window (shell console or terminal window):

® From the source cluster, download the KubeConfig file and name it KUBECONFIG_OLD.
® From the target cluster, download the KubeConfig file and name it KUBECONFIG_NEW.
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See Kubernetes Cluster Management for additional details on accessing the KubeConfig file as displayed in the following screenshot.

TE ADM .
it SUITE ADMIN

+7/7 Nodes Running

Kubernetes Cluster w CLUSTER STATUS

Wersion: vl 13.5 T Modes nstalled: O

Virtual Machines Cloud Account

=
e
;

| ab1473-BraPDedd-co 31-412d-acls- 523 LAB0F01 Fa-mg- 1-master- 10.10.78.247 Up

| ab1475-BcaP0edd-de 3f-AF2d- actfs- 522 1AB09EFPa-mp- 1-master-1 10.10.97.97 Up 2 16,82 1h

| ab1473-BcaPed- Lo 30 -Ar2d-adls-5Za 15051 %3 mg- 1-master-2 10,100,957 up 2 15,82 ih

3. Download Velero
The restore process requires Velero and must be performed on a local command window (shell console or terminal window).
To download Velero, use one of the following options:

® (OSX option:
$ cd <VELERO DI RECTORY>
$ curl -L -O https://github.con heptio/vel ero/ rel eases/ downl oad/ v0. 11. 0/ vel er o-v0. 11. 0- dar wi n- and64. t ar.

gz
$ tar -xvf vel ero-v0.11. 0-darwi n-and64.tar. gz

® CentOS Option:

$ nkdir -p /velero-test & cd /velero-test

$ curl -LO https://github. com heptio/vel ero/ rel eases/ downl oad/ v0. 11. 0/ vel er o-v0. 11. 0- | i nux- and64.tar. gz
$ tar -xvf velero-v0.11.0-1inux-and64.tar.gz && rm-rf vel ero-v0.11.0-1i nux-and64.tar. gz

$ cp /velero-test/velero /usr/local/bin/

After you download Velero, export the KubeConfig file of the target (restore) cluster using the downloaded file:

export KUBECONFI G=<KUBECONFI G_PATH>

4. Download JQ

The restore process requires that you install JQ on your machine. Refer to https://stedolan.github.io/jg/download for additional details.

H*

To install jg on MacOS
brew install jq

©*

# To install jg on Debian and Ubuntu
$ sudo apt-get install jq

To install jg on CentOS

sudo yuminstall epel-release -y
sudo yuminstall jq -y

sudo jq --version

®» BB H
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5. Pre-Restore Procedure

If either one of your clusters uses proxy access or if you cannot recover/download the KubeConfig file from your old cluster, follow the instructions provided
in this section.

1. SSH into one of the VMs in your old cluster and retrieve the storageclass names.

1 This step is required because of changes in the storageclass name between CloudCenter Suite 5.0.0 and 5.1.0.

$ kubect| get storageclass -o json | grep '\"nane\"' | cut -d ':' -f 2| sed 's/&quot;/\"/g" | sed 's/
[v1/ /g
For example:

Example

$ kubect| get storageclass -o json | grep '\"nane\"' | cut -d ':' -f 2| sed 's/&quot;/\"/g" | sed 's/

[\,1/ /g "thin"

2. SSH into one of the VMs in your new cluster and retrieve the storageclass names:

$ kubect| get storageclass -o json | grep '\"nane\"' | cut -d ':' -f 2| sed 's/&quot;/\"/g" | sed 's/
[v1/ /g

For example:

Example
$ kubect| get storageclass -o json | grep '"\"nane\"' | cut -d ':' -f 2| sed 's/&quot;/\"/g" | sed 's/

[v17 /g
"standard"

3. Copy the contents of storageclass from the new cluster using the command below: (use the storageclass_name retrieve using the above step).
You need to run the following command, copy the output, and save the output to a file called backupStorageclass.yaml.

$ kubect| get storageclass <storageclass_nanme> -o yanl

For example:
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cl oud- user @b21461-fcc43751- 1381- 4e98- 8d45- 934bb965edf e- ng- 1- mast er - 0: ~$ kubect| get storagecl ass
standard -o yani
api Version: storage. k8s.io/vl
ki nd: Storaged ass
net adat a:

annot ati ons:

kubect | . kubernetes.i o/l ast-applied-configuration: |
{"api Versi on": "storage. k8s.i o/ vlbetal", "kind":"StorageC ass", "netadata": {"annot ati ons":
{"storagecl ass. beta. kubernetes.io/is-default-class":"true"}, "nanme": "standard"}, "paraneters":
{"di skformat":"thin"}, "provisioner":"kubernetes.iol/vsphere-vol une"}
st oragecl ass. bet a. kubernetes.io/is-default-class: "true"

creationTi mestanp: "2019-07-31T23: 26: 572"

nane: standard

resourceVersion: "605"

sel fLi nk: /apis/storage. k8s.io/vl/storagecl asses/ st andard

ui d: b045d700- b3ea- 11e9- 9b1d- 0050569f 28f d
paraneters:

di skformat: thin
provisioner: kubernetes.io/vsphere-vol une
reclainPolicy: Delete
vol uneBi ndi nghvbde: | nredi at e

4. Create a new file backupStorageclass.yaml and paste the contents copied from the previous step.
5. Replace the field name in the backupStorageclass.yaml file with the OLD storage_classname from the old cluster from Step 1.
For example:

storage.kBs.iofvl
StorageClass

B045d700-b3ea-11e9-9b1d-0050569F28Fd

: thin

: kubernetes.io/vsphere-volume

: Immediate

6. Create a new storageclass in the new cluster using the command below

$ cat /path/backupStoragecl ass.yaml | kubectl create -f -

7. Create a backup of the Kubernetes config maps of the following services by executing the script provided in this step.

® The suite-k8 service
® The suite-prod service
8. Run the command to execute the backup_configmap.sh script

#Execute the script as sudo user

$ sudo /path/tol/script/backup_configmap. sh.sh

The backup_configmap.sh script
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backup_configmap.sh

#1 / bi n/ bash

#Scripts to backup k8s and prod-ngnmt confignmaps on the target cluster
nkdi r -p $HOVE/ backup/ confi gmap

nkdir -p $HOVE/ backup/ service

nkdir -p $HOVE/ backup/ sshkeys

kubect| get svc -n cisco conmon-franmewor k- ngi nx-ingress-controller -o json > $HOWE backup/ service
/ingress.json
for cmin $(kubectl get configmaps -n cisco -o custom col ums=: net adat a. nane --no-headers=true | grep
"k8s-mgnt ")
do
kubect| get configmap $cm-n cisco -o yam > $HOVE/ backup/ confi gmap/ $cm
done
for cmin $(kubectl get configmaps -n cisco -o custom col ums=: net adat a. nane --no-headers=true | grep
"prod-ngnmt")
do
kubect| get configmap $cm-n cisco -o yam > $HOVE/ backup/ confi gmap/ $cm
done

kubect| get configmap suite.key -n cisco -o yam > $HOWE/ backup/ sshkeys/suite. key
kubect| get configmap suite.pub -n cisco -o yam > $HOWE/ backup/ sshkeys/suite. pub

echo ' Successful !’

6. Restore Procedure

1. List available backups.

1 Verify if the backups are listed BEFORE proceeding to the next step.

$ ./ <VELERO DI RECTORY>/ vel ero backup get

2. Make sure the backed up namespace does not exist in the target cluster (for example, if the cisco namespace was backed up it shouldn't be here
on the cluster).

$ kubect| delete ns cisco

3. Restore from one of the listed backups.

$ ./velero restore create --from backup <BACKUPNANMVE>

You have now restored the CloudCenter Suite data to the new cluster.

7. Post-Restore Procedure
At this stage, you must restore the config maps for the following Suite Admin services:

® The suite-k8 service
® The suite-prod service

If the new cluster is NOT accessible (from the local device) using kubeconfig, execute the following script from the remote device after the restore process
is complete.

#Execute the script as sudo user
$ sudo /path/to/script/post-restore.sh
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Without Internet Access - The post-restore.sh script

#!/ bi n/ bash

kubect| delete svc -n cisco comon-framewor k- ngi nx-i ngress-controller

cat $HOVE/ backup/ service/ingress.json | kubectl

for cmin $(I's $HOVE/ backup/ confi gmap)
do
kubect!| delete configmap $cm -n cisco
done

for cmin $(I's $HOVE/ backup/ confi gmap)
do
cat $HOWE/ backup/ confi gmap/ $cm | kubect|
done

kubect| delete configmap suite.key -n cisco
kubect| delete configmap suite.pub -n cisco

cat $HOMVE/ backup/ sshkeys/suite. key | kubectl create -f
cat $HOVE/ backup/ sshkeys/suite. pub | kubectl create -f

rm-r $HOVE/ backup/ confi gmap

echo ' Successful !’

You have now restored the Suite Admin data to the new cluster.

create -f -

create -f -

8. Workload Manager-Specific Post-Restore Procedure

1 This migration procedure only applies to Running deployments.

Be sure to verify that you are only migrating deployment in the Running state.

@ The first few steps differ based on your use of private clouds or public clouds. Be sure to use the procedure applicable to your cloud

environment.

8a. Understand the Workload Manager Restore Context

If you have installed the Workload Manager module, you must perform this procedure to update the DNS/IP address for the private cloud resources listed

below and displayed in the following image:

® The Worker AMQP IP
® The Guacamole Public IP and Port
® The Guacamole IP Address and Port for Application VMs

Cloud endpoint accessible from CloudCenter Suite
CloudCenter Suite AMQP reachable from worker VM's
CloudCenter Suite AMQP accessible from cloud
Remote AMQP IP

Worker AMQP IP

Guacamole Public IP and Port

Guacamole IP Address and Port for Application VMs
Blade Mame

Yes
Yes
Yes

10.8.1.140:26642

10.8.1.140:708

10.8.1.140:32941
cloudcenter-blade-vmware-1-2033

1 As public clouds use load balancers and static IP ports, these resource details may differ accordingly. Be sure to use the resources

applicable to your cloud environment.

8b. Retrieve the Port Numbers from the NEW Restored Cluster

The Kubernetes cluster contains the information that is required to update the Workload Manager Ul. This section provides the commands required to

retrieve this information.
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1 As public clouds use load balancers and static IP ports, these resource details may differ accordingly. Be sure to use the resources applicable
to your cloud environment.

To retrieve the port numbers from the new cluster for private clouds, follow this procedure.

1. The port numbers for each component will differ.

a. Run the following command on the new cluster (login to the KubeConfig of the new cluster) to locate the new port numbers for the Worke
r AMQP IP.

kubect| get service -n cisco | grep rabbitnmg-ext | awk '{print $5}'
# In the resulting response, |ocate the port corresponding to Port 443 and use that port nunber!

443: 26642/ TCP, 15672: 8902/ TCP

b. Run the following command on the new cluster to retrieve the port number for the Guacamole Public IP and Port.

kubect| get service -n cisco | grep cloudcenter-guacanole | awk '{print $5}'

# In the resulting response, locate the port corresponding to Port 443 and use that port nunber
for the Guacanol e port!

8080: 2376/ TCP, 7788: 25226/ TCP, 7789: 32941/ TCP, 443: 708/ TCP
¢. Run the following command on the new cluster to retrieve the port number for the Guacamole IP Address and Port for Application
VMs.
kubect| get service -n cisco | grep cloudcenter-guacanole | awk '{print $5}'

# In the resulting response, |locate the port corresponding to Port 7789 and use that port nunber
for the Guacanol e port!

8080: 2376/ TCP, 7788: 25226/ TCP, 7789: 32941/ TCP, 443: 708/ TCP

8c. Retrieve the IP Address of the NEW Restored Cluster

Use the IP address of one of the masters of the NEW restored Kubernetes cluster for all the resources where the IP address needs to be replaced.

1 As public clouds use load balancers and static IP ports, these resource details may differ accordingly. Be sure to use the resources applicable
to your cloud environment.

8d. Change the IP Address and Port Numbers for the NEW Restored Cluster

The IP addresses and port numbers are not updated automatically in the Workload Manager Ul and you must explicitly update them using this procedure.

1 As public clouds use load balancers and static IP ports, these resource details may differ accordingly. Be sure to use the resources applicable
to your cloud environment.

To configure the IP address and port number in the new cluster, follow this procedure.

1. Access the Workload Manager module.
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2. Navigate to Clouds > Configure Cloud > Region Connectivity.

il i
cisco  WORKLOAD MANAGER

Region Connectivity R

Cloud endpeint accessible from CloudCenter

Suite Yes

CloudCenter Suite AMQP reachable from

worker VM's Yes

CloudCenter Suite AMQP accessible from

cloud Yes

Remote AMQP IP

Worker AMQP IP 10.8.1.140:26642

Guacamole Public IP and Port 10.8.1.140:708

Guacamole IP Address and Port for

Application VMs 10.8.1.140:32941

Blade Name cloudcenter-blade-vmware-1-2033
Strategy Edit Strategy

Strategy Bundle

3. Click Edit Connectivity in the Region Connectivity settings.
4. In the Configure Region popup, change the 3 fields mentioned above to ensure that the IP and port details are updated to the NEW restored VM.

1 DO NOT MAKE ANY OTHER CONFIGURATION CHANGES!

Configure Region

BB

10.8.1.140: 26442

TG LSRR L

5. Click OK to save your changes.

@ Saving your changes may not automatically update the information in the Region Connectivity settings. Be sure to refresh the page to
see the saved information.

You have now updated the DNS/IP/Port for the restored WM for this particular cloud. If you have configured other clouds in this environment, be sure to

repeat this procedure for each cloud. Once you complete this procedure for all configured clouds, you can resume new deployment activities using the
Workload Manager.

8e. Perform the Pre-Migrate Activities

Before you migrate the deployment details you need to ensure that you can connect to both clusters and have the required files to perform the migration.
To perform the pre-migrate activities, follow this procedure.
1. Verify that the OLD cluster VMs can reach the NEW cluster. The remaining steps in this procedure are dependent on this connectivity in your

environment.
2. Save the contents of the following actions.json file using the same name and file extension to your local directory with a file type JSON format.
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The actions.json file

{"repositories":[],"actions":{"resource":null,"size":2,"pageNunber": 0, "total El ements": 2, "total Pages":1,"
actionJaxbs":[{"id":"57","resource": null,"nane": " Agent ReConfi g_Li nux", "description":"", "actionType":"
EXECUTE_COWAND", "cat egory": " ON_DEMAND', "| ast Updat edTi ne": "2019- 09- 19 22: 14: 54. 245", "ti neCQut ": 1200, "

enabl ed":true, "encrypted": fal se, "explicitShare":fal se, "showExplicitShareFeature":fal se, "del eted":fal se,"
syst enDefi ned": f al se, "bul kOperati onSupported":true,"isAvail abl eToUser":true, "currentlyExecuting":false,"
owner":1,"actionParaneters": [{"paranmNanme": "downl oadFronBundl e", " par anVal ue": "true", "custonParant': f al se, "
required":true, "useDefaul t": fal se, "preference":"VI SI BLE_UNLOCKED'}, {" par anNane": "bundl ePat h", "

paranval ue":"http://10.0.0.3/5. 1-rel ease/ ccs-bundl e-artifacts-5. 1. 0- 20190819/ agent . zi p", " cust onPar an' :
false,"required":true, "useDefaul t": fal se,"preference":"VI SI BLE_UNLOCKED"}, {" par anmNane": "script","

paranVal ue": "agent / agent Reconfi g. sh", "cust onParani: fal se, "requi red": true, "usebDefault": fal se,"

preference": " VI SI BLE_UNLOCKED"}, {" par anNane": " execut eOnCont ai ner", "par anVval ue": "fal se", "cust onPar ani':
false,"required":true, "useDefaul t": fal se, "preference":"VI SI BLE_UNLOCKED"}, {" par anNane": "r eboot | nst ance", "
paranVal ue": "fal se", "custonParani': fal se, "required":true, "useDefaul t": fal se, "preference":"

VI SI BLE_UNLOCKED"}, {"paramNane": "refreshl nst ancel nf 0", "paranval ue": "f al se", "cust onPar ant': f al se, "
required":true, "useDefault": fal se, "preference":"VI SI BLE_UNLOCKED'}], "acti onResour ceMappi ngs": [{"type":"

VI RTUAL_MACHI NE", "acti onResourceFil ters": [{"cl oudRegi onResource": nul |, "servi ceResource": null,"
applicationProfil eResource": null,"depl oynent Resource": null,"vnResource": {"type": " DEPLOYMENT_VM', "
appProfiles":["all"],"cl oudRegions":["all"],"cl oudAccounts":["all"],"services":["all"],"osTypes":[],"

cl oudFami | yNames":[], "nodeStates":[], "cl oudResour ceMappi ngs":[]},"i sEdi tabl e":true},

{"cl oudRegi onResource": nul |, "servi ceResource": nul |, "applicati onProfil eResource":null, "

depl oynent Resource": nul |, "vnResource": {"type":"| MPORTED_VM', "appProfiles":[],"cl oudRegi ons":["all"],"

cl oudAccounts":["all"],"services":[],"osTypes":["all"], "cl oudFani | yNanes":[], "nodeStates":[],"

cl oudResour ceMappings":[]},"isEditabl e":true}]}], "acti onResour ceMappi ngAncillaries":[],"

acti onCust onPar anSpecs": [ {" par anNanme": " br oker Host ", " di spl ayNare": " Br oker Host ", "hel pText": "1 p Address or
Host name of Rabbit MQ cluster”,"type":"string", "valueList":null,"defaul tValue":"","confirnvalue":"","
pat hSuf fi xVal ue":"", "user Vi si bl e":true, "userEditabl e":true, "systenParani: f al se, "exanpl eVal ue": nul | ,"
dataUnit":null,"optional ":fal se, "depl oyment Parani': f al se, "nul ti sel ect Supported": fal se, "useDefault":true,"
val ueConstraint": {"m nVal ue": 0, "maxVal ue": 255, "maxLengt h": 255, "regex": nul |, "al | owSpaces":true,"
si zeValue": 0, "step": 0, "cal | out Wr kfl owNane": nul |}, "scope": nul |, "webservi ceLi st Parans": {"url":"",
protocol ":"","username":"", "password":"", "request Type": nul |, "content Type": nul |, "commandParans": nul | ,"
request Body":null,"resultString":null},"secret":null,"tabul ar TypeData": null,"collectionList":[],"
preference": " VI SI BLE_UNLOCKED"}, {" par anNane": " br oker Port", "di spl ayName": " Broker Port", "hel pText":"

Rabbi t MQ Port nunber”, "type":"string","valueList":null,"defaultValue":"","confirnval ue":"" "

pat hSuf fi xVal ue":"", "user Vi si bl e":true, "userEditabl e":true, "systenParani: f al se, "exanpl eVal ue": nul | ,"
dataUnit":null,"optional ":fal se, "depl oyment Parani': f al se, "nul ti sel ect Supported": fal se, "useDefault":true,"
val ueConstraint": {"m nVal ue": 0, "nmaxVal ue": 255, "maxLengt h": 255, "regex": nul |, "al | owSpaces":true,"
si zeValue": 0, "step": 0, "cal | out Wr kfl owNane": nul |}, "scope": nul |, "webservi ceLi st Parans": {"url":"",
protocol ":"","username":"", "password":"", "request Type": nul |, "content Type": nul |, "commandPar ans": nul | ,"
requestBody":null,"resultString":null},"secret":null,"tabul ar TypeData":null,"collectionList":[],"
preference":"VI SIBLE_UNLOCKED"}]}, {"id":"58","resource": null,"nane": " Agent ReConfig_Wn","
description":"","actionType": " EXECUTE_COWAND", "cat egory": " ON_DEMAND', "| ast Updat edTi ne": "2019- 09- 19 22:
15:02. 311", "ti meQut": 1200, "enabl ed": true, "encrypted": fal se, "explicitShare":fal se,"

showExpl i ci t ShareFeature": fal se, "del eted": fal se, "systenDefi ned": fal se, "bul kOperati onSupported":true,"

i sAvai | abl eToUser": true, "currentl yExecuting":fal se, "owner": 1, "acti onParaneters":[{"paranNane":"

downl oadFr onBundl e", "paranVal ue": "true", "cust onParant': fal se, "required":true, "useDefaul t": fal se,"
preference": " VI SI BLE_UNLOCKED'}, {" par amNane": "bundl ePat h", " par anVal ue": "http://10.0.0. 3/ 5. 1-rel ease/ ccs-
bundl e-artifacts-5.1.0-20190819/ agent . zi p", "cust onParant': f al se, "required":true, "useDefaul t": fal se,"
preference": " VI SIBLE_UNLOCKED'}, {" paranNare": "scri pt", "paranVal ue": "agent\\ agent Reconfi g. ps1","
custonParant: fal se,"required":true, "useDefaul t": fal se, "preference":"VI SI BLE_UNLOCKED"}, {" par anNane": "
execut eOnCont ai ner ", "paranVal ue": "fal se", "custonParant': fal se, "required": true, "useDefaul t": fal se,"
preference":"VI SI BLE_UNLOCKED"}, {" par amNane": "r eboot | nst ance", "par anval ue": "f al se", "cust onPar ant': f al se, "
required":true, "useDefault": fal se, "preference":"VI SI BLE_UNLOCKED'}, {" par anNane": "refreshl nst ancel nfo", "
paranVal ue": "fal se", "custonParani': fal se, "required": true, "useDefaul t": fal se, "preference":"

VI SI BLE_UNLOCKED"}], "act i onResour ceMappi ngs": [{"type": " VI RTUAL_MACHI NE", "act i onResourceFil ters":

[{"cl oudRegi onResource": nul |, "servi ceResource": null, "applicationProfil eResource":null,"

depl oynent Resource": nul |, "vnResource": {"type": " DEPLOYMENT_VM', "appProfiles":["all"],"cl oudRegi ons":
[*all"],"cl oudAccounts":["all"],"services":["all"],"osTypes":[],"cl oudFam | yNanes":[], "nodeStates":[],"
cl oudResour ceMappi ngs":[]}, "i sEditabl e":true}, {"cl oudRegi onResource": nul |, "servi ceResource": null,"
applicationProfileResource":null,"depl oynment Resource": null,"vnResource": {"type":"| MPORTED_VM', "
appProfiles":[],"cloudRegi ons":["all"],"cloudAccounts":["all"],"services":[],"osTypes":["all"],
cl oudFami | yNames":[], "nodeStates":[], "cl oudResour ceMappi ngs":[]},"isEditable":true}]}],"

acti onResour ceMappi ngAnci | l aries":[], "acti onCust onPar anSpecs”: [{" paranName": " br oker Host ", "di spl ayNanme": "
Broker Host ", "hel pText": "1 p Address or Hostnane of Rabbit MQ cluster”,"type":"string","valueList":null,"
defaul tVal ue":"","confirnval ue":"", "pathSuf fi xVal ue":"","userVisible":true, "userEditable":true,"
systenParant: fal se, "exanpl eVal ue": nul |, "dataUnit": null, "optional ":fal se, "depl oynent Parani': f al se, "

mul ti sel ect Supported": fal se, "useDefaul t":true, "val ueConstraint": {"m nVal ue": 0, "maxVal ue": 255, "nmaxLengt h":
255, "regex": null,"al | owSpaces":true, "sizeValue": 0, "step":0, "cal | out Wr kfl owNane": null}, "scope":null,k"
webservi ceLi st Paranms”: {"url":"","protocol ":"", "usernane":"", "password":"", "request Type":null,"
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content Type": nul |, "comrandPar ans": nul |, "request Body": nul |l ,"resultString":null},"secret":null,"

tabul ar TypeData": null,"col l ectionList":[],"preference":"VI SI BLE_UNLOCKED"}, {" par anNane": " br oker Port", "
di spl ayName": " BrokerPort", "hel pText": " Rabbi t MQ Port nunber","type":"string","valueList":null, k"

def aul t Val ue":"","confirnval ue":"", "pathSuf fixVal ue":"","userVisible":true, "userEditable":true,"

systenParant': f al se, "exanpl eVal ue": null,"dataUnit": null,"optional ":fal se, "depl oynent Parani: f al se, "

nul ti sel ect Supported”: fal se, "useDefaul t":true, "val ueConstraint": {"m nVal ue": 0, "nmaxVal ue": 255, " maxLengt h":
255, "regex": null,"al |l owSpaces":true, "sizeVal ue": 0, "step":0, "cal | out Wor kfl owNane": null}, "scope":null,k"
webservi ceLi st Params": {"url":"","protocol ":"", "username":"", "password":"", "request Type": null, k"

content Type": nul |, "comrandPar ans": nul |, "request Body": nul |l ,"resultString":null},"secret":null,"
tabul ar TypeData": null,"coll ectionList":[],"preference":"VI SIBLE_UNLOCKED"}]1}1},"
reposi tori esMappi ngRequi red": fal se, "acti onTypesCount s": [ {"key": " EXECUTE_COMVAND', "val ue":"2"}]}

3. Access Workload Manager in your OLD cluster and navigate to the Actions Library page.
4. Import the actions.json file that you saved in Step 2 above. You should see two files (AgentReconfig_Linux and AgentReconfig_Win) as
displayed in the following screenshot.

;_Linux September 19,2019

4:48PM Virtual Machines [ o« )] 5

Command or Script. iiffi’:f“ 20 Virtual Machines [ o ]

Command or Script.

5. The files are disabled by default (OFF) — enable both files by toggling each switch to ON.
6. Save the following script to a file in your local directory and name it agentReconfig.sh. This is the file to use for Linux environments.

The agentReconfig.sh file

#!/ bi n/ bash

#Wite to systemlog as well as to terminal
logWite()

nsg=%$1

echo "$(date) ${nsg}"

| ogger -t "OSMOSI X' "${nsg}"
return O

logWite "Starting agent migrate..."

env_file="/usr/local /osnosi x/ et c/ userenv"
if [ -f $env_file ];
t hen
logWite "Source the userenv file..."
$env_file

if [ -z $brokerHost ];

t hen
logWite "Broker Host / Rabbit Server |p not passed as action paraneter"
exit 3;

fi

if [ -z $brokerPort ];

then
logWite "Broker Port / Rabbit Server Port not passed as action paraneter"
exit 4

fi

repl aceUser dat aVal ue() {
key=$1
val ue=$2

if [ -z $key ] || [ -z $value ];

t hen
logWite "Command |ine argunents mssing to update user-data file, key: $key, val ue: $val ue"
return

fi

user_data_file="/usr/local/agentlitel/etc/user-data"
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if [ -f $user_data_file ];

t hen
json_content="cat $user_data_file’
ol d_val ue="echo $json_content | awk -F $key '{print $2}' | awk -F \" "{print $3}'"
sed -i 's@"$old_value"' @"$value"' @' $user_data_file

fi

}
export AGENT_HOME="/usr/l ocal /agentlite"

logWite "Updating the user data file"
repl aceUser dat aval ue "broker d ust er Addr esses” " $br oker Host : $br oker Port "

logWite "Updating config.json file"
sed -i '/ AmgpAddress/c\ " AngpAddress”: "' "${brokerHost}: ${brokerPort}"'", ' "$AGENT_HOVE/ confi g/ config.
j son"

cd $AGENT_HOVE

echo "sleep 10" > execute.sh

echo "/usr/local /agentlite/bin/agent-stop.sh” >> execute.sh
echo "/usr/local /agentlite/bin/agent-start.sh" >> execute.sh
chnmod a+x execute. sh

nohup bash execute.sh > /dev/null 2>&1 &

exit O

7. Save the following script to a file in your local directory and name it agentReconfig.ps1. This is the file to use for Windows environments.
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The agentReconfig.ps1 file

param (
[ string] $broker Host = "$env: br oker Host ",
[string] $brokerPort = "$env: brokerPort"

$SERVI CE_NAME = " Agent Ser vi ce"
$SYSTEM DRI VE = (Get - Wi Obj ect W n32_OperatingSystem). SystenDrive
"$SYSTEM DRI VE\ t enp\ user env. ps1”

if ($brokerHost -eq O -or $brokerHost -eq $null -or $brokerHost -eq "") {
echo "Variabl e brokerHost not available in the env file"
exit 1

}

if ($brokerPort -eq O -or $brokerPort -eq $null -or $brokerPort -eq "") {
echo "Variabl e brokerPort not available in the env file"
exit 2

}
$AGENTGO_PARENT DI R = "$SYSTEM DRI VE\ opt "

echo "Check if AgentGo Parent directory exists. If not create it: '$AGENTGO PARENT_DI R "
if (-not (Test-Path $AGENTGO PARENT_DIR)) {

echo "Create $AGENTGO PARENT_DIR .."

nkdi r $AGENTGO_PARENT_DI R

}
el se {

echo "$AGENTGO PARENT_DI R al ready exists."
}

$AGENT_CONFI G="{0}\agentlite\config\config.json" -f $AGENTGO PARENT_DI R
if (Test-Path $AGENT_CONFI G {
echo "Changing the config.json file with the new broker host $env:brokerHost and port $env:
br oker Port"
$confJson = get-content $ACENT_CONFIG | out-string | convertfromjson
$conf Json. AngpAddr ess = " $( $env: br oker Host ) : $( $env: br oker Port)"
$confJson | ConvertTo-Json | set-content $AGENT_CONFI G
}

$USER DATA FILE = "{0}\agentlite\etc\user-data" -f $AGENTGO PARENT_DI R
if (Test-Path $USER DATA FILE) {
echo "Changing user-data file with new broker host $env:brokerHost and port $env: brokerPort"
$user Dat aJson = get-content $USER DATA FILE | out-string | convertfromjson
$user Dat aJson. br oker Cl ust er Addr esses = "$($env: br oker Host ) : $( $env: br oker Port) "
$user Dat aJson | ConvertTo-Json | set-content $USER DATA FI LE
}

$ACGENT_SERVI CE_NAME = "Agent Servi ce"

echo "Stop-Service $ACENT_SERVI CE_NAME" > $AGENTGO_PARENT_DI R\ exec. psl
echo "sleep 10" >> $ACGENTGO _PARENT_DI R\ exec. psl

echo "Start-Service $AGENT_SERVI CE_NAME" >> $AGENTGO PARENT_DI R\ exec. psl

echo "Restarting agent”
Start-Process -filepath "powershell" -argunentli st
" "$ACGENTGO _PARENT_DI R\ exec. psl1™""

'-executionpolicy bypass -noninteractive -file

echo "Agent set to restart after config changes”

8. Add these two files to a folder called agent (just an exanple) and conpress the folder to create agent.
with the sane structure displayed here.

agent
agentReconfig.psl
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agentReconfig.sh

9. Move the agent.zip folder to an HTTP repository in your local environment that is accessible from the OLD and NEW clusters.

@ This procedure uses the following URL as an example:

http://10.0.0.3/repo/agent.zip

You have now ensured cluster connectivity and saved the required files for the migration procedure.
8f. Migrate Deployments from the OLD Cluster to the NEW Cluster
To migrate the deployment details from the old cluster to the new cluster, follow this procedure.

1. Navigate to the Workload Manager Actions Libray page and edit the AgentReconfig_Linux action. This procedure continues to use the Linux
file going foward.

2. Scroll to the Actions Definition section and update the URL as displayed in the following screenshot.
Action Definition

* EXECUTE FROM BUNDLE

(=)

* LOCATION * URL

URL http:/10.0.0.3/repo/agent.zip

* SCRIPT FROM BUNDLE

agent/agentReconfig.sh

@ The URL and Script from Bundle fields in the above screenshot are in accordance with the steps above.

3. Scroll to the Custom Fields section and change the default value of the Broker Host to use the NEW cluster IP.
Custom Fields

If desired add custom fiekds to the action. They can be made to be user entered or defined here by you, locked
and hidden

m o BrokerHost ]

ErokerHost
brokerHost

p Address or Hostname of Rabbit MO cluster
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4. Scroll down to the Broker Port and change the default to use the NEW Worker AMQP IP port (for example, 26642 in Step 8 above).

m a BrokerPort i}

BrokerPort

brokerPort

RabbithQ Port number

String v 255

. Click Done to save your default configuration changes in the OLD cluster.

. Navigate to the Virual Machines page and locate the VM to migrate to the new cluster.

. Click the Actions dropdown and verify if your newly modified actions are visible under the Custom Actions section in the dropdown list as visible
in the following screenshot.

MANAGED

Virtual Machines ~

~No o

= 1rom 1 RunmnG WNED Y ME
z. Internal Writers Space > Restore with Proxy > 04_54_57jpg

&

Stop

FFF c WM Information

ul acc
1CPU, 1024 MB 3 1P Addresses
e CloudCenter Agent

entReConfig Win

8. Click one of the actions and verify that the configured defaults are displayed in the Broker host and Broker port fields as indicated earlier.
9. Click Submit to migrate this VM to the new cluser.
10. Verify that the migration is complete by going to the Deployment page in your NEW cluster and the VM is listed as RUNNING (green line).
11. Repeat Steps 6 through 10 for each VM that needs to be migrated to the NEW cluster.

You have now migrated the deployment details from the old cluster to the new cluster

Back to: With Internet Access
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Without Internet Access

Isolated (Air Gap) Environment Setup

Overview

Minio Server Setup

Backup and Restore Process

Sample Commands Using Fictional Names

You may sometimes need to work in an environment that is completely behind the firewall. This section addresses the backup and restore procedures for
those environments.

See Backup for restrictions and limitations.
You need to set up a Minio server to configure a S3-compatible backup storage location. Refer to https://min.io/download#/macos to setup the Minio server.
Once the Minio server is setup, use YOUR Minio server credentials to login to your Minio server.

® Minio server URL
® Minio server username
® Minio server password

@ The script provided as part of this process uses publicly available Velero and Minio tools to complete the manual backup and restore process in
isolated environments.

To backup and restore the CloudCenter Suite data in an air gap environment, follow this procedure.

1. Create a bucket on the Minio server and provide a meaningful name. This example, uses velero. See Backup for details.
2. Before installing Velero, annotate all the pods in your cluster by using Velero-specific annotations that are provided in the script below.

kubect| -n YOUR POD_NAMESPACE annotate pod/ YOUR_POD _NAME backup. vel ero.i o/ backup-
vol umes=YOUR_VOLUME_NAME 1, YOUR_VOLUVE_NAME 2, . ..

To make things simpler here is a utility that does it for you. Be sure to save the following script contents to a file called pod_vol_restic_scan.py
to your local system.

The pod_vol_restic_scan.py script

# This utility is used to annotate pods for Vel ero backups

i mport random

i nport | ogging

import string

i nport os

import tine

import datetinme

from argparse inport ArgunentParser
i mport sys

inport zipfile

inport shutil

i mport subprocess

inport re

frompprint inport pprint as pp
i mport yam

__copyright__ = "Copyright 2019, abnmitra"
__license__ = "Cisco Systens"

def script_run_tine(seconds):
mn, sec = di vnod(seconds, 60)
hrs, mn = divnod(nmn, 60)
tinedatastring = "%l: 992d: ¥92d" % (hrs, min, sec)
return tinedatastring
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def

def

def

def

def

def

random char (y):
return ''.join(random choice(string.ascii_letters) for x in range(y))

bor der _print (synbol, msg):
line =" " + nmBg +
total Length = len(line) + 50

| ogger.info("")

| ogger.info(synbol * total Length)

I ogger.info(line.center(total Length, synbol))
| ogger.info(synbol * total Length)

I ogger.info("")

set up_custom | ogger (nanme, tcStartTinme, fileBaseName, inputName=""):

if inputNane == "" or inputName == None:
st = datetine.datetinme.frontinestanp(tcStartTime).strftinme(' %-%n %d- %+ %M %' )
filename = fil eBaseName + "-" + st + '.log
di rNane = "po-scan" + st
dirPath = os. path. abspath(os. path.join(os.path.dirname(__file__), '.", dirName))

logfil enanme = os.path.join(dirPath, filenane)
if not os.path.isdir(dirPath):
os. nmakedi rs(dir Pat h)
el se:
I ogfil ename = i nput Name

# print(logfil enanme)

formatter = logging. Fornatter(fnt="9%asctinme)s %I evel nane)-8s % nmessage)s',
dat ef nt =" %v/- %n %d %1 YM %8 )

handl er = | oggi ng. Fi |l eHandl er (| ogfil enane, node='w )

handl er. set Formatter (formatter)

screen_handl er = | oggi ng. StreanHandl er (st reanrsys. st dout)

screen_handl er. set Fornatter (formatter)

| ogger = | oggi ng. get Logger ( nane)

| ogger. set Level (| oggi ng. DEBUG)

| ogger . addHandl er ( handl er)

| ogger . addHandl er (screen_handl er)

return | ogger, |ogfilenanme

shel | _cmd(cnd):

| ogger.info("Shell cnd execution >>> '{}'".format(cnd))

p = subprocess. Popen(cnd, shel | =True, stdout=subprocess. Pl PE, universal _new i nes=True)
out put = p. conmmunicate()[0]

p_status = p.wait()

return output.split("\n")

zi pdir(path, ziph):
# ziph is zipfile handle
for root, dirs, files in os.wal k(path):
for filein files:
# print(file)
ziph.wite(os.path.join(root, file))

create_zip():

st = datetine.datetinme.frontinestanp(tcStartTime).strftinme(' %-%n %d- %+ %M %' )
dirName = "ccs-log" + st

zi pFil eName = dirNanme + ".zip"

zi pFil ePath = os. pat h. abspat h(os. path.join(os.path.dirnane(__file_)))
logger.info("Generating zip file "{}' at '{}'".format(zipFileNane, zipFilePath))
zipf = zipfile.Zi pFile(zipFileNane, 'w, zipfile.Zl P_DEFLATED)

zi pdi r (di rName, zipf)

zi pf.close()

shutil.rntree(dirNane)
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if __nane = "__min__

fil eBaseName = os. path. basename(__file__).split(".")[0]
tcStartTime = tine.tinme()
tineStanp = datetine.datetine.frontinestanp(tcStartTime).strftine(’ %% d%BANE )

parser = Argunent Parser ()

parser.add_argunent("-n", "--nanespace", dest="nanespace", hel p="Kubernetes Nanmespace", required=True)
args = parser.parse_args()

nanespace = args. nanespace. strip()

| ogger, |ogFileName = setup_custom| ogger("d oudcenter K8 Debug", tcStartTine, fileBaseNane)

cmd = "kubectl get pod -n " + nanespace + " | grep -v NAME | awk '{print $1}'"
pod_nane_list = shell_cnd(cnd)
pod_pvc_dict = {}

pod_vol _dict = {}

for pod in pod_nane_list:
if pod I="":
cmd = "kubectl get pod {} -n {} -0 yam > tenp.yan".fornmat(pod, nanespace)
data = shel | _cnd(cnd)
tenmp_file = open("tenmp.yam ", "r")
with open('tenp.yam', 'r') as tenp_file:
try:
file_contents = (yanl.load(tenmp_file))
#print("Pod Nane = {}".format (pod.strip()))
for vol in file_contents['spec']['volunes']:
#pp(vol)
try:
pvc = vol [' persistent Vol umed aini]
pod_vol _dict[pod.strip()] = vol['nane'].strip()
#print("Vol Nane = {}".format(vol['nane']))
except:
pass
except yam . YAMLError as exc:
logger.error("Error in reading YAML file.")
| ogger. error (exc)
os.renove(' tenmp.yanl ')

#pp(pod_vol _dict)
border _print ("+","Applyi ng POD annot ati ons")
for pod in pod_vol _dict.keys():
cmd = "kubectl -n {} annotate --overwite pod {} backup.vel ero.i o/ backup-volunmes={}".format
(nanespace, pod, pod_vol _di ct[pod])
data = shel |l _cmd(cnd)

3. From where you have saved the pod_vol_restic_scan.py script, run the following command.
#Needs Pyt hon3

python pod_vol _restic_scan.py -n cisco

4. Install Velero Version 0.11.0 — refer to https://velero.io/docs/v0.11.0/ for details.
5. Create a credential file to store your credentials. This example, uses the following URL and credentials — this is only an example!

Contents of the credentials-minio file
[defaul t]

aws_access_key_id = <your M nio username>
aws_secret_access_key = <your M ni o password>

6. On the existing Kubernetes cluster, you must deploy Velero and configure it with the AWS compatible bucket location, in this example, minio.
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@ Velero and Minio Usage

This process uses Velero to backup the Kubernetes data to a Minio server.

Once you finish this task you can configure the AWS S3 storage provider using the Minio server credentials as specified below. Configu
ring Minio is similar to configuring an AWS S3 environment, the difference is that you must provide the region and endpoint details
when adding the Minio server as AWS S3 storage. You can verify the data from Minio server GUI or command line. The following steps
are an example to verify the data from the Minio command line.

Refer to https://docs.min.io/docs/aws-cli-with-minio.html for additional details.

velero install \
--provider aws \
--bucket <M ni o bucket name from Step 1 above> \
--secret-file <Fully qualified path of the Mnio credentials file>\
- -use-vol ume- snapshot s=f al se \
- - backup-1 ocation-config regi on=m ni o, s3ForcePat hStyl e="true", s3Url =<your M nio server URL> \
--use-restic \
--wait

7. Start a backup using the following command.

vel ero backup create <M ni o backup name> --incl ude-namespaces=ci sco --wait

8. Wait for the backup to complete and watch the logs. Once the backup is complete, the Minio output should look like the information displayed in
screenshot.

D MinlO Browser

velero

9. To restore the backup to a different cluster or a fresh cluster (assuming that the cisco namespace is not present).

velero install \
--provider aws \
--bucket <M ni o bucket name from Step 1 above> \
--secret-file <Fully qualified path of the Mnio credentials file>\
- -use-vol ume- snapshot s=f al se \
- -backup-1ocation-config region=nini o, s3ForcePat hStyl e="true", s3Url =<your M nio server URL> \
--use-restic \
--wait

10. Start the restore process:

velero restore create --from backup <M ni o backup nane>
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11. The Minio output should look like the information displayed in the following screenshot — you will see an additional restore folder as displayed in
the following screenshot

Y _
1‘1‘ MIRlO Bronerser

YERETD

You have now backed up and restored the CloudCenter Suite to an isolated environment using the Minio server.

1 The following commands are only examples and need to be run using the names that you have assigned to resources in your environment.

Deploying Velero on the Exisitng Cluster

velero install \
--provider aws \
--bucket velero \
--secret-file ./credential s-velero \
--use-vol ume- snapshot s=f al se \
- - backup- 1 ocation-config regi on=ni ni o, s3ForcePat hStyl e="true", s3Url =http://12.16. 1. 1: 9000 \
--use-restic \
--wai t

Backup Command

vel ero backup create m nio-backup --include-namespaces=ci sco --wait

Deploying Velero on the New Cluster

velero install \
--provider aws \
--bucket velero \
--secret-file ./credential s-velero \
- -use-vol une- snapshot s=f al se \
- - backup-1 ocation-config region=m ni o, s3ForcePat hStyl e="true", s3Url =http://12.16. 1. 1: 9000 \
--use-restic \
--wai t
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Restore Command

velero restore create --from backup m ni o-backup
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Troubleshooting

Troubleshooting
® Expired Certificates
® Finding Kubernetes Resources
® A Pod has unbound PersistentVolumeClaims
® Error during the Suite Installation Process
® Error in Creating Cluster
® The Progress bar for a Kubernetes Cluster is stuck at Launching cluster nodes on the cloud or Configuring the primary cluster
® The Kubernetes Cluster is installed successfully, but the progress bar for Suite Administration is stuck at Waiting for product to be ready
® |nstallation Failed: Failed to copy <script-name.sh> to remote host or any error related to SSH connection failure
® DHCP IP Allocation Mode
® After using Suite Admin for a while, users cannot login to Suite Admin if any of the cluster nodes are in a Not Ready state
® When one of the workers is down a worker node scale up operation is stuck
® Download Logs
® Velero Issues

Sometimes, the certificates may have expired and cannot renew automatically — you will typically see this problem when you can no longer login to your
CloudCenter Suite cluster and you start receiving a networking error or similar error. If you review the AUTH pod logs you will may issues with accessing
the certificate or its location. If you review the certification, you will see that it is failing due to an auto-renew setting with an error similar to the following
code block:

kubect| -n cisco describe cert suite-auth-tls

These kind of error are caused by changes in either the certificate manager or the certificate failing due to an auto-renewal setting and the cluster is down.

To address this issue fix your cluster by following this process — use the following scripts with caution.

1.

2.

These scripts were only tested in a GCP environment where this error was first seen.

Export the current certificates and secrets to YAML files.

#! / bi n/ bash
nanmespace="ci sco"
nkdir -p $namespace
for n in $(kubectl -n $nanmespace get secrets -o custom col unms=: netadata.nane | grep -v 'service-
account')
do
echo "Saving $namespace/ secret_%$n..."
kubect| -n $nanespace get secret $n -o yanl > $nanespace/ secret_$n. yam

done
for n in $(kubectl -n $namespace get cert -o custom col ums=: netadat a. nane)
do

echo "Saving $namespace/cert_$n..."

kubect| -n $nanespace get cert $n -o yanl > $nanespace/cert_%$n. yani
done

Delete the old certificates and secrets.
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#! / bi n/ bash
commit=1
for nin $(kubectl -n cisco get secrets -o custom col ums=: netadata.nane | grep -v 'service-account')
do
echo "Deleting $n..."
if [[ $comit==1 ]]; then
kubect| -n cisco delete secret "$n"

f
done
for n in $(kubectl -n cisco get cert -o custom col urms=: net adat a. nane)
do

echo "Del eting $n..."

if [[ $commit==1 ]]; then

kubect! -n cisco delete cert "$n"

f

done

3. Restore the certificates from their respective YAML files to the cluster.

#! / bi n/ bash
nanespace=ci sco
echo "Restoring Opaque secrets..."
kubect!| apply -f $namespace/ secret_ca- key- pair.yam
kubect| apply -f $namespace/ secret_suite-fluentd-s3-config.yan
kubect| apply -f $namespace/ secret_suite-fluentd-s3-config-original.yan
kubect| apply -f $namespace/ secret_suite-gateway-external-tls-secrets.yan
kubect!| apply -f $namespace/ secret_suite-random password. yam
kubect| apply -f $namespace/ secret_suite-image-pull-secret.yan
kubect| apply -f $namespace/ secret_action-orchestrator-jw -secret.yan
echo "Restoring Certs via YAM"
for n in $nanespace/*.yanl; do

[ -f "$n" ] || break

if [[ $n =~ "cert" ]]; then

echo "Restoring Cert via yanl file $n..."
kubect!| apply -f "$n"

f
done
echo "Restarting Cert Manager Pod..."
kubect| delete --all pods --nanespace=cert-nanager
echo "Restarting all CCS Pods..."
kubect!| delete --all pods --namespace=$nanmespace

4. Restore the opaque and other non-TLS based secrets.
5. Restart the cert-manager.
6. Restart all the CloudCenter Suite cluster pods.

For private clouds, the download link for the Kubeconfig file is available on the last page of the installer Ul as displayed in the following screenshot.
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il CloudCenter Suite Installer

CloudCenter Suite installation successful!

TAKE METO SUITE ADMIN v

You can alio install anotl Ler ar download Kubeconhyg Rle and 55 eale k

Create your admin user and tenant then install products of yaur chaoice

are your important next steps

While you may see this file for successful installations in the above screen, you will not be able to access this file if your installation was not successful.
This file is required to issue any command listed in the https://kubernetes.io/docs/reference/kubectl/cheatsheet/ section of the Kubernetes documentation.

By default, the kubectl command looks for the Kubeconfig file in the $HOME/.kube folder.

® Successful installation: Copy the downloaded Kubeconfig file to your $SHOME/.kube folder and then issue any of the kubectl commands listed in
the Kubernetes cheatsheet link above.
® Stalled Installation:

® Private clouds and most public clouds: SSH into one of the primary server nodes and copy the Kubeconfig file from /etc/kubernetes
/admin.conf to the /root/.kube folder.

® GCP: Login to GCP, access the Kubernetes Engine, locate your cluster, click Connect to Connect to the cluster, and click the copy icon
as displayed in the following screenshot. You should have already installed gcloud in order to view this icon.

Connect to the cluster

You can connect to your cluster via command-line or using a dashboard.

Command-line access

Configure kubectl command line access by running the following command

5 gcloud container clusters get-credentials pujanrc221-7220e62e-ca6f-4f88-963c-9e49b —-zone us-eastl-b --projec1|r3

Run in Cloud Shell

Cloud Console dashboard

You can view the workloads running in your cluster in the Cloud Console Workloads dashboard.

Open Workloads dashboard

0K

The problem displayed in the following screenshot is usually caused when the cloud user does not have permissions to the configured storage. For
example, a vSphere user may not have permissions to the selected datastore.
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duah CloudCenter Suite Installer

cisco

1 2 @ Installing Cisco CloudCenter Suite. This will take a few minutes. ..

KUBERNETES CLUSTER

Kubernetes cluster was successfully created !

SUITE ADMINISTRATION - INSTALLATION FAILED

. Message: common-framework-grafana-éb4f$ff7f4-bcvsl, FailedScheduling, pod has unbound PersistentVolumeClaims (repeated 3 times)

START OVER DOWNLOAD LOGS

Install and Connect

vsphere

Creating cluster and installing
CloudCenter Suite admin

At any time, if you your installation stalls due to a lack of resources, perform this procedure to analyze the error logs.

To fetch the logs for this pod run :

1. Locate the actual name of the container by running the following command:

kubect| get pods -all-nanespaces | grep comon-franmewor k- suite- prod- ngnt - XXXX

2. Click the Download Logs Download link to download the installation logs for the failed service in case of an installation failure.
3. View the Logs for the container: common-framework-suite-prod-mgmt ...
4. Run the following command to view the error:

kubect| logs -f comon-framework-suite-prod-nmgnt-Xxxxx -n cisco

In case of failure (due to a quota availability issue) during the installation process, an error message similar to the one displayed in the following
screenshot appears.
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el CloudCenter Suite Installer

What are your gke placement properties?

GKE CLUSTER ID PREFIX
gkecluster

GKE Cluster ID Prefix, prefix must start with a lowercase letter and cluster's
name must not be longer than 40 characters. Only letters, numbers and
hyphen are allowed in a cluster's name.

* GKE ZONE
asia-east2-a

GKE Zone
Specify Placement

. * GKE INSTANCE TYPE
Properties

nl-standard-2

GKE Instance Type

Google Kubernetes Engine

Error in Creating Cluster! rpc
error: code = PermissionDenied
desc = Insufficient project quota
to satisfy request: resource
"ROUTES": request requires '3.0'
and is short '2.0' project has a
quota of '300.0' with '1.0'
available.

Specify details to help us
understand about your cluster

< CHANGE CLOUD ERROR IN CREATING CLUSTER! RPC ERROR: CODE...

The issue displayed in the following screenshot could be an issue with the cloud environment. Refer to your cloud documentation for possible issues.

vl CloudCenter Suite Installer

Installing Cisco CloudCenter Suite. This will take a few minutes. ..

KUBERNETES CLUSTER - INSTALLATION FAILED

-
Launching cluster on the cloud

SUITE ADMINISTRATION

START OVER DOWNLOAD LOGS

Install and Connect

Q

Amazon EKS

Creating cluster and installing
CloudCenter Suite admin

Other examples:

® |[f the target cloud is vSphere, check if the cloud account being used has permissions to launch a VM and if the VM is configured with a valid IPv4

address.
® |f the cluster nodes are configured to use static IP, verify if the IP pool used is valid and if all the launched nodes have a unique IP from the pool.
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This issue indicates that the CloudCenter Suite installation has some issue. Use the downloaded SSH key to SSH into one of the primary server nodes. To
check the status of the pods, run kubectl get pods --all-namespaces for each pod. If the status does not display Running, run the following commands
to debug further:

kubect| describe pod <pod-name> -n cisco

or

kubect!| 1ogs -f <pod-nanme> -n cisco

Use the downloaded SSH key to SSH into each cluster node and check if the system clock is synchronized on all nodes. Even if the NTP servers were
initially synchronized verify if they are still active by using the following command.

nt pdate <ntp_server>

If any of the nodes are Not Ready state, then run the following command on the node:

kubect| descri be node <node- name>

This issue can occur when the installer node cannot SSH/SCP into launched cluster nodes. Verify if all the launched nodes have a valid IPv4 address and
if the installer network can communicate with the Kubernetes cluster network (if they are on different networks). Also verify that the cluster nodes are able
to connect to vSphere.

If none of the above methods work, retry the installation or contact your CloudCenter Suite admin.

During installation if you select DHCP IP allocation mode, you may see an error when you start the installation (assuming other values are appropriate). In
this case, check your installer VM's /etc/resolve.conf file, and comment or remove the entry containing the following keyword.

sear chdomai n

This entry adds a search domain entry in the /etc/resolve.conf file (required). This addition finds IPs for Nginx services from external locations, and maps
them to the Nginx service within the CloudCenter Suite. However, CCP services do not need these maps as the internal IP map to the nginx service is the
only required mapping. As such, you must remove the errant entries from the /etc/resolve.conf file.

To correct the error, you (sudo permissions required) must restart all the installer PODs which contain using the following command.

@ Execute sudo -i or prefix the command with sudo

kubect| delete pod $(kubectl get pods -n ccp | grep suite | awk '{print $1}') -n ccp

Now, wait for a minute to ensure that the PODs have started running before restarting the installation process.
This issue may be the result of any of the following situations:
® Are all the cluster nodes up and running with a valid IP address?

® |f the nodes are running, then use the downloaded SSH key to SSH into one of the primary server nodes.
® Run the following command on the primary server to verify if all the nodes are in the Ready state.

kubect| get nodes

When one of the workers is down, and you try to scale up the worker node, the node does not scaled up. The scale up operation remains stuck in scaling
state.

Restart the operator POD of your environment by using the following command. The following example displays vSphere, and the corresponding vSphere
operator. Similarly, if you are working in an OpenStack environment, use the OpenStack operator as applicable.
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kubect| del ete pod kaas-ccp-vsphere-operator-<dynan c al phanuneric characters> -n ccp
#or

kubect| del ete pod kaas-ccp-openst ack- operator-<dynam c al phanuneric characters> -n ccp

By restarting this service on any worker node, you will start the shutdown VM and scale up the new node that was stuck during the scale operation.

Click the Download Logs Download link to download the installation logs for the failed service in case of an installation failure. See Monitor Modules > Do
wnload Logs for additional information.

Refer to https://heptio.github.io/velero/v0.11.0/ for Velero troubleshooting information.
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Suite Admin Workflow
Suite Admin Workflow

The following table identifies the tasks to be performed on the Suite Admin once you install the CloudCenter Suite.

# Required?

1 Yes

2 No

3 Yes

4 Yes

5 Yes
Optional
Yes

6 Yes
Yes
Optional
Optional

7 Yes

8 Optional

9 Optional

10 Optional

11 Optional

Goal

Onboarding

Language selection

Module installation

User management

Group Management

Admin Management

Product Registration

Cluster Management

Troubleshooting

Tenant/Sub-tenant
Management

Admin Management

Task

Create the suite administrator and root tenant.

Navigate to the Suite Admin Dashboard.

Select your language choices to view the CloudCenter Suite Ul.

Install module(s) of choice based on the list available in the Dashboard.

This is optional, however, you cannot configure resources other than users/tenants/groups/roles
/admin menu settings if you don't install modules!

Create users

Assign users to default groups.

When the suite administrator installs any module, additional, default out-of-box groups become
available. These groups vary based on the module.

Create a custom group

If the out-of-box groups don't meet your requirements, you can create custom groups.
Assign roles to a group

For each custom group, you must assign at least one role.

Set up the base URL

Set up email communication
Configure a dedicated alias hostname and use an external IdP to authenticate its users.
Set up the proxy server

Configure a license

Modify the size of the cluster

® View log archives

* Download logs for troubleshooting purposes

Manage your own tenant or create additional sub-tenants

Add users as additional tenant administrators to a group

Backup CloudCenter Suite
Restore CloudCenter Suite

Setup Isolated (Air Gap) environment
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Description

See Initial
Administrator Setup

See Suite Admin
Dashboard

See Ul Language
Availability

See Install Module

See Create and
Manage Users

See Create and
Assign Groups

See Custom
Groups by Admin

See Understand
Roles

See Base URL
Configuration

See Email Settings
See SSO Setup
See Proxy Settings

See Configure
Smart Licenses

See Manage
Clusters

® See Log
Archive

® See Monitor
Modules

See Manage
Tenants

See Create and
Assign Groups

See Backup
See Restore

See Without
Internet Access
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Initial Administrator Setup
Initial Administrator Setup

® Qverview
® The Suite Administrator
® Configure an Admin User and Tenant

Once the Suite Admin is installed you must perform the following tasks:

® Note or bookmark the IP address for the Suite Admin console.
® Set up the credentials for the Suite administrator.
® Configure a Root tenant.

As the administrator for the Suite Admin, you can perform the following tasks from the Suite Admin dashboard:

Install Module(s)

Create and Manage Users, including tenants and tenant administrators
Create and Assign Groups, including user-group(s) association
Configure Smart Licenses

Manage Clusters, if the cluster was created by the suite administrator

To configure the admin user and tenant, follow this procedure:

1. Navigate to the Suite Admin console and complete the Admin User and Tenant Credentials form to enter details for the root user and tenant as
displayed in the following screenshot.

Please log in to your account to proceed.

* EMAIL ADDRESS
*PASSWORD

CloudCenter Suite

* TEMANT ID

Language: English - FORGOT PASSWORD?

2. Besides the First and Last Name, Email Address, Password, Company Name, and Company Logo (defaults to the Cisco logo), you must enter a
Tenant ID of your choice so you can log into the Suite Admin using this Tenant ID and password.
3. Click Done to save your settings and launch the Suite Admin Dashboard as displayed in the following screenshot.
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Ilcllls-\l‘_luh SUITE ADMIN s -‘ .- % ‘Welcome, Puj
Modules

3 @

Suite Admin Workload Manager

w5 10 = Imstalled: Aug 07, 2019 w510 » Installed: Aug 07, 201%

Q@ Y

Cost Optimizer Action Orchestrator
w5 L0 = Installed: Aug 07, 2019 w510 = Imstalled: Aug OF, 2019
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Kubernetes Cluster Management

Kubernetes Cluster Management

® Cluster Status
® Manage Clusters
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Cluster Status

Cluster Status

Overview

Requirements

The Cloud Icon Details
Kubernetes Cluster Actions
Modify Cluster Size

Virtual Machines

You can view the status of a Kubernetes cluster by clicking the cloud icon located in the header of the Suite Admin Dashboard. The Cluster status popup
displays. Click View Details to view detailed information about each node in the cluster.

@ Kubernetes Cluster Management is already incorporated in the CloudCenter Suite SaaS offer, see SaaS Access for additional details.

For private clouds, the HA cluster requires a minimum of 2 out of 3 master nodes to be running at any point, for the cluster to function as designed.
Click the cloud icon to view and verify the number of nodes in the Kubernetes cluster. The View Details page displays detailed information about each

node in the cluster. This information is retrieved from the Kubernetes cluster after you install the CloudCenter Suite. The following screenshot displays
details within this page.

f f . : H =0 T .
il Suite Admin & I i Q Welcome, Pujan

CLUSTER STATUS

Kubernetes Cluster

1K .
= t6/6 Nodes Running
Version: v1.11.5 6 Nodes Installpd "
Download KubeConfig File
MODIFY CLUSTER SIZE
VIRTUAL MACHINES CLOUD ACCOUNT ORIFYEY
Current number of worker nodes:
3 - 1
Mi ulred
Max limit is 20 nodes.
[
DONI
license948- master-085409b9-6707-4eeb-8843-d69c958d69301 10.0.0.1 Up 4 16.66 5d
license948-master-085409b9-6707-4eeb-8843-d69c958d69302 10.0.0.2 Up 4 16.66 5d
license948-master-085409b9-6707-4eeb-8843-d69c958d69303 ! Up 4 16.66 5d
license948-worker-085409h9-6707-4eeb-BB43-d69c958d69301 10.0.0.4 Up ) 16.66 5d
license948-worker-085409b9-6707-4eeb-B843-d69c958d69302 10.0.05 Up 1 16.64 5d
license948-worker-085409b9-6707-4eeb-B843-d69c958d69303 10.0.08 Up 4 16.66 5d
config . T suite.key ~ Show All

The cluster-level actions allow you to download the following files.

® The SSH key file is used to connect to the cluster.
® The KubeConfig file is used to view cluster information.

Based on your environment requirements, you can modify the Kubernetes cluster size from the Suite Admin. See Manage Clusters for additional details.
This tab displays the VMs that make up the Kubernetes cluster accessed from this instance of CloudCenter Suite.

The colored status indicators identify the state of each VM in your Kubernetes cluster as described in the following table.
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Cluster Status Color Indication
Green The node is functioning.
Red The node is not functioning.

The color merely indicates the health of your Kubernetes cluster so you can make the required changes to your Kubernetes setup as required by your
environment.
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Manage Clusters

Manage Clusters

® Overview

® Scale Up

® Scale Down

® Reconfigure Cloud Credentials

If a cluster was created by the suite administrator as described in Initial Administrator Setup, then this suite administrator can manage those clusters.
Managing a cluster includes the following tasks.

® Scale this cluster.

® Monitor the cluster by viewing alerts.

@ Suite administrators can only manage clusters that they installed.

The suite administrator's ability to view a cluster is indicated by the green circle on the cloud icon. Clicking this icon provides additional information as
displayed in the following screenshot.

(D Kubernetes Cluster Management is already incorporated in the CloudCenter Suite SaaS offer, see SaaS Access for additional details.

If you setup the CloudCenter Suite using static IPs, verify that the static IP range has free IPs available to support scale up operations. If IPs are
not available in the static IP range (defined during installation) then the scale up process will not take place.

To increase the number of nodes in your cluster, perform this procedure.

1. Navigate to the Suite Admin Dashboard > Tenants page.
2. Click the cloud Icon to access the Cluster Status > View Details page.
3. In the Kubernetes Cluster page, click the wheel icon to display the Modify Cluster Size popup as displayed in the following screenshot.

& (ac)

L

t4/4 Nodes Running

MODIEY CLUSTER 512E

Min

Max limit

4. Increase the number as required in the Current number of worker nodes: field. You will see the status bar list a Scaling operation successful ale
rt. It take a few minutes to increase the node count.

® |[nitially, the node will be in the red state while it is still initializing. Once it has initialized, it will turn green.
® The Runtime displays the length of time that this node has been running:

® h=Upto 24 hours
® d = Any number of days
® The Status can only be up (red) or down (green).
® The memory and CPU details are displayed as available in the Kubernetes cluster.
®* When complete, you see a subsequent alert notifying you of the Cluster node being added.
You have now increased the number of nodes in your cluster.

While you can scale up the number of nodes in the Kubernetes cluster from the Suite Admin, you cannot scale down using this process.
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@ OpenStack

If you installed CloudCenter Suite 5.1.1 as a fresh installation, this feature is not available in OpenStack environments.

If you upgraded CloudCenter Suite from 5.0.x to 5.1.0 or 5.1.1, the Cloud Account section is preserved and you can update the password.

@ vSphere

If you have updated your password in the vSphere console, be sure to update it in the Cloud Accounts tab (in the Kubernetes Cluster page),
before the vSphere lockout period takes effect.

If you do not update the password, be aware that the vSphere policy will prevent you from proceeding with you CloudCenter Suite configuration
and CloudCenter Suite will continue with its polling attempts with vSphere.

The Cloud Accounts tab, provides a way to change your cloud credentials for the cloud where the CloudCenter Suite is installed.

You can change your cloud account password based on your cloud credentials for each supported cloud as listed in New Cluster Installation.
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Configure Smart Licenses

Configure Smart Licenses

® Overview
® Cisco Smart Software Manager

® Virtual Accounts

® Smart Call Home
® Configuring Cisco Smart Software Licensing

® Request a Smart Account

® Adding Users to a Smart Account
® License Usage and Compliance
® Workflow of Cisco Smart Software Licensing

® Generating a Registration Token
Configuring Transport Settings
Registering a CloudCenter Suite License
Renewing Authorization
Re-Registering a CloudCenter Suite License
De-Registering a CloudCenter Suite License
® Enable for Production
® Troubleshooting Licensing Issues

® [nvalid Token

® Download Logs

CloudCenter Suite integrates with the Cisco Smart Software Licensing solution. The CloudCenter Suite is available for a 90-day evaluation period after
which, you must register with Cisco Smart Software Manager.

The number of licenses required depends on your deployment scenario. For example, the Workload Manager and Cost Optimizer define entitlements
based on features used in those modules. These entitlements may apply to the use of a specific public/private cloud, the number of management units
used when deploying applications (VMs and containers), the options purchased (essentials, advanced, premium), and so forth.

@ Smart licenses are already incorporated in the CloudCenter Suite SaaS offer, see SaaS Access for additional details.

Cisco Smart Software Manager (Cisco SSM) enables the management of software licenses and Smart Account from a single portal. This interface allows
you to activate your product, manage entitlements, renew and upgrade software. You must have a functioning Smart Account to complete the registration
process and will need to exchange three key elements with the Cisco Smart Software Manager over HTTPS:

® Trusted Unique Identifier — This is the Product ID (SUDI/SUVI/ID).
® Organizational Identifier — In a numerical format to associate product with a Smart / Virtual Account.
® Licenses consumed — Allows the Cisco Smart Software Manager to understand the license type and level of consumption.

Virtual Accounts

A Smart Account provides a single location for all Smart enabled products and entitlements. It assists to speed procurement, deployment and maintenance
of Cisco Software. When creating a Smart Account the submitter must have the authority to represent the requesting organization. After submitting the
request goes through a brief approval.

A Virtual Account exists as a sub-account within the Smart Account. Virtual Accounts are a customer defined structure based on organizational layout,
business function, geography or any defined hierarchy. They are created and maintained by the Smart Account administrator(s).

Smart Call Home

Smart Call Home is feature to communicate with the Cisco Smart Software Manager. By default, Smart Call Home is enabled when you configure Smart
Software Licensing. Smart Call Home creates a Cisco TAC-1 profile and sends associated Smart Call Home messages after the enablement. For
platforms with Smart Software Licensing enabled by default, call-home is also enabled by default with associated messages.

You need to configure Cisco Smart Software Licensing to easily procure, deploy, and manage licenses for your CloudCenter Suite.

Smart Licensing is a cloud-based approach to licensing. The solution simplifies the purchase, deployment and management of Cisco software assets.
Entitlements are purchased through your Cisco account via Cisco Commerce Workspace (CCW) and immediately deposited into a Virtual Account for
usage. This process eliminates the need to install license files on every device using the product. Products that are smart enabled communicate directly to
Cisco to report consumption. A single location is available to customers to manage Cisco software licenses — the Cisco SSM. License ownership and
consumption are readily available to help make better purchase decision based on consumption or business need.

Cisco SSM enables you to manage your Cisco Smart Software Licenses from one centralized website. With Cisco SSM, you can organize and view your
licenses into Virtual Account groups. You can also use Cisco SSM to transfer licenses between virtual accounts as needed. You can access Cisco SSM
from the Cisco Software Central homepage at software.cisco.com, under Smart Licensing.

If you do not want to manage licenses using Cisco SSM, either for policy reasons or network availability reasons, you can choose to install Cisco SSM
Satellite at your premises. CloudCenter Suite registers and reports license consumption to the Cisco SSM Satellite as it does to Cisco SSM. Cisco SSM
Satellite coordinates with the Cisco Smart Software Manager to manage software licenses on premises. Devices register locally to report license
ownership and consumption.
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1 Ensure that you use Cisco SSM Satellite version 5.0 or later. For more information on installing and configuring Cisco SSM Satellite, refer to http
:/lIwww.cisco.com/go/smartsatellite.

Request a Smart Account

The creation of a new Smart Account is a one-time event and subsequent management of users is a capability provided through the tool. To request a
Smart Account, visit software.cisco.com and follow this process.

1. After logging in, select Request a Smart Account in the Administration section as displayed in the following screenshot.

Administration

Regquest a Smart Account

Geta Smart Account for yaur arganization.

Fequest a Partner Holding Account
Allows Cisco Pariners o request a Holding Smar Account

Manage Emart Account

Wodify the properties of your Sman Accounts and associate individual
Cisco Accounts with Smant Accounts.

Learm aboul Smart Accounts
Access documentation and training.

2. Select the type of Smart Account to create using one of two options as displayed in the following screenshot.

Create Account

Would you like to create the Smart Account now?

‘Yeg, | have authotity to represent my company and want to craate the Smarnt Account

#® Mo, the person specified below will create the account;

* Emall Address: Enier parson's company emall aodress

Messane to Creator

¢ |ndividual Smart Account requiring agreement to represent your company. By creating this Smart Account you agree to authorize,
create, and manage product and service entitlements, users, and roles on behalf of your organization.
® Create the account on someone else’s behalf
3. Provide the required domain identifier and the preferred account name as displayed in the following screenshot.

Account Information

The Account Domain Idendifier will be used to uniguely identify the account, i is based on the email address ofthe person creating
the account by default and must belong to the company thatwill own this account. Learn More

* Account Domain domainidentifier cam Edit
ldentifier.

* Ancount Mame: Account Name

4. The account request requires approval for the Account Domain Identifier as displayed in the following screenshot. An email will be sent to the
requester to complete the setup process.
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o Smart Account Request Pending
The account setup process is pending approval of an Account Domain Identifier, You will receive an email
confirmation and a Cizco representative will contactyou at the number provided below:.

Adding Users to a Smart Account

Smart Account user management is available in the Administration section of software.cisco.com. To add a new user to a Smart Account, follow this
process.

1. After logging in, select Manage Smart Account in the Administration section as displayed in the following screenshot.

Administration

Feguesta Smart Account
Get a Smart Account for yvour organization.

Feguest a Partner Holding Account
Allows Cisco Partners to request a Holding Smart Account

Manage Smart Account
Modify the properties of your Smart Accounts and associate individual
Cisco Accounts with Smart Accounts.

Learn about Sman Accounts
Access docurmentation and training.

2. Select the Users tab as displayed in the following screenshot.

Cisco Software Central » Manage Smart Account

My Smart Account
Account Properties Wirual Accounts Account Agreements

3. Select New User and provide the required email address, cisco.com ID, and role as displayed in the following screenshot. You can select the
required role to manage the entire Smart Account or specific Virtual Accounts.

New User

Enter the name, Cisco.com D and access privilages for the new user. ¥When you complete the process, the userwill be sent an email

= Ermall or Cisco.corm I0;

* Role Confest: -Select a Contend or Application- v

= User Roles: Assion 3 Role w

-Mo Rales Assignad-
Cancel
4. Click Continue to complete the process.
Once you register CloudCenter Suite with Cisco SSM, you will receive the CloudCenter Suite License.

If you use specific resources, the CloudCenter Suite reports each usage to the Cisco SSM to tally the number of times that this resource was used and
report it in the Count column. By verifying this usage count, Cisco SSM calculates the license usage and compliance.
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Cisco SSM or Cisco SSM Satellite totals the license requirements for all your CloudCenter Suite instances and compares the total license usage to the
number of licenses purchased, on a daily basis.

After the data synchronization, your CloudCenter Suite instance displays one of the Registration Status indicators listed in the following table.

Registration Description
Status

Unregistered The Smart Software Licensing is running in Evaluation mode and you have not yet registered the CloudCenter Suite. This status is
identified in the following screenshot when you click on the Licensing icon — the orange, exclamation icon in the following screenshot.

tisen  SUITE ADMIN < Welcome, Puj
Modules
5 &
SuteAdmin _ oo
Registered The product registration was completed and an ID certificate was received and will be used for future communication with the Cisco

licensing authority. This status is identified in the following screenshot.

Details

LICEMSING STATUS

REGISTRATION STA

LICEMSE AUTHORIS

b /A
4 A

EXPORT-CONTROL
Mot Allowed
TRAMSPORT SETTINGS

Direct Edit

After the data synchronization, your CloudCenter Suite instance displays one of the Licensing Authorization Status indicators as explained in the followin
g table.

License Description
Authorization
Status
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Evaluation You must register your CloudCenter Suite instance with Cisco SSM or Cisco SSM Satellite before the 90-day evaluation period
Mode expires. This state is displayed in the following screenshot.

(countdown from

90 days) LICENSING STATUS

REGISTRATION S5TATUS

Unregistered

LICENSE AUTHORIZATION STATUS

Evaluation mode (86 days remaining)

EXPORT-CONTROLLED FUNCTIOMALITY
Mot Allowed

TRAMSPORT SETTINGS

Transport Gateway Edit

Authorized The number of licenses purchased is sufficient — Registration is complete and valid and the license consumption has started. This
state indicates compliance and is displayed in the following screenshot.

Details

LICENSING STATUS

REGISTRATION STATUS
@ Registered (Dec 18th, 2018)

LICEMSE AUTHORIZATION STATUS

@ Authorized (Dec 18th, 2018)

EXPORT-CONTROLLED FUNCTIOMALITY
Mat Allowed

TRAMSPORT SETTINGS

Direct Edit

Authorization The product has not communicated with Cisco SSM or Cisco SSM Satellite for a period of 90 days.

Expired
The product has been unable to communicate with the Cisco SSM for an extended period of time. This state is due to non-
communication with Cisco SSM or Cisco SSM Satellite for more than 90 days. The product will attempt to contact the Cisco SSM
every hour in order to renew the authorization until the registration period expires.
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Out of The number of licenses is insufficient — Consumption exceeds available licenses in the Virtual Account. This state is displayed in the
Compliance following screenshot.

LICENSING STATUS

REGISTRATION STATUS

'ﬁ Hl_'.;l'-':l;!.':: I:|-.":_. '.:'_:hl_..._'"..:H)i

LICENSE AUTHORIZATION STATLS

@ Out OFf Compliance (Dec 18th, 2018

EXFORT-CONTROLLED FUNCTIOMALITY

Mot Allowed

TRAMSPORT SETTINGS

Direct Edit

The following table describes the workflow of Cisco Smart Software Licensing.

Task See the Related Section

Generate a product instance registration token in your virtual account Generating a Registration Token

Configure the transport settings using which CloudCenter Suite connects to Cisco SSM or Cisco SSM Configuring Transport Settings
Satellite

Register the CloudCenter Suite instance with Cisco SSM or Cisco SSM Satellite Registering a CloudCenter Suite License

Manage licenses
® Renewing Authorization
® Re-Registering a CloudCenter Suite
License
® De-Registering a CloudCenter Suite
License

Generating a Registration Token

You need to generate a registration token from Cisco SSM or Cisco SSM Satellite to register the CloudCenter Suite instance.

@ Ensure that you have set up a Smart Account and a Virtual account on Cisco SSM or Cisco SSM Satellite.

To generate a registration token, follow this procedure.

1. Log in to your Smart Account using Cisco SSM or Cisco SSM Satellite.

2. Navigate to the Virtual account using which you want to register the CloudCenter Suite instance.

3. If you want to enable higher levels of encryption for the products registered using the registration token, check the Allow export-controlled
functionality on the products registered with this token check box.

1 This option is available only if your smart account is enabled for Export Control.

. Click New Token to generate a registration token.
. Copy and save the token so you can use it when you register your CloudCenter Suite instance.
. For more information on registering your CloudCenter Suite instance, see Registering a CloudCenter Suite License.

[ N

Configuring Transport Settings

By default, CloudCenter Suite directly communicates with the Cisco SSM. You can modify the mode of communication by configuring the transport settings.

@ Ensure that you have obtained the registration token for the CloudCenter Suite instance.

To configure the transport settings, follow this procedure.
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1. Navigate to the Suite Admin Dashboard.

2. Click Licensing in the left tree pane. If you are running CloudCenter Suite in the Evaluation mode, a license notification is displayed on the Smart
Software Licensing pane.

3. If a license notification is displayed, click the Edit Transport Settings link that is highlighted in/th\e following screenshot.
ek Suite Admin C

(&) welcome, first

Smart Software Licensing

You are currently running in Evaluation Mode. To register your Cisco CloudCenter Suite with Cisco Smart Software
Licensing:

= Ensure this product has 3

r a Smart Software Manager satellite installed on your network.
This might require you td

esstotheinterne
EDIT TRANSPORT SETTINGS

® Loginto your Smart Account in SMART SOFTWARE MAMAGER Or your Smart Software Manager satellite.

= Navigate to the Virtual Account containing the licenses to be used by this Product Instance.

= Generate a Product Instance Registration Token (this identifies your Smart Account) and copy or save it.

REGISTER LEARN MORE ABOUT SMART SOFTWARE

Details

LICENSING STATUS ACCOUNT & PRODUCT DETAILS

Alternatively, click the Licensing Status tab, and then click the View/Edit link that appears under Transport Settings.
4. In the Transport Settings dialog box displayed in the following screenshot, perform one of these steps:

Transport Settings X

Configure how the product will communicate with Cisco. Mote that this setting is shared with Smart Call
Home, so any changes made here will apply to other features using this service.

ﬂ Direct [Communicate directly wia Cisco URL)

httpss/tools.cisco.com/fitsfservice/ oddoe/service/DDCEService

" GFE

Transport Gateway (Communicate via praxy data or Smart Software Manager satellite)
LIRL

CAMNCEL SAVE

® To configure CloudCenter Suite to send the license usage information to Cisco SSM using the Internet (default):

a. Click the Direct switch to communicate directly using the Cisco URL.
b. Configure a DNS on CloudCenter Suite to resolve tools.cisco.com.
® To configure CloudCenter Suite to send the license usage information to Cisco SSM using the Cisco SSM Satellite:

a. Click the Transport Gateway button.
b. Enter the URL of the Cisco SSM Satellite.
® To configure CloudCenter Suite to send the license usage information to Cisco SSM using a proxy server. For example, an off-the-shelf
proxy, such as Cisco Transport Gateway or Apache:
a. Toggle the HTTP/HTTPS Proxy switch.

b. Enter the IP address and port number of the proxy server.
5. Click Save.

Registering a CloudCenter Suite License
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You need to register your CloudCenter Suite instance with Cisco SSM or Cisco SSM Satellite before the 90-day evaluation period expires.

@ Ensure that you have configured the transport settings.

To register the CloudCenter Suite license, follow this procedure.

. Navigate to the Suite Admin Dashboard.

. Click Licensing in the left tree pane.

. In the license natification, click Register. The Smart Software Licensing Product Registration dialog box appears.

. In the Product Instance Registration Token field, paste the registration token that you generated using the Cisco SSM or Cisco SSM Satellite. For
more information on generating a registration token, see Generating a Registration Token.

. Click Register to complete the registration process. The CloudCenter Suite sends a request to Cisco SSM or Cisco SSM Satellite to check the
registration status and Cisco SSM or Cisco SSM Satellite reports back the status to CloudCenter Suite, on a daily basis. If registering the token
fails, you can re-register the CloudCenter Suite instance using a new token. For more information on re-registering CloudCenter Suite, see Re-
Registering a CloudCenter Suite License.

A WN P

(&)

Renewing Authorization
By default, the authorization is automatically renewed every 30 days. However, CloudCenter Suite allows a user to manually initiate the authorization

renew in case the automatic renewal process fails. The authorization expires if CloudCenter Suite is not connected to Cisco SSM or Cisco SSM Satellite
for 90 days and the licenses consumed by CloudCenter Suite are reclaimed and put back to the license pool.

@ Ensure that the CloudCenter Suite instance is registered with Cisco SSM or Cisco SSM Satellite.

To renew authorization, follow this procedure.

1. Navigate to the Suite Admin Dashboard.
2. Click Licensing in the left tree pane.
3. From the Actions drop-down list, choose Renew Authorization Now as displayed in the Actions dropdown in the following screenshot.

alialie € e A A
cisco. Suite Admin

Smart Software Li i e

Reregister

Deregister

4. Click OK in the Renew Authorization dialog box to confirm authorization renewal.
The CloudCenter Suite synchronizes with Cisco SSM or Cisco SSM Satellite to check the license authorization status and Cisco SSM or Cisco
SSM Satellite reports back the status to CloudCenter Suite, on a daily basis.

Re-Registering a CloudCenter Suite License

You can re-register CloudCenter Suite with Cisco SSM or Cisco SSM Satellite by de-registering it and registering it again, or by using a register force
option.

@ Ensure that you have obtained a new registration token from Cisco SSM or Cisco SSM Satellite

To re-register CloudCenter Suite license, follow this procedure.

. Navigate to the Suite Admin Dashboard.
. Click Licensing in the left tree pane.
. From the Actions drop-down list, choose Reregister.

. inthe Product Instance Registration Token field of the Smart Software Licensing Product Re-
registration dialog box, enter the registration token that you generated using Cisco SSM or

Cisco SSM Satellite. For more information on generating a registration token, see Generating a Registration Token.
5. Click Register to complete the registration process. The CloudCenter Suite sends a request to Cisco SSM or Cisco SSM Satellite to check the
registration status and Cisco SSM or Cisco SSM Satellite reports back the status to CloudCenter Suite, on a daily basis.

A WNPE

De-Registering a CloudCenter Suite License
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You can de-register the CloudCenter Suite instance from Cisco SSM or Cisco SSM Satellite to release all the licenses from the current Virtual account and
the licenses are available for use by other products in the virtual account. De-registering disconnects CloudCenter Suite from Cisco SSM or Cisco SSM
Satellite.

@ Ensure that the CloudCenter Suite instance is registered with Cisco SSM or Cisco SSM Satellite.

To de-register CloudCenter Suite license, follow this procedure.

Navigate to the Suite Admin Dashboard.
Click Licensing in the left tree pane.
From the Actions drop-down list, choose Deregister.

ciick Deregister in the confirmation dialog box. The cioudcenter suite sends a request to Cisco SSM or Cisco SSM

Satellite to check the de-registration status and Cisco SSM or Cisco SSM Satellite reports back the status to CloudCenter Suite, on a daily basis.

A wbhE

Toggle the Enable for Production switch to use the license in production mode displayed in the following screenshot. When you purchase one license for
the CloudCenter Suite, you automatically receive a free non-production license as well. Both modes are independent of each other and you can switch
from one mode to the other any number of times.

Details
LICENSING STATUS ACCOUNT & PRODUCT DETAILS
REGISTRATION STATUS PRODUCT INSTANCE NAME

Registered (Jan 23rd, 2019) Cisco CloudCenter Suite

LICENSE AUTHORIZATION STATUS SMART ACCOUNT
@ Out Of Compliance (Jan 23rd, 2019) CloudCenterSuite
EXPORT-CONTROLLED FUNCTIONALITY VIRTUAL ACCOUNT
Not Allowed Default
TRANSPORT SETTINGS ENABLE FOR PRODUCTION
Direct Edit

Usage

CCS_BASE_PLATFORM CloudCenter Suite Production Platform Init 1

When the CloudCenter Suite is in non-production mode, the entitlement tags do not validate the license for usage, in which case, you can use it for
development, testing, or staging purposes.

This section identifies issues that you may encounter when dealing with licenses.

Invalid Token

When you see the message displayed in the following screenshot for your instance, verify if your token is still valid and if it needs to be renewed.
‘deee’ Suite Admin

Smart Software Licensing ACTIONS | v

@) LAST ATTEMPT TO RENEW REGISTRATION FAILED.

Details

LICEMSING STATUS

Download Logs
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If you have any issues with Smart Licenses, download the logs files by using the Ul (see Monitor Modules > Download Logs) or the suite-logs/v2/api-docs
(see Logs Service API Calls) and contact the Smart License team.
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Module Lifecycle Management

Module Lifecycle Management

® |nstall Module
® Update Module
® Monitor Modules
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Install Module

Install Module

Overview
Requirements
Process

Free License
Module Actions
Uninstall a Module
Module States

The Suite Admin Dashboard lists the available modules in the Display pane. If you are installing each module for the first time, you will see the Install
button enabled. Once installed, each module may be in various lifecycle phases as described in this section.

@ Module lifecycle management is already incorporated in the CloudCenter Suite SaaS offer, see SaaS Access for additional details.

Be sure to adhere to the following requirements:

® |f your current cluster does not have sufficient resources to meet the minimum requirements mentioned in the Prepare Infrastructure section, then
the installation process will be blocked and you will need to resolve these issues by scaling up to these requirements (see Manage Clusters > Scal

e Up for details).
® Only a suite administrator can install a module. By installing the module, this suite administrator automatically inherits the module admin role as

well.
® Be sure to synchronize the server time for all instances running the CloudCenter Suite as this can potentially cause module install or upgrade to
fail.
You can install multiple modules simultaneously.

To install a module, follow this procedure.

1. Navigate to the Suite Admin Dashboard.
2. Click Install on the required module. This procedure uses the Cost Optimizer as an example. The following screenshot displays the available

IIc‘\lslcl‘o“ SUITE ADMIN e Welcome, Puj
Modules
¥ &
Suite Admin

v5.1.0-16256 « v5.1.0-16264 is available - Release UPDATE orkload Manager UPDATE
Notes v5.0.1 » v5.1.0-EFT1is available - Release Notes

Q9 3

Cost Optimizer Action Orchestrator
v5.0.1 « v5.1.0-dev.102 is available - Release Notes v5.0.1 » v5.1.0-dev.102 is available - Release Notes
modules.
3. Inthe You're updating module name popup, select the required version from the dropdown list.

1 Once installed, you cannot revert to a previous version.

4. The module starts its installation process and displays a progress bar indicator.
5. Once Installed, you can perform the following actions:

® Click a module to Monitor Modules.
® Open the module or uninstall the module (see the section below).
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® Navigate back and forth to other modules and the Suite Admin using the navigation icon in the header as displayed in the following
screenshot.

F .L. -.- @ Welcome, Puj

MODULES

Workload Manager

Action Orchestrator
Cost Optimizer

Suite Admin

Ny
You have now installed one of the modules in the CloudCenter Suite.

When you install any module, you see the countdown for the 90-day free license time remaining for the license in the top left portion of the module. See Co
nfigure Smart Licenses for details.

Once installed, the suite administrator can perform the following actions on a module:
® Update Module
® Monitor Modules
® Configure Smart Licenses
® Manage Module-Specific Content

The Suite Admin module allows the additional actions displayed in the following screenshot:

Modules

@ View Module Details

Download 55H Key

Download KubeConfig File

i 3CRITICAL

Suite Admin Workload Manager

w5.10-RC1.1 = Installed: Aug 07, 2019 w5.0.3 = Installed: dug D7, 2019

® Download SSH Key (used to connect to the cluster).
® Download KubeConfig file (used to view cluster information).
® See Cluster Status for additional context.

@ After you uninstall any module, verify that all dependent resources have been deleted.

Before re-installing a module that was previously installed, verify that the volumes, secrets, and other dependent details have been cleaned up.

To uninstall a module, follow this procedure.
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1. Click the module's dropdown and select Uninstall as displayed in the following screenshot.

Modules
$ @ Wiew Module Details
Uninstall
. 3 CRITICAL
Suite Admin Workload Manager Cost Opti

v510-RCLL « Installed: Aug 07, 204% w5.0.3 « Installed: Aug 07, 2019 w5.0.3 « Installed: .

2. Confirm your intention to uninstall as all your content will be deleted as displayed in the following screenshot.

Uninstall CloudCenter Action Orchestrator

Uninstalling CloudCenter Action Orchestrator will also delete all its content. Are you sure you want to uninstall
CloudCenter Action Orchestrator 1.0.0-1 from the Cloudcenter Suite?

3. The module starts its uninstallation process. Uninstallation takes a few minutes as the CloudCenter Suite cleans up all aspects of the installation.

The following table provides details on the various module states.

State and Screenshot Description

New Installation A new module is available for installation in the Suite Admin Dashboard.

@

Workload Manager

w b e Release; M March 2007

INSTALL

The module is being installed/updated and the installation process displays a progress bar

Installing (or updating)
indicator.

&

Workload Manager

Installing v 5,1 - 508
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Licensed

&

Workload Manager

WwED - Installed: 05 July 2017

Update Available

2

Suite Admin

\‘-'b..l.\"'.- 146256 = v5.1.0-16254 is available - Release UPDATE

Alerts

87 (-]

i 2 CRITICAL

Suite Admin

w510 = Installed: Awg 07, 2019

Validation Error

& ~

Workload Manager

Failed to install - Please Try again

This screenshot identifies a module that is installed, registered, and licensed. See Configure
Smart Licenses for details.

Once a new software version becomes available, the module displays the new version
availability and provides a link to the documentation website. See Update Module for details.

The release notes link for the available release is directly linked to the release notes for
each module.

The dropdown list also provides additional options for each module

When alerts are generated, they are displayed in the Suite Admin Dashboard (dropdown list
for this module) > View Module Details > Alerts tab.

The number of alerts are also identified in the corresponding module tile that are displayed
in the Suite Admin Dashboard (the screenshot identifies that 3 Warning alerts are available
for this module)

See Monitor Modules for details.

The module installation resulted in an error. See Troubleshoot Suite Admin for additional
details.
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Update Module
Update Module

Overview

Considerations

Limitations

Process

Configuring Memory Limits for Modules
Module Actions

The suite administrator can only upgrade the module to later versions of the software and will not be able to revert to an earlier version of the software.

@ Module lifecycle management is already incorporated in the CloudCenter Suite SaaS offer, see SaaS Access for additional details.

Before updating a module, see the following module considerations:

® Workload Manager Installation Overview > Module Update Considerations
® Cost Optimizer Overview > Module Update Considerations

Only a suite administrator can update a module.

Once a new software version becomes available, the module displays the new version availability and provides a link to the documentation website.

* Before updating any module, verify that you have un-allocated CPU/Memory in your cluster to ensure that your environment has free
CPU/Memory — a module-update scenario requires additional resources for the old pod to continue running until the new pod initializes
and takes over. This additional resource requirement is temporary and only required while a module update is in Progress. After the
module is updated, the additional resources are no longer needed.

® You must update the Suite Admin module before you update any other CloudCenter Suite module.

® Update only one module at at time. If you simultaneously update more than one module, your update process may fail due to
limited resource availability. See Prepare Infrastructure for additional context.

® You may see one or more error messages during the update process. Be aware that these messages will not affect the update itself.

To update a module, follow this process.
1. Navigate to the Suite Admin Dashboard.

2. Select the required version and click Done to upgrade this module. The following screenshot displays Cost Optimizeras an example. All available
releases are displayed in the dropdown list in descending order with the latest version at the start of the list.

You're updating Cost Optimizer

CHOOSE THE VERSION TO UPDATE

5.01

3. The module starts its upgrade process and displays a progress bar indicator.
4. Once Installed, you can click the module to access the details of that module

or

Navigate to other modules using the module navigation icon in the header as displayed in the following screenshot.
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Welcome, Puj

MODULES
Workload Manager

Action Orchestrator

Cost Optimizer

Suite Admin

J
You have now updated the modules in the CloudCenter Suite.

In some Cloud Center Suite 5.x environments it may be necessary to increase CPU and memory limits for the common-framework-suite-prod-mgmt pod
prior to upgrade of any CloudCenter Suite module. The instructions below explain how to configure the new limits.

1. From the Suite Admin Dashboard download the KubeConfig file for your CloudCenter Suite deployment. Save to your local machine.

2. Create a file named ccs-upgrade.yaml with the following content. Save to your local machine.
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api Ver si on: extensions/vilbetal
ki nd: Depl oynent
met adat a:
nane: conmon-franewor k- sui t e- prod- ngnt
spec:
tenpl ate:
net adat a:
| abel s:
app: suite-prod-nmgnt
rel ease: common-framewor k
spec:
cont ai ners:

name: suite-prod-nmgnt

resources:
limts:
cpu: 200m
menory: 256M
requests:
cpu: 200m

menory: 256M

3. Verify if kubectl is installed and has connectivity to the CloudCenter Suite deployment by executing the following command to list all pods.

kubect| get pods -n cisco --kubeconfi g=<PATH_TO_KUBECONFI G

4. Now apply the new CPU and memory limits defined in the yaml file created in Step 2.

kubect| apply -f ccs-upgrade.yanl -n cisco --kubeconfi g=<PATH TO KUBECONFI G>

The output from the command will be:

depl oynent . ext ensi ons/ conmon- f r anewor k- sui t e- prod- mgnt confi gur ed

5. Optionally, execute the command to verify that the CPU and memory limits have been configured.

kubect |

get depl oynent common-framewor k-suite-prod-ngnt -n cisco
- - kubeconfi g=<PATH_TO KUBECONFI G> -0 yanml --export >
comon- f r amewor k- sui t e- pr od- ngnt - depl oynent . yani

6. Open the file common-framework-suite-prod-mgmt-deployment.yaml and verify the values have been changed to:

resources:
limts:
cpu: 200m
menory: 256M
requests:
cpu: 200m
menory: 256M

Once a module is upgraded, the suite administrator can perform the following actions on a module:
® Monitor Modules

® Configure Smart Licenses
® Manage Module-Specific Content
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Monitor Modules

Monitor Modules

Overview

Accessing a Module

View Logs in Kibana
Download Logs

The Grafana Dashboard Alert
Default Alert Categories

Type of Alerts

Alert Severities

Viewing Alerts in Grafana

@ For SaaS customers, Module lifecycle management is managed by the CloudCenter Suite operations teams and not exposed publicly; see SaaS
Access for additional details.

Once Installed, you can click a module to access the Module Details page displayed in the following screenshot. If you click the Workload Manager, the
following screenshot displays the corresponding page to monitor this module.

fiseo’  SUITE ADMIN

Suite Administration [+
v510-RCL1 Installed: 07 Aug 2019

Active (3) Dismissed
Q 2 SELECTED

[OK] suite-auth is in CRASHLOOP
suite-auth pod is crashlooping

I3 Grafana suite-auth 1 d
ay aga

[Alerting] suite-service-mgmt is in CRASHLOOP
P suite-service-mgmt pod is crashlooping

15 Grafana suite-service-mgmt ‘]_
dayaga

[OK] suite-service-mgmt is in CRASHLOOP
suite-service-mgmt pod is crashlooping

I5 Grafana suite-service-mgmt 1 d
ay agn

The module name displays at the top of the page and you can perform the following actions on this page:
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* Perform one of the actions listed in the Dropdown next to the Module name as displayed in the following screenshot:

Modules

ﬁ View Module Details
Download S5H Key

Drowniload KubeConfig File

@ 3CRITICAL

Suite Admin Workload Manager

w5 10-RCL1 » Installed: Aug 07, 2019 w5.0.3 = Installed: Aug 07, 2019

Alternately, click the dropdown from the Module Alerts page as displayed in the following screenshot:

tisco  SUITEADMIN

Suite Administration View Logs in Kibana
vELORCLT « Installed: 07 Aug 20150RT SRRYRNESP I,
Download Logs
Download SSH Key
) . Download KubeConfig File
Active (1) Dismissed
Q Al CRITICAL WARNING INFO

[Alerting] suite-auth is in CRASHLOOP
suite-auth pod is crashlooping

15 Grafana suite-auth 1,
-

® View the Alerts Tab — See the Understand Dashboard Alerts section below.
® Access the License Usage Tab

There are numerous ways for you to access a module in the CloudCenter Suite. However, your User Levels determine if you can access the module!
Kibana is a web interface that can be used to search and view the logs for any of the CloudCenter Suite modules.
CloudCenter Suite log file use the standard log format:

® Where relevant, modules display the user and tenant information.

® You can search by userld or tenantld when users view logs in Kibana.

® The log files support JSON format.

To view the Kibana logs, follow this procedure.

1. Click the module dropdown and select View Logs in Kibana from the dropdown to display the Kibana dashboard visible in the following
screenshot.

2,978 hits New Save Open Share CAutorefresh < O Last1Sminutes >
kibana
‘ Open Search

— (@ aved searches Fier.. | 1200754 [ Manage saved searches |

Visualize (S

action-orchestrator-ad-amqp
Dashboard

action-orchestrator-ad-aws
Timelion

action-orchestrator-ad-ccs.
Dev Tools

action-orchestrator-ad-core

Management

action-orchestrator-ad-email
action-orchestrator-ad-gcp
action-orchestrator-ad-git
action-orchestrator-ad-javacore
action-orchestrator-ad-kafka
action-orchestrator-ad-meraki
action-orchestrator-ad-python
action-orchestrator-ad-python3
action-orchestrator-ad-terminal
action-orchestrator-ad-webservice
action-orchestrator-all

action-orchestrator-be-bootstrap

© collapse

Artinn Arrhacteatar ke fanealn

2. Click Discover > Open to list and filter the available logs for this module.
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3. Filter the list to view the reiuired Ioi)s as visible in the foIIowini screenshot.

nits renesn inues

. earch... (e.g. status:200 AND extension:PHP) Options n
‘ kibana G £ ’
T i e+ o
Discover
logstash-* February 14th 2019, 14:28:38.605 - February 14th 2019, 14:4338.606 — Auto :
Visualize
Selected fields 5
Dashboard
t log 4
. P
Timelion 0 5
S 2
Dev Tools Available % E
fields
. | ] |
Management ® G 143000 143200 143400 143600 143800 144000 144200
time per 30 seconds
t _id
G I Time service_name log
P > February 14th 2019, 14:43:21.460 cloudcenter-  2019-02-14 22:43:21,459 DEBUG
- node . NodesHeartbeatMoni tor
t _type [scheduler-11] - ALl active
regions = [1]
t namesp...
» February 14th 2019, 14:40:21.426 cloudcenter- 2019-02-14 22:40:21,426 DEBUG
# nano cco node. NodesHear tbeatMoni tor
[scheduler-13] - Active nodes
t pod_na.. =0
t pref > February 14th 2019, 14:40:21.42 cloudcenter-  2019-02-14 22:40:21,426 DEBUG
node. NodesHear tbeatMoni tor
t release_... [scheduler-13] - Missing
heartbeat node set: []
¢ stream
> February 14th 2019, 14:40:00.001 cloudcenter-  2019-02-14 22:40:00,001 DEBUG

t tag cco helpers.LifecyclePrintPatroller

[scheduler-6] - No Running Apps

© coliapse t tag2

An alternative to viewing logs in Kibana is to download the log files by clicking a module and selecting Download Logs from the dropdown as displayed in
the following screenshot.

Download Logs

Choose the time period to download the logs

TIME PERIOD
iw 30D &0D 90D ¥YTD CUSTOM

VIEW LOGS IN KIBANA DOWNLOAD

Grafana is an open source visualization tool that allows you to create and edit dashboards.
Modules can create their own services to write custom alerts or create alerts in Grafana for services that they wish to monitor.

When alerts are generated, they are displayed in the Suite Admin's module details page > Alerts tab. When you acknowledge active alerts, they are move
to the Dismissed tab and stored there for 60 days before they are deleted.

The Alerts tab lists two categories of alerts which are driven from Grafana.
® Active Alerts: Each active alert lists the following details:

A color-coded alert category
The alert title — click the alert link to open the chart in Grafana using authorized credentials
An alert count — only displayed when there is more than one alert
A brief description of the alert
The alert source
The impacted component
A snapshot of the chart in Grafana — not available for application alerts
The timestamp when this alert was issued — hovering over this timestamp displays the exact time
® The option to multi-select multiple alertes — the Dismiss button becomes visible when you multi-select alerts
® Dismissed Alerts
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Alert types are described in the following table.

Alert Type Description

Infrastructure = These alerts pertain to network, disk, CPU, and memory usage derived from module configured Grafana dashboards.

Application These alerts are derived from application endpoints that provide the current health of the system.
You can filter alerts based on the type. Alert types are described in the following table.

Alert Type Color Description

Critical Red Red bar on the side. VM launch failure rate is increasing on the configured cloud.
Warning The connection to the AMQP server is not stable and has been dropped t times in the last 45 minutes.
Info Blue Updates based on endpoint reports.

When you access the Grafana dashboard, you will see the following sections:

® System metrics: CPU usage, memory usage, and crash loops. You can also configure additional alerts in this section, refer to http://docs.grafana.
org/alerting/rules/.

® Visualization metrics: Cluster health, deployments, nodes, pods (hnumber of pods and pods status), containers, and jobs. You cannot configure
additional alerts in this section.

To view the Grafana alerts, follow this procedure.

1. Click the module dropdown and select View Alerts in Grafana from the dropdown to display the Grafana dashboard visible in the following
screenshot.

Dashboards

& Playlists & Snapshots
Dashboards

# Home
+ Dashboard + Folder

5 Playlist
& Playlists Filter by Starred  ~  Filter By Tag

& Snapshots
eral
Action Orchestrator action-orchestrator | | kubernetes
Cisco Cloud Suite [[ee8) | kubemetes
Cloudcenter Shared Alerts
Common Framework Alerts

Cost Optimizer | cost-optimizer | | kubernetes

Cost Optimizer Alerts

Workload Manager kubernetes | | workload-manager |

Workload Manager Alerts

2. Click Dashboard > Manage to list and filter the available alerts for this module.

170

Cisco Cloud Management Documentation 4


http://docs.cloudcenter.cisco.com/cvim
http://docs.grafana.org/alerting/rules/
http://docs.grafana.org/alerting/rules/

Cisco CVIM Documentation

3. Filter the list to view the reiuired alerts as visible in the foIIowin(I; screensho

@ Dashboards
] e

sh Manage & Playlists & Snapshots

+ Dashboard + Folder

Filter by Starred ~ ~  Filter By Tag
Action Orchestrator action-orchestrator | | kubemetes
Cisco Cloud Suite
Cloudcenter Shared Alerts
Common Framework Alerts
Cost Optimizer [[cost-optimizer | | kubemetes
Cost Optimizer Alerts
Workload Manager kubernetes | workload-manager |

Workload Manager Alerts
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