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CloudCenter Suite 5.0

Welcome to CloudCenter Suite 5.0 Documentation

The following cards allow you to progress with each module. To begin, click the Suite Installer card to view the documentation for that module. Once
installed, click the Suite Administrator card.

& N7

Suite Installer Suite Admin
Installs Suite Admin using the virtual Central location to manage all your Cisco
appliance installers CloudCenter Suite modules

&

Workload Manager

Model, deploy, and manage applications

Y <l

Action Orchestrator Cost Optimizer

Orchestration and automation solution Cloud cost management and optimization
solution
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The CloudCenter Suite

Suite Architecture

Overview

The Suite Architecture
Port Requirements

The Suite Administrator
The Modules

The CloudCenter Suite is Cisco's hybrid cloud deployment platform. This platform takes a unique approach to install, configure, and maintain hybrid cloud
environments that are often encountered by Information Technology (IT) departments to adopt business agility and improve time-to-market solutions within
an enterprise. As a cloud-based organization, your enterprise can choose from multiple cloud (multicloud) providers depending on your location, policies,
permissions, security requirements, and governance regulations for both traditional and modern IT requirements.

The CloudCenter Suite provides a solution that is cloud agnostic, works with diverse workloads, provides cross-domain orchestration, supports cost-
optimization, and integrates easily in an agile world.

The CloudCenter Suite is made up of the following components:

Suite Installer — Installs the Suite Admin. See Suite Installer for additional details.

Suite Admin — Installs and launches a suite of modules. See The Suite Admin section below for additional details.

Modules — The Workload Manager, the Cost Optimizer, and the Action Orchestrator. See The Modules section below for additional details.
Core Runtime Platform and Kubernetes Infrastructure — A Kubernetes-based platform that allows you to launch each module on a new or
existing Kubernetes cluster.

The following image displays the Suite Admin architecture.

Suite Admin UI/API

Modules
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The following image identifies the ports that must be open for the CloudCenter Suite to function as designed.

Cisco Cloud Management Documentation 1


http://docs.cloudcenter.cisco.com/cvim
https://docs.cloudmgmt.cisco.com/display/INSTALL/Installer+5.0+Home

Cisco CVIM Documentation

CloudCenter Suite

Public _ Workload

g8 _, Cloud 80, Manager
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Orchestrator
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Cloud Optimizer

When you download and install the Suite Admin using the Suite Installer, the Suite Admin is already installed and you have the option to install additional
modules through the Suite Admin Ul. You can:

® [nstall additional modules that are available of your choice based on the list available in the Dashboard.
® Upgrade the Suite Admin or installed module each time a new version becomes available.

The Suite Admin facilitates the installation of the following modules:

® Workload Manager: This module allows IT organizations to provide management for clouds (public/private/container), applications, VMs/pods,
governance policies with centralized visibility and permission control for enterprise environments. See Workload Manager for additional details.

® Action Orchestrator: This module allows IT organizations to use cross-domain orchestration to automate a process that has multiple, complex
steps with a specific order and implemented across different technical domains. See Action Orchestrator for additional details.

® Cost Optimizer: This module allows IT organizations to use cost optimization in a pay-per-use environment to avoid consumption that does not
add value. See Cost Optimizer for additional details.

Each module in the CloudCenter Suite is independent and allows access to additional gateways or endpoints so you can add on module-specific
components on supported clouds.

Back to: CloudCenter Suite Home
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Release Notes

Release Notes for the CloudCenter Suite

CloudCenter Suite 5.0 Release Notes
Latest Suite Admin Release Notes

Latest Workload Manager Release Notes
Latest Action Orchestrator Release Notes
Latest Cost Optimizer Release Notes
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CloudCenter Suite 5.0 Release Notes
CloudCenter Suite 5.0 Release Notes

Release Date
Architecture
Release Cadence
Installation
Upgrade Path
Clouds

Security
Limitations

End of Life Notices
Documentation
Known Issues

CloudCenter Suite 5.0.0 Release Date: February 16, 2019
Updated:
® June 10, 2019: Added a Release Cadence section.

® CloudCenter Suite 5.0 is a Cisco solution that includes multiple modules. Click the required module to view the documentation and release notes
for each module.

® Suite Admin
® Workload Manager
® Action Orchestrator
® Cost Optimizer
® |nstall the CloudCenter Suite using a common installer (called the Suite Installer). See Installer Overview for additional details.
® Once installed, the Ul facilitates the installation and version updates of all modules within the CloudCenter Suite.
® Each module in the CloudCenter Suite can have access to additional gateways or endpoints that allow enterprises to add module-specific compon
ents.

The CloudCenter Suite release model includes major, minor, and maintenance releases.
Each release has the following characteristics:
® Major releases are characterized as follows:

® Significant architectural updates, feature additions, and/or Ul changes.

® A major release version is CloudCenter Suite 5.0.0.

® When a major release becomes available, all modules also become available with corresponding versions.
® Minor releases are characterized as follows:

® Includes multiple feature additions or updates.

® A minor release version is CloudCenter Suite 5.1.0.

® When a minor release becomes available, all modules also become available with corresponding versions.
® Maintenance releases are characterized as follows:

Includes fixes for specific issues.

A maintenance release version is CloudCenter Suite 5.0.1.

Each module can have its own release train and need not all have the same minor release.

Each minor release version is tracked with module-level release notes for each module.

When you update one module to a particular release, we recommend you update all other modules available for that release (if installed)
to the same release.

® See Module Lifecycle Management for additional details.

CloudCenter Suite 5.0.0 is available as installer files for ALL components for all supported clouds. See Installer Overview for additional details.
You can only install the CloudCenter Suite as a fresh installation.
The backup and restore functionality is currently not available in the CloudCenter Suite. Contact the CloudCenter Suite Support team for additional details.
You can launch the CloudCenter Suite using one of the following options:
® Private Clouds:
® \VMware vSphere
® OpenStack
® Public Clouds:
® Amazon Elastic Container Service for Kubernetes (Amazon EKS)
® Google Google Kubernetes Engine (GKE)

® Azure Container Service (AKS)

See Security Considerations for details.
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This section identifies the areas which were previously available in CloudCenter 4.10 and which are not supported by the CloudCenter Suite.

CloudCenter Suite 5.0.0 is only available in the English language.

Cloud support is limited to the listed clouds for each module.

Batch, Parallel, and Desktop execution options are not available.

Capacity manager and Federation Management are not supported.

The concept of high availability is available in the backend and not an explicit configuration.
The backup and restore functionality is not available

See End of Support Notices for additional details.
The https://docs.cloudcenter.cisco.com website is the home of the following products:
® CloudCenter Suite 5.0 and later releases (includes documentation for all modules that are part of the CloudCenter Suite Suite, including the Workl
oad Manager, which is the new name for the legacy CloudCenter platform).

®* The CloudCenter Platform 4.x releases (the legacy versions of the current Workload Manager).

You can access one of the releases listed above from the dropdown list in the left header bar as displayed in the following screenshot. From any page, you
can navigate to your release of choice by selecting the release from this dropdown list!

wlalv CloudCenter Documentation v

Clsco

LINKS

CloudCenter Suite
w50

CloudCenter Platform
v, 10
v4.8.2/4.9
w4.8.0/4.8.1

CloudCenter Suite 5.0.0 has no known issues.

Back to: CloudCenter Suite Home
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Latest Suite Admin Release Notes

Suite Admin 5.0.3 Release Notes

Release Date

New Installation

Updating Existing Installations
Clouds

API

Documentation

Known Issues

Resolved Issues

First Published: June 24, 2019
Updated:
® December 7, 2020: Updated the Documentation section to include a list of pages that were updated.
New CloudCenter Suite 5.0.3 installers are available for all supported clouds. You can download these files from software.cisco.com.
See the Installer section for procedural details.

You can update any module that is available in CloudCenter Suite 5.0.3.

@ You cannot upgrade the Kubernetes cluster for this release.

You can only update a module from CloudCenter Suite 5.0.0 or 5.0.1 or 5.0.2 to CloudCenter Suite 5.0.3:

@ Updating the Suite Admin takes approximately 5-10 minutes. During this time you will:

® See an interruption in the CCS service until the pods restart and regain the Running status.
® See afew error messages being displayed, they are temporary.
® Be logged out — try logging in after a few minutes.

® Verify if an update is required/available. See CloudCenter Suite 5.0 Release Notes > Release Cadence for additional details.
® When a module update becomes available, the module card displays an Update button.

® First update the Suite Admin module.
® Update each remaining module individually See Update Module for additional details.

No updates
No updates
The following documentation changes were implemented in CloudCenter Suite 5.0.3:

Existing Cluster Installation (updated the cluster version from v1.11.0 to v1.11.3)

VMware vSphere Appliance Setup (added an optional step to assign a Unique ID in Step 10)

Prepare Infrastructure (added root disk storage details)

VMware vSphere Appliance Setup (added a tip in Step 4g and a note to Step 10)

VMware vSphere Installation (added a note to the allowed list tip)

End of Support Notices (updated the page to reflect the latest information for the EOL and EOS for Cisco CloudCenter products)

When updating from Suite Admin 5.0.2 to 5.0.3, connectivity to your SMTP server will fail. This is not an issue when updating from Suite Admin 5.0.1 to
5.0.3.

Workaround: Go to your Email Settings page. Confirm all of the setting are as expected. Re-enter the password. Save the settings. The management
cluster should now be able to communicate with your SMTP server.

No updates

Back to: CloudCenter Suite Home

Back to: Suite Admin Release Notes
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Latest Workload Manager Release Notes

Workload Manager 5.0.3 Release Notes

Release Date
Installation and Update
Clouds

API

Documentation

Known Issues
Resolved Issues

First Published: June 24, 2019
Updated:

® July 22, 2019: Added support for Cisco APIC, Release 4.0, as part of the ACI Extensions support.
® August 7, 2020: Updated the Documentation section to include a list of pages that were updated.

See the Suite Admin 5.0.3 release notes to install or update the Workload Manager module.
Updating Workload Manager to 5.0.3 is required when you update Cost Optimizer to 5.0.3.
See also CloudCenter Suite 5.0 Release Notes > Release Cadence.

No updates

No updates

The following documentation changes were implemented in Workload Manager 5.0.3:

Understand Application Tier Properties (updated for technical accuracy)

ACI Extensions (updated for technical accuracy)

Deployment, VM, and Container States (updated for technical accuracy)

Permission Control (updated for technical accuracy)

Application Tasks (updated for technical accuracy)

OOB Services (updated for technical accuracy)

Specify SSH Options (updated for technical accuracy)

Artifact Repository (updated for technical accuracy)

Service Administration (updated for technical accuracy)

Benchmark Applications (updated for technical accuracy)

Removed pages on NFS and CephFS services as they were deprecated

Financial Overview (removed management fee and cost-related items as they were deprecated)
ServiceNow Extensions (added Madrid to the list of supported ServiceNow versions)
Specify SSH Options (added a note to the Default option in the table)

Deploy an Application (clarified the SSH/RDP usage)

Worker (Conditional) (renamed this page to ensure continuity over releases)

Management Agent (added details on the AgentLite option and realigned the page)
Options to Install the Worker (added this page)

Install Worker on a Linux Image (updated for technical accuracy and flow)

Conditional Component Appliance Images (updated for technical accuracy)

Cloud Overview > Minimum Permissions for Public Clouds (updated for technical accuracy)
Actions Library (updated reboot action response for each cloud)

Deployment Parameters (added the Understanding Service and Deployment Parameters section)
List VMs (restricted to CloudCenter 4.x)

Guidance for Callout Scripts (updated details for the hwClockUTC parameter)

VM Management API Calls (updated the URI to reflect Managed VMs)

None

CSCv(q27037: In Workload Manager 5.0.2, for an AWS cloud with a China region, attempting to add a cloud account would fail.
Resolution: Workload Manager 5.0.3 includes a fix to allow cloud accounts to be added to AWS clouds with a China region.

Back to: CloudCenter Suite Home

Back to: Workload Manager Release Notes
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Latest Action Orchestrator Release Notes

Action Orchestrator 5.0.3 Release Notes

Release Date
Installation and Upgrade
Clouds

API

Documentation

Known Issues

Resolved Issues

First Published: June 24, 2019

Updated:
® February 3, 2020: Updated the Documentation section to include the updated page.

See the Suite Admin 5.0.3 release notes to install or update the Action Orchestrator module.

See also CloudCenter Suite 5.0 Release Notes > Release Cadence.

No updates

No updates

The following documentation changes were implemented in Action Orchestrator 5.0.3:
® Execute Python Script (updated description for Script to Execute on Target, Script Variable, and Property Name)
® Execute Python Script Activity For Python 2.7 (Obsolete) (updated description for Script to Execute on Target, Script Variable, and Property
. gzges)chema (updated links)

No updates

No updates

Back to: CloudCenter Suite Home

Back to: Action Orchestrator Release Notes
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Latest Cost Optimizer Release Notes

Cost Optimizer 5.0.3 Release Notes

Release Date
Installation and Update
Clouds

API

Documentation

Known Issues
Resolved Issues

First Published: June 24, 2019
Updated:
® December 11, 2019: Updated the Documentation section to include a list of pages that were modified.

See the Suite Admin 5.0.3 release notes to install or update the Cost Optimizer module. Updating Cost Optimizer to 5.0.3 is required when you update
Workload Manager to 5.0.3.

See also CloudCenter Suite 5.0 Release Notes > Release Cadence.

No updates

No updates

The following documentation changes were implemented in Cost Optimizer 5.0.0:

® Cost Optimizer Troubleshooting (added a new section for Kubernetes Troubleshooting)
® Cloud Overview > Minimum Permissions for Public Clouds (updated for technical accuracy)

No updates
The following issues were resolved/addressed in Cost Optimizer 5.0.3:
® CSCvp99890: Cost Optimizer fails to display dashlets when logged in as a Financial Expert user.
Resolution: Cost Optimizer includes a fix to display dashlets for a Financial Expert user.
® CSCv(g09515: Cost Optimizer Rl Opportunities are not listed.
Resolution: Cost Optimizer 5.0.3 includes a fix to renew Rl Opportunities that are due for expiry.

® CSCv(q27037: In Cost Optimizer 5.0.2, for an AWS cloud with a China region, attempting to add a cloud account would fail.
Resolution: Cost Optimizer 5.0.3 includes a fix to allow cloud accounts to be added to AWS clouds with a China region.

Back to: CloudCenter Suite Home

Back to: Cost Optimizer Release Notes
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Browser Compatibility

Browser Compatibility and Resolution

® Browser Compatibility
® Resolution Requirements
® Language Option

For CloudCenter Suite 5.0, Cisco supports the browser versions listed in the following table.

Browser Version
Microsoft Version 16 and later
Edge
Firefox Version 64.0 and later
Chrome Version 71.0.3578.98 and later
Safari Version 12.0.1 and later

* Internet Explorer is not supported.

Optimize your browser resolution by setting your monitor display to at least 1828 x 762 px to view the screen without scrolling.

Cisco provides English as the language option for the CloudCenter Suite.

Back to: CloudCenter Suite Home
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Support Information

Support Information

Documentation Website
Documentation Accessibility
OpenSource Version Matrix
End of Support Notices

Back to: CloudCenter Suite Home
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Documentation Website

Documentation Website

® Website Compatibility
* Website Navigation

For security and compliance reasons, CloudCenter Suite documentation (https://docs.cloudcenter.cisco.com) is accessible on browsers that support the
Transport Layer Security (TLS) 1.2 protocol defined in RFC 5246. See your browser documentation for compliance details.

The https://docs.cloudcenter.cisco.com website is the home of the following products:
* The CloudCenter Suite 5.0 and later releases (includes documentation for all modules that are part of the CloudCenter Suite, including the Worklo
ad Manager module).

®* The CloudCenter Platform 4.x releases (the older versions of the current Workload Manager module).

You can access one of the releases listed above from the dropdown list in the left header bar as displayed in the following screenshot.

wluilv CloudCenter Documentation v

CI5Co

LINKS

CloudCenter Suite
vw5.0

CloudCenter Platform
va.,10
v4.8.2/4.9
v4.8.0/4.8.1

From any page, you can navigate to your release of choice by selecting the release from this dropdown list!

Back to: CloudCenter Suite Home
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Documentation Accessibility

Documentation Accessibility

® Overview
® Accessibility Features
® Keyboard Shortcuts
The information in this section applies to CloudCenter Suite Suite 5.0 releases.

For a list of accessibility features in CloudCenter Suite Suite 5.0, see Voluntary Product Accessibility Template (VPAT) on the Cisco website, or contact acc
essibility@cisco.com.

To expand the tree pane, follow this procedure:

1. Press the return key when the item is in focus.
2. Press the tab key to view the children for each item.

Back to: CloudCenter Suite Home
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OpenSource Version Matrix
OpenSource Version Matrix

For a complete list of application versions for each module in the CloudCenter Suite, refer to the CloudCenter OpenSource documentation at software.
cisco.com for the appropriate CloudCenter Suite version.

See the following image for additional details on finding this file: software.cisco.com > CloudCenter > version > CloudCenter Suite OpenSource
documentation.

Software Download

Downloads Home [ Cloud and Systems Management | Cloud Management [ CloudCenter Suite / CloudCenter- 5.0{0)

(a ssarn. ) CloudCenter Suite
Release 5.0(0) Related Links and Documentation

A My Motifications No related links or documentation
Latest Releasa ~
5.001)
All Release v
File Information Release Date Size
= ~ AzureRM CloudCenter Suite Installer 25-Mar-2019 5188.45 MB 3w B

©CE-aZurerm- suiteinstaller-cloudoenter- 5.0.0-201 %0308 _zip

Google CloudCenter Suite Installer 25-Mar-2019 5364.97 MB s i
ccs-google-suiteinstaller-cloudcenter-5.0.0-20 190308 tar.gz

OpenStack CloudCenter Suite Installer 25-Mar-2019 13678.44 MB + s .
cos-openstack-suiteinstaller-cloudcenter-5.0.0- 20190308 gcow2

VMware CloudCenter Suite Installer 25-Mar-2019 5214.54 MB v B
ccs=vmware -suitainstaller- cloudcenter-5.0.0-20190308.ova

SNOW This optional Update Set adds a CloudCenter category in 22-Mar-2019 0.07 ME N .
ServiceNow's Service Portal and enables the iframe integration so

users can access CloudCenter from ServiceNow

cos-ServiceNow_UI_UpdateSet_v3.0-5.0.0.zip

The README describes the images required for installing 22-Feb-2019 0.00 MB s .
CloudCenter Suite
README_download_Cisco_CloudCenter-Suite-release-5.0.0

AzureRM CloudCenter Cloud Remote 22-Feh-2019 2715.71 MB WS |
cos=azurerm= cloudremote=5.0.0- 20190215.zip

AzureRM CloudCenter Repo Virtual Appliance 22-Feb-2019 11887.16 MB s .
cce-azurerm- repo-appliance=-5.0.0-20190215.zip

Jenkins Client Plugin 15-Feb-2019 11.74 MB Y .
cos-JenkinsClient-5.0.0-201 %0215 hpi

Installers and artifacts needed to bulld Virtual Appliances using 15-Feb=2019 121.49 MB Y] ‘
your eperating system image
cos-installer-artifacts-5.0.0-20190215.tar

CloudCenter Suite OpenSource library documentation 15-Feb-2019 20.66 MB s .
ccs-opensource-documentation - 5.0.0-201 90215 zip

OpenStack CloudCenter Cloud Remote 15-Feb-2018 4960.00 ME + s ‘
cos-openstack-cloudremote-5.0.0-20190215.qgcow2

OpenStack CloudCenter Repo Virtual Appliance 15-Feb-2019 15982.94 MB s .
ccs=openstack-repo-appliance=5.0.0-201%0215.gcow?

Vrware CloudCenter Cloud Remote 15-Feb-2019 2789.89 MB LS
cos=vmware -cloudremote=5.0.0-20190215.ova

Back to: CloudCenter Suite Home

16

Cisco Cloud Management Documentation 1


http://docs.cloudcenter.cisco.com/cvim
https://software.cisco.com/download/home/286323192/type/286309561/release/5.0%25280%2529
https://software.cisco.com/download/home/286323192/type/286309561/release/5.0%25280%2529
https://software.cisco.com/download/home/286323192/type/286309561/release/5.0%25280%2529
https://docs.cloudmgmt.cisco.com/display/CCS50

Cisco CVIM Documentation

End of Support Notices

End-of-Sale and End-of-Life Announcements for Cisco CloudCenter Products

® Cisco CloudCenter Suite
® Cisco CloudCenter Suite (On-Prem / Self-Hosted)
® Suite Installer
® Suite Admin
® Workload Manager/Cost Optimizer
® Action Orchestrator
® Cisco CloudCenter Suite SaaS
® Cisco CloudCenter Platform (Legacy)
® Cisco CloudCenter Platform 4.10.x
® Cisco CloudCenter Platform 4.9.x and prior

1 This bulletin provides the consolidated information for all Cisco CloudCenter products and replaces previously provided information.

Cisco CloudCenter Suite releases are supported for up 18 months. However, Cisco reserves the right to change and defer support timelines as
required. The Last Date of Support (LDOS) marks the last date for customers to receive applicable service and support as entitled by active service
contracts for covered products. After this date, the service is no longer available.

Cisco CloudCenter Suite (On-Prem / Self-Hosted)

Suite Installer

CloudCenter Release Kubernetes Version CCP Tenant Image Release Date LDOS
Suite Installer 5.1.1 1.135 ccp-tenant-image-1.13.5.0va September 26, 2019 = March 26, 2021
Suite Installer 5.2.0 1.16.3 ccp-tenant-image-1.16.3-ubuntul8-6.1.0.ova = May 9, 2020 November 9, 2021
Suite Installer 5.2.3 1.16.3 ccp-tenant-image-1.16.3-ubuntul8-6.1.1.ova = October 13, 2020 April 13, 2022

Cisco announces the End-of-life and End-of-Support for Kubernetes clusters deployed by 5.0(x) Cisco CloudCenter Suite Installers. No patches or
maintenance releases will be provided. Support for modules running on older Kubernetes clusters will be best effort as determined by Cisco TAC.
Customers are always encouraged to use the latest Suite Installer to backup and restore their existing CloudCenter Suite application to a supported
Kubernetes cluster version.

Suite Admin
CloudCenter Release Release Date LDOS
Suite Admin 5.0 February 16, 2019 | August 16, 2020
Suite Admin 5.1 August 19, 2019 February 19, 2021
Suite Admin 5.2 May 9, 2020 November 9, 2021

Workload Manager/Cost Optimizer

CloudCenter Release Release Date LDOS
Workload Manager 5.0/Cost Optimizer 5.0 = February 16, 2019 August 16, 2020
Workload Manager 5.1/Cost Optimizer 5.1 = August 19, 2019 February 19, 2021
Workload Manager 5.2/Cost Optimizer 5.2 =~ March 31, 2020 September 30, 2021
Workload Manager 5.3/Cost Optimizer 5.3 | May 7, 2020 November 7, 2021
Workload Manager 5.4/Cost Optimizer 5.4 = July 30, 2020 January 30, 2022

Action Orchestrator

CloudCenter Release Release Date LDOS

Action Orchestrator 5.0 February 16, 2019 = August 16, 2020
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Action Orchestrator 5.1 August 19, 2019 February 19, 2021

Action Orchestrator 5.2 May 29, 2020 November 29, 2021

Cisco CloudCenter Suite SaaS

Cisco announces the end-of-sale and end-of-life dates for Cisco CloudCenter Suite SaaS. Customers with active service contracts will continue to
receive support from the Cisco Technical Assistance Center (TAC) as shown below. The following table describes the end-of-life milestones, definitions,
and dates for the affected product(s).

End-of-Life Milestones

Milestone Definition Date
End-of-Life The date the document that announces the end-of-sale and end-of-life of a product is distributed to the general November
Announcement Date public. 6, 2020
Last Date of Support = The last date to receive applicable service and support as entitled by active service contracts for covered TBD
(LDOS) products. After this date, the service is no longer available. Target -

Feb 2021

For additional information please review Cisco's End-of-Life Policy and the End-of-Life and End-of-Sale Notices for CloudCenter Suite.

Cisco CloudCenter Platform 4.10.x
Cisco announces the end-of-sale and end-of-life dates for the Cisco CloudCenter Platform (Legacy/4.x). The last day to order the affected product(s) is

May 7, 2021. Customers with active service contracts will continue to receive support from the Cisco Technical Assistance Center (TAC) as shown
below. The following table describes the end-of-life milestones, definitions, and dates for the affected product(s).

End-of-Life Milestones

Milestone Definition Date
End-of-Life The date the document that announces the end-of-sale and end-of-life of a product is distributed to the general November
Announcement Date public. 6, 2020
End-of-Sale Date The last date to order the product through Cisco point-of-sale mechanisms. The product is no longer for sale after = May 7,

this date. 2021
Last Date of Support = The last date to receive applicable service and support as entitled by active service contracts for covered May 7,
(LDOS) products. After this date, the service is no longer available. 2024

For additional information please review Cisco's End-of-Life Policy and the End-of-Life and End-of-Sale Notices for CloudCenter Platform (Legacy).

Cisco CloudCenter Platform 4.9.x and prior

Cisco announces the End-of-life and End-of-Support for versions of Cisco CloudCenter Platform 4.9.1 and earlier. Software maintenance support for all
versions listed above ended on October 31, 2020. No patches or maintenance releases will be provided. Customers are encouraged to migrate to Cisco
CloudCenter Platform 4.10.0.10 or to Cisco CloudCenter Suite 5.2.3 or later.

Back to: CloudCenter Suite Home
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Security Considerations

Overview

Product Overview
CloudCenter Suite Architecture
User Authentication

Cloud Authentication

REST API Calls

Ul Authentication

Module Security

Role-Based Access Control

This section provides design specification details related to the security of the CloudCenter Suite.

This section DOES NOT provide on operational policies such as key rotation, incident management and business continuity policies are not covered in this
document.

CloudCenter Suite is an enterprise-class solution that offers a secure, scalable, extendable, and multi-tenant solution that can scale to meet the needs of
the most demanding IT organizations and cloud service providers.

CloudCenter Suite uses various types of metadata, authentication information (such as customer credentials and keys), cloud usage metrics, and users
associated with cloud applications to deploy and manage applications on cloud infrastructures.

The CloudCenter Suite does not store customer application data (data that is created, used, or managed by the user’s cloud applications).

® Customer application data is only stored on customer premises or on cloud infrastructures.
® Customer application data is not stored or accessed by CloudCenter Suite at any point.

CloudCenter Suite provides end-to-end security with:

A comprehensive key management mechanism

Full application and application tier network isolation (micro-segmentation)
Data encryption for data both in transit and at rest

User identity management and authentication control

User, application, and object-level access control

The CloudCenter Suite architecture is deployed as a distributed architecture and is composed of several key architectural components as described in The
CloudCenter Suite Architecture.

CloudCenter Suite supports user password, hash-based authentication, and SAML 2.0-based Single Sign-On (SSO) authentication. CloudCenter Suite
also provides authentication for REST API endpoint access.

CloudCenter Suite authenticates users through a unique username and password. The password is not stored in clear-text, but is converted using a
secure one-way hash algorithm (SHA256) with a random salt. If different users use the same password, this will not result in the same password hash.
This hash code is generated and stored when the user creates the password for the first time or changes the password at a later time. Upon login, the
hash code is regenerated using the specified password and matched against the stored hash code to authenticate the user. Since this is a one-way hash
algorithm, no Cisco employee or third-parties can discover the user password. The password is neither reverse recoverable, nor subject to brute force
dictionary attack.

CloudCenter Suite leverages SAML (2.0) to integrate with customer identity platforms such as Active Directory (AD) and LDAP. For SAML-based SSO
authentication, the user directory, password, and authentication mechanism are controlled by the customer. Customers may further choose to enable multi-
factor authentication on their user login page through well-known identity provider platforms such as ADFS, Ping Identity, Okta, and so forth. The
CloudCenter Suite only uses the user’'s email address as the user identity in SSO mode. Customers can configure unique SAML Identity Providers (IdP)
properties on a per tenant basis. The CloudCenter Suite tenant admin can optionally set additional mapping rules to automatically sync user groups and
user group membership based on custom properties provide by IdP

The CloudCenter Suite authenticates to public, private, and hybrid clouds using cloud account credentials provided to CloudCenter Suite when a user
configures cloud environments. These cloud account credentials are stored securely in the CloudCenter Suite database using AES-256 encryption.

Configuring and registering clouds and cloud accounts in CloudCenter Suite is limited to CloudCenter Suite administrators. The CloudCenter Suite
administrator can decide if additional tenant administrators and end-users can configure their own cloud account information. See Initial Administrator
Setup for details.

@ Effective Suite Admin 5.0.1, Cisco provides CSRF protection for all API calls. See CSRF Token Protection for additional details.

Access to the REST API interface is limited to configured user accounts. To authenticate API requests, all CloudCenter Suite REST APIs require basic
authentication using an API key as the password. For example:
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curl -H "Accept:application/json" -H "Content-Type: application/json" -u <user_account Nunber >: <api _key> - X GET
https:// <HOST>: <PORT>/ api / v1/ sui te-i dml current User/ user | nfo

In addition to the user's accountNumber.apikey combination, all CloudCenter Suite REST APIs can also accept the JSON Web Token (JWT). For example:

curl -H "Accept:application/json" -H "Content-Type: application/json" -H "Authorization: Bearer <JW>" -X GET
https:// <HOST>: <PORT>/ api / v1/ sui te-i dnmf current User/ user | nfo

A REST API key is a 36-character, randomly generated, case-sensitive, hexadecimal UUID string. This key, combined with the user’s unique Account
Number (accountNumber), is used for REST API authentication. During authentication, the REST API key specified in the HTTPS request is matched with
the REST API key stored in the CloudCenter Suite database. This prevents the user from revealing the real user password in any automation script, and
also allows REST API authentication to work with either user/password hash-based or SAML SSO-based authentication.

To provide data security, all REST API requests must be issued over a secure, encrypted, HTTPS connection.

The REST API key for each user is stored securely in CloudCenter Suite database using SHA256 one-way hash. The API Key section provides additional
details about secure key storage and key operations. See Suite Admin API for details on CloudCenter Suite REST APIs and how to use them.

All users can generate their own API keys — the Suite Admin has no control over this function.

The CloudCenter Suite Ul requires user authentication. Each authenticated user will have a unique Session ID to track activities and a JWT to ensure API
access. The JWT expires in 15 minutes and the Ul auto-refreshes the JWT token if it detects the user actively using the UI. If the user is logged off or if the
user is disabled or deleted, the user's active JWT is no longer valid.

The CloudCenter Suite connects to a Cisco hosted Helm repository and a Docker registry to check for available modules and updates. These repositories
are fully compliant with export control and requires authentication for each user connecting to the repository. All CloudCenter Suite module are packaged
as Helm Chart and Docker images. The Helm Chart refers to Docker images via the image's SHA256 hash. The Helm Chart itself is signed and verified by
the CloudCenter Suite upon installation or upgrade. This way the integrity of the Helm Chart and Docker images are guaranteed.

The CloudCenter Suite offers granular control of access to each CloudCenter Suite resource through role-based, module-level access control. Access to
resources like services, clouds, application profiles, deployment environments, and other CloudCenter Suite resources can be managed based on roles
associated with users or user groups. See Understand Roles for details.

Back to: CloudCenter Suite Home
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Module Versions

Unable to render {include} The included page could not be found.

Back to: CloudCenter Suite Home
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Installer 5.0 Home

CloudCenter Suite Installer 5.0 Documentation

Saturday, February 16, 2019: Cisco released CloudCenter Suite 5.0 Release Notes

® Suite Admin 5.0.0 released on February 16, 2019
® Suite Admin 5.0.1 released on April 6, 2019

® Suite Admin 5.0.2 released on May 17, 2019

® Suite Admin 5.0.3 released on June 24, 2019

Search

VMware vSphere Installation
updated Sep 24, 2020

view change

VMware vSphere Appliance Setup
updated Sep 24, 2020

view change

Troubleshooting

updated Jun 19, 2020

view change
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Installer Overview

Installer Overview

® Overview
® Supported Clouds
® Installer Appliance Download Location

The CloudCenter Suite provides a new way to install, configure, and maintain multiple modules that jointly make up the suite. The CloudCenter Suite has a
common installer to install, upgrade, and integrate all modules included in the suite.

You can install the CloudCenter Suite by using installer appliance images provided by Cisco. As part of the installation process, the CloudCenter Suite
installs the Suite Admin. Once authenticated, each user can access the Suite Admin using valid credentials created by the Suite Administrator.

@ Installers are already incorporated in the CloudCenter Suite Saas offer, see SaaS Information for additional details.

Cisco supports the corresponding Kubernetes engine (or managed services) for the following public clouds for the CloudCenter Suite:
® Amazon Elastic Container Service for Kubernetes (Amazon EKS)
® Google Kubernetes Engine (GKE)
® Azure Kubernetes Service (AKS)

Cisco supports the following private clouds for the CloudCenter Suite:

® VMware vSphere
® OpenStack

Major releases include installer appliances for the following components and cloud providers.
You can download these files from software.cisco.com.

The Virtual Appliance Overview section provides more details on these files.
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Installer Virtual Appliances

Installer Virtual Appliances

Virtual Appliance Overview
Amazon Appliance Setup

Azure Appliance Setup

GCP Appliance Setup

OpenStack Appliance Setup
VMware vSphere Appliance Setup
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Virtual Appliance Overview

Virtual Appliance Overview
General Virtual Appliance Approach
Port Architecture

Cloud-Specific Setup

The only way to install the Suite is to use the Virtual Appliance Installer method. Cisco builds these appliances on CentOS 7.x base images.

@ Installers are already incorporated in the CloudCenter Suite SaaS offer, see SaaS Information for additional details.

To prepare infrastructure for the appliance approach, follow this process.

Cloud

AWS

Azure

GCP

OpenSt
ack

Image Type

Shared image
(AMI)

Downloaded
Virtual
Appliance

(VHD from the
ZIP folder)

Shared image

Downloaded
Virtual
Appliance
(QCOoWwW?2)

. Review and ensure that you have met the requirements to Prepare Infrastructure before installing the CloudCenter Suite.
Review the list of Supported Suite Installers to verify the supported Virtual Appliances.

. Navigate to software.cisco.com to download virtual appliances for each supported cloud.

. Follow directions as specified in the table below to obtain and import each image.

Description
Obtain launch permissions for the AWS account. Refer to the AWS documentation for additional context.

Request image sharing for the AWS account by opening a CloudCenter Support case (https://mycase.cloudapps.
cisco.com/case or http://www.cisco.com/c/en/us/support/index.html). In your request, specify the following details:

. Your AWS account number

. Your CloudCenter Suite version

. Your Customer ID (CID)

Your customer name

. Specify if your setup is in production or for a POC
. You Contact Email address

~D o0 T®

Create a new Azure image using the provided VHD file provided by Cisco and launch a VM using that image.
Refer to the Azure documentation for additional context.

Create a new GCP image using the provided VHD provided by Cisco and launch a VM using that image. Refer to
the GCP documentation for additional context

Import the QCOW?2 image file using the OpenStack client. Refer to the OpenStack Documentation for additional
context.
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VMware = Downloaded

vSphere | Virtual
Appliance
(OVA)

Follow this procedure:

a. Download the OVA image.
b. Import the OVA to your vSphere environment by using the vSphere client

i. When you import the OVA as a VM, ensure that it is powered off on vSphere.
ii. If your environment requires a static IP, use a VMware Customization Spec to manually configure the
static IP for the installer VM.
c. A default password is required to ensure access to the VM using the console (in case the SSH has issues).

@ If you provide a default password or public-key, be aware of the following requirements:

® The login user is the cloud-user.

® |f you configure a default password or public key in the VM, you must also configure the
default instance ID and hostname fields as they are dependent and required fields.

® Use this password to access the VM via vSphere console.

® You cannot use this password to SSH into the launched VMs.

d. Select the required Network for the interface to be connected.
e. Convert the VM to a template.

1 You must convert the VM to template and then create a VM from this template, so that the
template can be used when installing a VMware data center. If you do not provide the template
name when installing a VMware data center, your installation will fail.

f. Select the template created in the previous step and clone to Virtual Machine, to launch the installer VM.
This template will also be used as the value for the vSphere Template Name cloud setting, in the installer Ul.

g. After the VM is created from the template, power it on. To access the Ul, go to the newly created VM's IP
using HTTPS protocol in a supported browser (see Browser Compatibility).

5. Launch the installer instance using the image.

The following image identifies the ports that must be open for the CloudCenter Suite to function as designed.

CloudCenter Suite

80
»|

443
Random >

Private

Public _ Workload
Cloud 80 Manager
443
Action
Orchestrator
Cloud <« Random , - Cost
Optimizer

1 The per-cloud setup procedures are only listed below to serve as sample setup scenarios.

® Amazon Appliance Setup
® GCP Appliance Setup

® Azure Appliance Setup
L]
L]

OpenStack Appliance Setup

VMware vSphere Appliance Setup
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Amazon Appliance Setup

Amazon Appliance Setup

To setup infrastructure for Amazon, follow this process.
1. Request image sharing for the AWS account by opening a CloudCenter Support case. In your request, specify the following details:

. Your AWS account number

. Your CloudCenter Suite version

. Your Customer ID (CID)

. Your customer name

. Specify if your setup is in production or for a POC

. Your Contact Email

2. After you open a case, your support case is updated with the share AMI IDs. Proceed to the next step only after your support case is
updated with the AMI IDs.

3. Navigate to the EC2 dashboard and search for the AMI ID name provided in the CloudCenter Support case (from Step 2 above)

4. Launch the EC2 instance using the AMI.

-~ D o0 TY®

a. Navigate to the EC2 dashboard.

Step 1

Ghoase an Amazon Machine Imags (AMI)

s In FWS Markatpiace

b. Create EC2 instance in desired Region, VPC, subnet.

i. Choose an Instance Type.
ii. Configure the instance details for your environment.
iii. Review the instance launch details.
iv. Select an existing key-pair or create a new pair as required.
v. Create a security group with Ports 443, 80 (and optionally, 22) to be open.
vi. Launch the instance with the security group and key pair created in the previous two steps.
vii. Access the installer using the IP of the launched instance via HTTPS from your favorite browser.
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Azure Appliance Setup
Azure Appliance Setup

To setup infrastructure for Azure clouds, follow this process.

1. Upload the Cisco-provided VHD to the desired Azure Storage account/Region. See https://docs.microsoft.com/en-us/azure/virtual-machines/linux
/upload-vhd#option-1-upload-a-vhd for detailed instructions.
@ You must use the Azure CLI to perform this upload.

2. Create a Linux image from the uploaded .vhd file.

A Search resources, services and

Images

enicisco (Default Directony)

|+Add ® AssignTags  ES Columns () Refresh

Subscriptions: MSDN Platforms

l Filter by name... | All resource groups w
1 items
[ ] wame SOURCE VIRTUAL MA... S TYPE
£ testimageCCO481 - Linux

3. Select the disk name that you created in Step 2. In this example, it is CCO4100UploadedVHD.vhd.

ccodB

I:J Refresh

; Upload

. Location: ccodBl
App Services

,': ] Search blobs by prefix (case-sensitive)

App registrations
NAME

Virtual machines (classi...
CCOa81UploadedVHD.vhd

Virtual machines

M 5QL databases

1. Spin up a VM using the created image from Azure console.

nageCCO481

+ rdd @ Assig ] =+ More | O |seareh (ctri+ s | + Create VM || =» Move [ Delete
Subscriptions: M5DN Platforms .
- Overview

Fifter by name... testimageCCO481

: B Activity log
1items SOURCE VIRTUAL MACHINE

NAME aia Access control (IAM)

testimageCCO481 & Tags 05 DISK
OS5 TYPE SOURCE BLOB URI
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You have now setup the installer for an Azure cloud.
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GCP Appliance Setup
GCP Appliance Setup

QOverview

Cloud Storage Bucket
Create the Image
Create the Instance

Setting up the GCP appliance, is a multi-step process:
® Address the prerequisite permissions
® Create a storage bucket using the tar.gz file provided by Cisco
® Create the image
® Create the instance
To upload Cisco's tar.gz file to the GCP bucket, follow this process.

1. Open the Cloud Storage browser in the Google Cloud Platform Console as displayed in the following screenshot.

e \ Fiter by prefi. Colurns =

B8 Storage Browser @ CREATEBUCKET (3 REFRESH SHOVI INFD PRNEL
L

Trangfer B

2. Click Create bucket and complete the required information for your environment. The following screenshot provides a sample setup.

boogle Cloud Platform cligrimages Q,
itorage &  Create a bucket
rowser Name

Must be unique across Cloud Storage. If you're serving website content, enter the website
domasn as the name.

ransfer

[ releseesacal
ransfer Appliance

Default storage class

Dbjects added 1o this bucket are assigned the selected storage class by default. An
ettings object's storage class and bucket location affect its geo-redundancy, availability, and

costs. You ean se1 storage classes for individual shjects in gsutil. Leam mate
) Nearline and Coldline data in mulii-regional locations is now Dismizs
stored geo-redundantly. Mew locations nam4 and eurd (available

in beta) enable codocation of compute and storage far high
perfonmance with geo-redundancy. Leam more

& Multi-Regional
Regional
Mearline
Coldline

Location
United States b

Compare storage classes

Storage cost Retrieval cost  Class A operations Class B operations
$0.026 per GB-month ~ Free $0.005 per 1,000 0ps  $0.0004 per 1,000 ops

Show advanced settings
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3. Upload the the tar.gz file provided by Cisco by dragging and dropping the file to the main pane as visible in the following screenshot or by clicking

Upload.

ple Cloud Platform  $s cligimages ~

ge «  Bucket details # EDIT BUCKET (3 REFRESH BUCKET
relesaeSgep

- Objects  Cveniew  PEmiasCns  BuckelLock

o Agpliancs. [

Upioad files || Upload folder | Goate foldes  anage focs
=

9 Fier oy prfic..

Buckeis f rulesneloep

Thare 508 9 v objacts it buckan, F you hive ckjact 8 Bkt ey i Fouean Fat archi i the AP,

Upload 0 of 1 compluta m

= ‘os-google-suteinstabler cloudcenter 5.0.0.tar.. = ™ x

or use the upload button

‘oud, Boaale, oy storane authuser sOBarakectacliarimeass

Uploading the file might take some time based on your network speed.
4. After the upload is complete, use the same bucket to create the image as described in the next section.

To create an image, follow this process.

1. Login to Google Cloud Platform.
2. Create a Service Account with the following permissions:

a. Kubernetes Engine (Admin)
b. Compute Engine (Admin)
c. Service Account (User)

. Select Compute Engine.

. Click on Images.

. Click on Create Image.

s~ w

Google Cloud Platform  $= cligrimages «

EIE]E Compute Engine Images [+] CREATE IMAGE
B VMinstances
= Filter images
&  Instance groups
[E] Instance templates
< Pravious 1 2 Next >»
B  Soletenant nodes
Name
B  Disks & ccs-installer-890
Snapshots & cloudcenter-google-cco-centos7-release

& cloudcenter-google-postgres-centos7-re
[ Images

M Alandeantarnanalarabhit_rantac T ralas
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6. Provide a Name for the new instance, select Cloud Storage File as the Source, browse and select the image file from the cloud storage bucket (
uploaded in Step 2 above) for your environment and click Create.

Google Cloud Platform

ﬁ} Compute Engine &« Create an image

B VMinstances Name

cloudcentersuite-v ®
o  Instance groups

Family
(=] Instance templates
B  Sole tenant nodes Description |
[0} Disks
A Snapshols Labels

+ Add label
=] Images
TPUs Encryption

ﬁ = Data is ancrypted sutomatically. Select an encryption key management solution

® Google-managed key
BB Committed use discounts Mo Gonfguration required

Customer-managed key

Manage via Google Cloud Key Management Service
Customer-supplied key

Manage culside of Google Cloud

Metadata

B  Health checks
Source

B Zones Cloud Starage file =
Cloud Sterage file

Your image source must use the tar gz e
named disk raw. Leam more

e ik int gre
¥ FRtwar enUpoi oroupe shar and the file inside the archive must be

®  Operations B bucket/folder fila Browse

[+, ] Security scans

You will be billed for this image. Compute Engine pricing [

7. Select the bucket where you uploaded the Cisco provided tar.gz file.
Google Cloud Platform 8= cligrimages

B Settings

{# Compute Engine &« |maggs # EDIT @ DELETE B CREATE INSTANCE
B VMinstances suite-950
Labels
4 Instance groups None
E  Instance templates Creation time
Dec 15,2018, 4:27:39 AM
B  Soletenant nodes Encryption type
Google managed
B  Disks
Equivalent REST
B  Snapshots
E]  Images
| TPUs

1. Navigate to the GCP > Compute Engine > VM Instances section and click Create Instance.
2. Select appropriate values for the new instance and click Create.

1 ® Check the button to Allow HTTP or HTTPS access
® Change ports should list 443, 5671
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Cloud Platform

& Create an instance

Ta create a VM instance, select ane of the aptions:

New VM instance

Create a single Vi instance frem scratch

Mew VM instance from template

Create a singbe Vi instance from
an existing lemglate

W@ Marketplace

Bepley a ready-to-go solution ante
a %YM instance

Hame
Instange-1
Region Zone
us-wesl] (Oregon) - uE-west]-a
Machine 1ype

CLestomics B Sebct COMES, MHmary and GP

1 ¥CPU - 3.75GB memiey Cuslomize

e N
Deploy & coMaines image o this VM Instance. Learn mane

Boot disk

b Mew 20 GB standard persistent disk

I
| suite-950

Change
Idantity and API accass
SRrviEe SEeount
Compute Engine default service sccount -

AEERES RS

& Allow defaull access
Allow lull access to all Cloud APIs
361 access lof each AP

Finewall

Aisd tags and firswill rubes 1o allow SpecMc nEneork TR fram the Inbiames
Allaw HTTP traffic
Allow HTTFS traffic

¥ Management, security, disks, netwarking, sole tenancy

¥ou will b billed for this

coc

stanca. Eompute Engine pricing [

3. Once the instance is created use the assigned public IP for this instance to access the suite installer Ul.

You have now setup the installer for an GCP cloud.
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OpenStack Appliance Setup
OpenStack Appliance Setup

To setup infrastructure for OpenStack clouds, follow this process.

@ The exact VM size really depends on the instance type configuration in your environment! However, a suggested size can be 4 CPU with 16 GB
memory.

1. Download the CloudCenter Suite QCOW?2 file to your local machine.
2. Login into your OpenStack datacenter to perform this task.

. Click Images.

. Click the Create Image button.

. Enter a valid name.

. Click the File Browse button.

. Select the QCOW? file stored in your local machine.

Q0T

2 = Bi~ I Searching "This Mac” £ 0,.978.qcow2 ©

Search: [T “Downloads” | Save || + |
Earlier

suite-v0.0.978.qcow2

Cancel
Format’
Image Requirements
Kernel Ramdisk
Choose an image & Choose an image $
Architecture Minimum Disk (GB) Minimum RAM (MB)
0 0

< Back Next > + Create Image

3. In the Format dropdown, select QCOW2.
4. To share this image with other users, select Public in the Image Sharing Visibility field.
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5. Click Next and then click the Create Image button.

Create Image
Metadata Specify an image to upload 1o the Image Service.
Image Name~ image Description
installerd85

Image Source
Source Type
File

File"
suite-v0.0.978.qcow2

Format”
QCOW2 - QEMU Emulator H

Image Requirements

Kernel Ramdisk
Choose an image & Cheose an image $
Aschitecture Minimum Disk (GB) Minimum RAM [MB)
o o
Image Sharing
Visibility Protected
Public Private Yas No

== [

1 The image import will take some time depending on the network speed. During this time, do not close the browser/application/tab.

6. Create the instance for each component using the imported images:
® Follow the standard OpenStack procedure to create the instance from an image.
® Create the security group(s) with Port 80 and 443 (optionally 22 if you need SSH access) open for Ingress and Outbound communication.
® You may need to assign floating IP to your VM after you create the VM is created.
7. Select a new or existing key pair to log into each instance — if multiple key pairs are available, you must select one to be used for the CloudCenter
instance.

(D If you do not select a key pair, you will not be able to log into the component VM!

Import Key Pair

Key Pairs are how you login to your instance after it is launched. Choose a key pair name you will recognize and paste
your SSH public key into the space provided.

Key Pair Name

[cliqr_user—key_1

Public Key *

ssh-rsa
AAAAB3NzaC1yc2EAAAADAQABAAABAQC4xS3DDAQBAWTSD54aQrKdUHQNaakudda

29gucsWNgAtNoD12ua0YpMeBX020QWiLAZ6g7/GkrijSFOiH2BfeYIAScBaAOP7DngcYl
HJIDYDjFgrCiLgvZqQ76.

% Cancel
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You have now setup the installer for an OpenStack cloud.
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VMware vSphere Appliance Setup
VMware vSphere Appliance Setup

To setup infrastructure using CloudCenter appliances for VMware vSphere clouds, follow this process.

1. Configure Network Time Protocol (NTP) on the VMware ESXi hosts — this is important as the CloudCenter Suite installation can fail, if
NTP is not configured or if it is wrongly configured.
See https://kb.vmware.com/s/article/57147?lang=en_US for additional details.
. Download the OVA image file from software.cisco.com to your local machine.
Log into the VMware Datacenter console and click on the VMs and Templates section.
Deploy an OVA template (right-click and select Deploy OVA Template option).

ENISEN

a. Click the Local file option, click Browse to provide the location for the downloaded OVA file, ensure the file is selected, and then click Ne
xt as displayed in the following screenshot.

¥¢ Deploy OVF Template 2
] 1 Select template Select template
Select an OVF template.
2 Select name and location
3 Select a resource Enter a URL to download and install the OVF package from the Internet, or browse to a location accessible from your computer, such
as a local hard drive, a network share, or a CO/OVD drive.
4 Review details
5 Select storage _J URL
r —
6 Ready to complete I
I *) Local file
Browse... | 1file(s) selected, click Next to validate
A\ Use multiple selection to select all the files associated with an OVF template (.ovf, .vmdk, etc.)
Next Cancel

b. Provide a suitable name and select the target folder where you need to create the Template as displayed in the following screenshot.
¥4 Deploy OVF Template 2

+ 1 Select template Select name and location

Enter a name for the OVF and select a deployment location.
2 Select name and location

3 Select a resource

Name |suite-v0.0.985demo1

4 Review details
Fiter | Browse
5 Select storage
Select a datacenter or folder.
6 Ready to complete
» [)Images

» [JInfra-DND

» [Jjunk

» PR 13
» [ ;3 VC-DONT-USE

Back Next Cancel
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c. Select a suitable host and cluster as displayed in the following screenshot.

¥4 Deploy OVF Template (7) W
v 1 Select template Select a resource
Select where to run the deployed template.
+ 2 Select name and location
o] Svowee |
SEEATIEETD Select a host or cluster or resource pool or vapp.
5 Select storage R‘gmﬁ
- [ "
6 Ready to complete » Edelete
» [ Ment-DONT-USE
~ i) Sustaining
[ 10.13.2.188
E10.13.2.177
[ 10.13.2.181
[ 10.13.2.182
§ 10.13.2.183
[ 10.13.2.184
[ 10.13.2.185
Back Next Finisk Cancel
d. Review the details as displayed in the following screenshot.
¥4 Deploy OVF Template )
« 1 Select template Review details
Verify the template details.
+/ 2 Select name and location
Rgajisiectnssotros Product CPSG Base Image
Pudisher @ ciscocom (Trusted certificate)
5 Select storage Download size 4.9 GB
6 Select networks . ) 12.1 GB (thin provisioned)
Size on disk N .
7 Customize template 32 Ga {hick provisloned)
8 Ready to complete
e. Select the storage location as displayed in the following screenshot.
¥4 Deploy OVF Template (7 »
+ 1 Select template Selact storage
Select location to store the files for the deployed template.
+ 2 Select name and location
V3 Select a esource Select virtual disk format: | Thick provision lazy zerced E
et VM storage policy: | None E ]
[ Show datasores o Storage DRS csters @
6 Select networks J Fier |
r
7 Customize template .
Datastore Clusters
@ [B (q Filter -
Name Status ‘WM storage policy ‘Capacity Free
(=) B digr & Normal VM Encryption P... 248 TB 144 T8
(U B datastore-10.193.72.183 @ Normal - 1.08 TB 377.94 GB
( B3l netapp_a200 A, Waming VM Eneryption P...  4.37 TB 911.82 GB
4 | »
H 3 Objects [[Copy ~
Back Next h Cancel
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f. Select a destination network as displayed in the following screenshot.
? Deploy OVF Template e

1 Select template Select networks

Select a destination network for each source network.

2 Select name and location

Source Network Destination Network

4 Review details mgmt VM Network b

v
v
' 3 Select a resource
%
v

5 Select storage

7 Customize template

8 Ready to complete

IP Allocation Settings

IP protocol: IPv4 IP allocation: Static - Manual €

Back Next Cancel

g. Customize the template as required for your environment and review the completed information as displayed in the following screenshot.

@ Do not customize your setup credentials at this point or any other point during the installation. You can do so after you
complete the installation process.

¥4 Deploy OVF Template 2 »

+ 1 Select template Ready to complete
Review configuration data.
+ 2 Select name and location

+ 3 Select a resource

Name suite-v0.0.985demo
v 4 Rwview details Source VM name suite-v0.0.985
+ 5 Select storage Download size 49GB
+ 6 Select networks Size on disk 32GB
+ 7 Customize template Folder puj
"0 8 Readytocomplete [N WSS 10.13.72.183

Storage mapping 1

Network mapping 1

IP allocation settings IPv4, Static - Manual

A unique ID for this VM instance = default-instance-id
Default user's password =

Encoded user-data =

Hostname = default-hostname

S§SH public keys =

URL to seed instance data from =

Properties

Back Nex Finish Cancel

h. Click Finish to start deploying the VM from the template inside the target folder.
5. Wait for some time so the VM is cloned and created, then refresh the VM page to view the powered off VM — The OVA is imported as a VM
(powered off) on vSphere.

@ When you import the OVA as a VM, ensure that it is powered off on vSphere.
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6. Right-click to edit the VM Settings for the powered off VM. Click the VM Options tab. Under VMware Tools, select the checkbox to Synchronize
guest time with host as displayed in the following screenshot.

( suite-1.0.0 - Edit Settings (2) »

[Vir‘lua\ Hardware | VM Options = SDRS Rules [ vApp Opﬁons]

» General Options VM Name: |suite-l.0‘0 |
VMware Remote Console [] Lock the guest operating system when the last remote user
Options disconnects

~ *WMware Tools
Power Operations ] [Smﬂ Down Guest | A ]

11} [ Suspend |~ ]

b Power On / Resume VM

@ [ Restart Guest | ~ ]
Run VMware Tools Scripts [ After powering on

[ After resuming
[/ Before suspending
[+/] Before shutting down guest

Tools Upgrades [C] Check and upgrade VMware Tools before each power on
Time (*) uz Synchronize guest time with host ]

» Power management Expand for power management settings

+ Boot Options Expand for boot options

» Advanced Expand for advanced setlings

+ Fibre Channel NPIV Expand for Fibre Channel NPIV settings

Compatibility: ESXi 6.0 and later (VM versio

OK | cancel

7. Clone the VM to a template using the Convert to template... option (a sample of this template is displayed in the following screenshot).

[ sivAbl O [ Actions - suite-v0.0.1004 » Advanced Config
iy sivPre ¢ Power » "
(g sivP Guest 0S N ~ Custom Attribute:
i suite-v0.0.1(ETERRINS » I Altribute Vel
EI}SU-“EDENOV' [ Open Console Aging Policy
(53 Win2016 & Migrate... o AgingTerminate
[ worker-93bk

Clone »

suite-1.0.0

M . =aa

Apache
Template -

P Recent Objects Fault Tolerance »

Viewed VM Policies »

1 suite-v0.0.1004 Compatibility » |'

Target Status

8. Once the VM is converted to template, it should appear as identified by the orange arrow in the following screenshot.

g = 2]

G SIVB66WithEntries

G siva78

(i sivo85gke

(3 sivo85ntp-1

G Win2016

(51 worker-93bb07af-4265-4b06-b795-aca854e87ae83...
suite-1.0.0 <«

suite-v0.0.975

suite-v0.0.978

suite-v0.0.985
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9. Right click this template name and select the New VM from This Template option as displayed in the following image — This template
will also be used as the value for the vSphere Template Name cloud setting, when you
provide the details to install the Suite Admin.

L] WM Y vavew

template was deployed.\

B suite-v0.0.985 B tsonintodn ket et

[d] Actions - suite-v0.0.985

¢ New VM from This Template... (L]

"3 Convert to Virtual Machine...
gE Clone to Template...

10. Edit the 1e Customize vApp properties to ensure that the VM has unique values for A unique ID for this VM instance, Hostname, Default
user's password, and SSH public keys for this VM instance.

1 For the password and/or the public key to take effect when deploying the VMware OVA for the. CloudCenter Suite installer, you must ¢
hange the default-instance-id to something else than default-instance-id or the hostname!

suite-5.2.2.ova - Deploy From Template

+ 1Select a name and folder Customize vApp properties

v 2 Select acompute resource  Edit the vApp properties

+ 3 Select storage

+ 4 Select clone options Uncategorized 6 settings

+ 5 Customize hardware

Encoded user-data
6 Customize vApp properti..]

7 Ready to complete

SSH public keys Provide-SSH-Pub-key

Default user's password Provide-SecurePassword
A unique ID for this VM instance Provide-Unique-ID-Here
Hostname

Provide-Hostname-Here

URL to seed instance data from

11. After the VM is created from the template, power it on.
12. Use this IP address to access the Ul, go to the newly created VM's IP using HTTPS protocol in a supported browser (see Browser Compatibility).

‘tek CloudCenter Suite Installer

Welcome to CloudCenter Suite Installer!

Choose your installation method or setup a local repository

New Kubernetes Cluster Existing Kubernetes Cluster

We install a new Cluster on a Cloud of your choice Point us to your Cluster

GET STARTED GET STARTED

Setup Offline Repositary - Use this repesitory to sync with Cisca repasitary. GET STARTED

Once the infrastructure is available, core micro services from
CloudCenter Suite will be deployed.

You have now setup the installer for a VMWare cloud.
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Installation Approach

Installation Approach

® Prepare Infrastructure

® New Cluster Installation

® Existing Cluster Installation
® Offline Repository
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Prepare Infrastructure

Prepare Infrastructure

General Compatibility

Resource Requirements for CloudCenter Suite Modules
Number of VMs

IP Pool Requirements

NTP Requirements

The Suite Installer Dashboard

Without Internet Access

See Browser Compatibility for additional details.

The CloudCenter Suite requires Tiller v2.10.0 to be installed. Refer to the Helm documentation for additional details.

@ Installers are already incorporated in the CloudCenter Suite SaaS offer, see SaaS Information for additional details.

The following table lists the minimum resource requirements assuming that you install all available modules.

Public Cloud Private Cloud®
Modulel-2
vCPU Memory (GB) Storage (GB) vCPU Memory (GB) Storage (GB)

Suite Admin 15 35 300 15 35 300
Workload Manager® and Cost 13 59 120 13 59 120
Optimizer

Action Orchestrator 5 6 60 5 6 60
Kubernetes Cluster (3 primary na na na 14 56 140
servers and 1 load balancer)

Total 33 100 480 a7 156 620

1 Update only one module at a time. If you simultaneously update more than one module, your update process may fail due to limited resource
availability.

2 Before updating any module, verify that you have un-allocated CPU/Memory in your cluster to ensure that your environment has free CPU/Memory —a m
odule-update scenario requires additional resources for the old pod to continue running until the new pod initializes and takes over. This additional

resource requirement is temporary and only required while a module update is in Progress. After the module is updated, the additional resources are no
longer needed.

3 on private clouds (vSphere and OpenStack), each of the 3 primary server instances require 4 vCPU, 16 GB memory and 40 GB storage (root disk), the
load balancer instance requires an additional 2 vCPU, 8 GB memory, and 20 GB storage, hence the difference in the additional requirement of 14 vCPU
and 56 GB memory, and 140 GB storage (root disk). See the Number of VMs section below for additional details.

4 Workload Manager numbers include considerations for 4 Cloud Regions in the same instance. To support additional cloud regions, you must scale your
cluster by adding Kubernetes worker nodes. You will need 1 CPU and 3 GB memory for each additional region.

A CloudCenter Suite installation launches a highly available Kubernetes cluster which consists of primary server(s), worker(s), and an API load balancer
instances.

@ The number of worker nodes (for both private and public cloud) vary based on the instance type selected during the installation process.

For private clouds, a redundant cluster requires a minimum of 2 out of 3 primary server nodes to be running at any point, so the cluster can function as
designed.

1 Ifyou plan to scale up at a later date, be aware that the worker instance type selected at installation time will also be used for the scaled nodes.

The CloudCenter Suite requires that the underlying disks for Kubernetes disk attachments be redundant and available. Most public clouds already provide
built-in redundancy for their block disks (AWS EBS, GCP Persistent Disks, and so forth). Be sure to verify that the Datastores/Datastore Clusters are also
on redundant, non-local storage (NFS, NetApp) before you begin the installation process.

You must select IP address to ensure that each IP endpoints is available, accessible, and not used by any other resource.

When configuring or modifying you pool of IP addresses, be aware of the following requirements:
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® Verify if the IP pool can accommodate additional workloads.
® Select your instance type according to the following dependencies — based on your instance type selection, the installer displays the error or
success information in the UL.
® The CloudCenter Suite setup requires 3 primary servers and 1 load balancer.
® The CloudCenter Suite dynamically calculates the number of application VMs (workers).
® Do not use 172.18.0.1/16 for the installer instance as this IP address is used by the Docker/Kubernetes setup.
You must either set the Network Time Protocol (NTP) time at the datacenter level or at the time of installation.
If set at installation time, then verify that the network can access the NTP server.
Effective CloudCenter Suite 5.0.1, the time for all worker and primary server nodes is synced with the primary controller node. The primary controller node

is the instance used to launch the CloudCenter Suite — identified by the link that takes you to the Suite Admin Ul (Take Me to Suite Admin). This link
contains the IP address of the primary controller node as displayed in the following screenshot.

CloudCenter Suite installation successful!

You can also or download

Create your admin user and tenant then install products of your choice

AN YO i'!:;..-_‘!_llll next sheps

After launching the installer, navigate to the IP address of your VM in a supported browser. This presents the Suite Installer Dashboard. The Suite Installer
Dashboard has the following options:

® New Cluster Installation
® Existing Cluster Installation

The Cisco Repository is used to host Cisco-related files and packages for various purposes. You may need to install the CloudCenter Suite in an
environment that does not have internet access. If so, you need to set up the offline repository. See Offline Repository to sync your offline repository with
the Cisco repository.

As you will be shutting down the installer VM after the installation, you can reuse that VM to set up the offline repository.
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New Cluster Installation

Install the CloudCenter Suite on a New Kubernetes Cluster

Once you access the Suite Installer Dashboard (see Prepare Infrastructure), you can install a new cluster and launch nodes for the new Kubernetes cluster

Amazon EKS Installation
Azure Installation

Google GKE Installation
OpenStack Installation
VMware vSphere Installation
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Amazon EKS Installation

Amazon EKS Installation

® Amazon Nuances
® |nstallation Process

Amazon creates the following resources for the AWS account:
An EKS Cluster with user-provided specifications
Two Cloud formation stacks for VPC and Workers nodes (Prefixed with -VPC and -WORKERS)

Two IAM Roles

L]
L]
L]
® Volumes for storage class

1 You cannot trigger a Delete call by deleting the Amazon cluster from either the AWS console or the AWS CLI. Instead, use the Delete
APL.

® Additionally, refer to your module documentation for module-specific dependencies:

Module Documentation

Workload Manager | Cloud Overview
Action Orchestrator = Add Cloud Account

Cost Optimizer Cloud Overview

To install the CloudCenter Suite on a new Amazon cluster, perform the following procedure.

. Verify that you have prepared your environment as listed in the Amazon Nuances section above.
. Navigate to the Suite Installer Dashboard.

. Click New Kubernetes Cluster.

. Select Amazon EKS.

. To connect using Amazon cloud credentials, enter the following details.

OO wNBE

EKS Details Description

AWS Access Key ID AWS access key ID for the account

EKS Secret Access Key = AWS secret access key

6. Click Connect.

hutle - CloudCenter Suite Installer

Openstack vSphere Azure Kubernetes Service

@

Amazon EKS Google Kubernetes Engine

Connect using your Amazon EKS credentials

* AWS ACCESS KEY ID

Connect Your Cloud J 1JS4E

AWS Access Key ID
K

* AWS SECRET ACCESS KEY

Amazon EKS N

Install cluster and connect with
your credentials AWS Secret Access Key

< INSTALLATION METHOD

7. Once the connection is validated, click Next.
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‘il CloudCenter Suite Installer

Connect Your Cloud

Q

Amazon EKS

Install cluster and connect with
your credentials

@

Amazon EKS Google Kubernetes Engine

Connect using your Amazon EKS credentials

* AWS ACCESS KEY ID
AKIAJUWBZYCWFDLIAVMQ

AWS Access Key ID

* AWS SECRET ACCESS KEY

AWS Secret Access Key

EDIT

<INSTALLATION METHOD

8. To specify the cloud properties, enter the following details.

EKS Details

EKS Cluster
ID Prefix

AWS EKS
Region

EKS Instance
Type

Available
EC2 SSH
Keys

el CloudCenter Suite Installer

Specify Placement
Properties

Q
Amazon EKS

Specify details to help us
understand about your cluster

Description

Select region to launch the cluster.

Select the type of instance of worker nodes.

Select the SSH key, account must have at least one key.

What are your eks placement properties?

EKS CLUSTER ID PREFIX
ekscluster

EKS Cluster ID Prefix, prefix must start with a lowercase letter and cluster's
name must not be longer tha rs. Only letters, numbers and
hyphen are allowed in a cluster's name,

* AWS EKS REGION
us-west-2

AWS EKS Region

* AWS EKS INSTANCE TYPE
t2large

Available EKS Instance types

* AVAILABLE AWS EC2 SSH KEYS
testKey

Available AWS EC2 SSH Keys. User Must have at least one available key.

< CHANGE CLOUD
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9. Click Install. The installation progress is visible on screen.

alilis - CloudCenter Suite Installer

1 2 @ Installing Cisco CloudCenter Suite. This will take a few minutes...

KUBERNETES CLUSTER

Kubernetes cluster was successfully created !

SUITE ADMINISTRATION
-—
Waiting for product to be ready

Install and Connect

gke

Creating cluster and installing
CloudCenter Suite admin

1 Ifthe Suite Admin is installed in EKS, the you cannot use the config file immediately after downloading it from the Suite installer
success page. To access the Kubernetes cluster, access your command window to install AWS-IAM-AUTHENTICATOR and execute
the following commands:

brew install kubernetes-cli

curl -Lo aws-iamauthenticator https://github. conl kubernetes-sigs/aws-i am aut henti cator/rel eases
/ downl oad/ v0. 3. 0/ hepti o- aut henti cat or-aws_0. 3. 0_dar wi n_and64

chmod +x aws-i am aut henti cat or

sudo nv aws-iam aut henticator /usr/local/bin

10. Once successful, you see the following message.

il CloudCenter Suite Installer

&

CloudCenter Suite installation successful!

TAKE ME TO SUITE ADMIN [ ]

‘You can also inst ot ter or download Kubeconfig file

Create your admin user and tenant then install products of your choice
are your Important next steps.

11. You have the following options at this point:

a. Click Take Me To Suite Admin to launch and set up the Suite Admin.
b. Click Install Another Cluster to start another installation and go back to the homepage (Installer Dashboard).
c. Download Kubeconfig file to connect to the launched cluster using the kubectl tool.
12. Be sure to switch off the installer VM. You can reuse this VM for any other purpose, for example, as an Offline Repository.
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Azure Installation

Azure AKS Installation

® Azure Nuances
® |nstallation Process

Verify the following Azure nuances:
® Your valid Azure account is valid and allows you to use sufficient resource quota. See https://docs.microsoft.com/en-us/azure/aks/container-
service-quotas for additional details.

® Create the resource group in a cloud region that supports Azure.
® Additionally, refer to your module documentation for module-specific dependencies:

Module Documentation
Workload Manager | Cloud Overview
Action Orchestrator = Add Cloud Account

Cost Optimizer Cloud Overview

To install the CloudCenter Suite on a new Azure AKS cluster, perform the following procedure.

. Verify that you have prepared your environment as listed in the Azure Nuances section above.
. Navigate to the Suite Installer Dashboard.

1

2

3. cick New Kubernetes Cluster.

4. select Azure Kubernetes Service.

@ 2 3 Which Cloud would you like to install the Cluster on?
g = A
Openstack vSphere Azure Kubernetes Service
©
Amazon EKS Google Kubernetes Engine

Connect Your Cloud

A

Azure Kubernetes Service

Connect using your Azure Kubernetes Service credentials

* AKS TENANT ID
Install cluster and connect with
your credentials

=nant id for Azure Kubernetes Service account
* AKS CLIENT ID

<INSTALLATION METHOD

5. To connect using Azure Kubernetes Service cloud credentials, enter the following details, and click Connect.
AKS TENANT ID The AKS account tenant ID.
AKS CLIENT ID The AKS account client ID.
AKS CLIENT SECRET The AKS account client secret.
AKS SUBSCRIPTION ID = The AKS subscription ID.

1 Refer to https://docs.microsoft.com/en-us/azure/aks/kubernetes-service-principal to learn about how to setup service principles with
Azure Kubernetes Service (AKS), and use the credentials to populate the above fields.
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@ 2 B3] Connect using your Azure Kubernetes Service credentials
* AKS TENANT ID
71d59dd8-2935-48a4-9185-3c5bd27fédbd
tenant id for Azure Kubernetes Service account
* AKS CLIENT ID
576d0fc0-2dbb-48e9-89fe-8a0cbfaB7564
client id for Azure Kubernetes Service account
* AKS CLIENT SECRET

Connect Your Cloud

ceshssiestnstnstiessstiatessibstiets @

/ client secret for Azure Kubernetes Service account

* AKS SUBSCRIPTION ID

AzuteKubetnetesisenvice 0f2c89bc-0aad-41f6-838b-3dcbed17c166
Install cluster and connect with ;
your credentials subscription id for Azure Kubernetes Service account

CONNECT

< INSTALLATION METHOD

6. Once the connection is validated, click NeXxt.

Connect using your Azure Kubernetes Service credentials

@ 2 3 * AKS TENANT ID

71d5%9dd8-2935-48a4-9185-3c5hd 27f6dbd
tenant id for Azure Kubernetes Service account
* AKS CLIENT ID
576d0fc0-2dbb-48e9-89fe-8alcbfa87564
client id for Azure Kubernetes Service account

* AKS CLIENT SECRET

®»
client secret for Azure Kubernetes Service account
Connect Your Cloud
* AKS SUBSCRIPTION ID
A 0f2c89bc-0aad-41f6-838b-3dcbed 17c166
Azure Kubernetes Service subscription id for Azure Kubernetes Service account

Install cluster and connect with

your credentials EDIT © Connected

< INSTALLATION METHOD “

7. To specify the placement properties, enter the following details.

AKS Placement Property | Description

Resource Group The AKS resource group to launch the cluster
VM Size The VM size of the cluster node
AKS Cluster ID Prefix ® The prefix must begin with a lowercase letter.

® The entire name that you enter for this cluster must not be longer than 12 characters.
® Only letters, numbers and hyphens are allowed in this field.
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1 @ 3 What are your aks placement properties?

* RESOURCE GROUP
Installer-West-3

List of su ed resource groups in AKS

* VMSIZE

Standard_DS4 v2

. AKS CLUSTER ID PREFIX
Specify Placement
Properties mycluster01

A

Azure Kubernetes Service

Specify details to help us
understand about your cluster

< CHANGE CLOUD INSTALL

8. Click Install. The installation progress is visible on screen.

bl CloudCenter Suite Installer

1 2 @ Installing Cisco CloudCenter Suite. This will take a few minutes...

KUBERNETES CLUSTER

Kubernetes cluster was successfully created !
SUITE ADMINISTRATION

Waiting for product to be ready

Install and Connect

Creating cluster and installing
CloudCenter Suite admin

9. Once successful, you see the following message.
bl CloudCenter Suite Installer

CloudCenter Suite installation successful!

‘You can also install anot ter or download Kubeconfig file

Create your admin user and tenant then install products of your choice
are your important next steps.

10. You have the following options at this point:

a. Click Take Me To Suite Admin to launch and set up the Suite Admin.
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b. Click Install Another Cluster to start another installation and go back to the homepage (Installer Dashboard).
c. Download Kubeconfig file to connect to the launched cluster using the kubectl tool.
11. Be sure to switch off the installer VM. You can reuse this VM for any other purpose, for example, as an Offline Repository.
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Google GKE Installation
Google GKE Installation

® Google Nuances
® Installation Process

Verify that the following minimum permissions (roles) are set up:

® Service Account User
® Kubernetes Engine Admin
® Compute Engine Admin

A service account represents a Google Cloud service identity, such as code running on
Compute Engine VYMS, App Engine apps, or systems running outside Google.

Service accouni name

ad

Display name for this service account

Service account ID

ad-581 [@wakanda-214819.iam.gserviceaccount.com 3 G
Project role @

Role

Service Account User - '

Create VYMs and other GCP tasks with a
service account. Users cannot
impersonate the account directly as they
can with Service Account Actor role.

Role

Kubernetes Engine Admin [}

Full management of Kubernetes Clusters
and their Kubernetes API objects.

Rale

Compute Admin -

Full control of all Compute Engine
resources.

+ ADD ANOTHER ROLE

[] Furnish a new private key

Downloads a file that contains the private key. Store the file securely because this key
can't be recovered if lost.

[C] Enable G Suite Domain-wide Delegation
Allows this service account to be authorized to access all users’ data on a G Suite
domain without manual authorization on their parts. Learn more

® Additionally, refer to your module documentation for module-specific dependencies:

Module Documentation

Workload Manager | Cloud Overview

Action Orchestrator = Add Cloud Account
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Cost Optimizer Cloud Overview

To install the CloudCenter Suite on a new GKE Kubernetes cluster, perform the following procedure.

. Verify that you have prepared your environment as listed in the Google Nuances section above.

. Navigate to the Suite Installer Dashboard.

. Click New Kubernetes Cluster.

. Select the cloud of your choice (GKE in this case).

. Generate a service account JSON file with the following minimum required permissions in the GKE console — be sure to check the Furnish a new
private key" checkbox for the JSAON file to generate the key.

arWNE

@ If you check the Furnish a new private key checkbox the resulting JSON file from the service account automatically contains a key
when you download the file.

a. Kubernetes Engine (Admin)
b. Compute Engine (Admin)
c. Service Account (User)

Create service account

A h

Sanc scount e

test

Display name for this service account

test:590 @wakanda-214819.am gsenviceaccountcom X G
Project 0@

o

Computeadmn_~ ¥
Full control of all Compute Engine.

resources.

Service Account User v L
Create VMs and other GO tasks with a

service account, Users cannot

impersonate the account directly as they

can with Service Account Acto fole

o

Kubernetes Engine Admin + L]

Full management of Kubernetes Clusters
and their Kubernetes AP objects.

+ ADD ANOTHER ROLE
Furnish a new private key

Downloads a private k.
can't be recovered f lost

Key type.
® Json
Recommended
or2

For backward compatibilty with code using the P12 format

[ Enable G Suite Domein-wide Delegation

‘domain without manual authorization on their parts. Learn more

CANCEL

6. To connect using Google cloud credentials, download the Google service account token in JSON format that you created in the previous step.
7. Upload the JSON file mentioned in the previous step and click Connect to validate the credentials.

el CloudCenter Suite Installer

Which Cloud would you like to install the Cluster on?

@ 2 9 e

= = A
Openstack vSphere Azure Kubernetes Service
@
Amazon EKS Google Kubernetes Engine
Connect Your Cloud
Connect using your Google Kubernetes Engine credentials

* GCP SERVICE ACCOUNT TOKEN JSON FILE

Google Kubernetes Engine

Install cluster and connect with
your credentials

Minimum Permissions: Kubernetes in), Compute
Service Account(User)

CONNECT ]
<INSTALLATION METHOD “

8. Once the connection is validated, click Next.
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bl CloudCenter Suite Installer

Which Cloud would you like to install the Cluster on?
vl A

Openstack vSphere Azure Kubernetes Service

@

Amazon EKS Google Kubernetes Engine

Connect Your Cloud Connect using your Google Kubernetes Engine credentials

“ GCP SERVICE ACCOUNT TOKEN JSON FILE

. cligrimages-gke-worksjson
Google Kubernetes Engine

Minimum Permissions: Kubernetes Engine(Admin), Compute Engine(Admin),
Install cluster and connect with Service Account(User)

your credentials
EDIT

<INSTALLATION METHOD

9. Enter the following details to specify the cloud properties.

GKE Details Description

GKE Cluster ID Prefix ® The prefix must begin with a lowercase letter.
® The entire name for this cluster must not be longer than 40 characters.
® Only letters, numbers and hyphens are allowed in this field.

GKE Zone The Google cloud zone to launch the cluster.

GKE Instance Type Select the minimum resource requirements based on your environment setup.

el CloudCenter Suite Installer

What are your gke placement properties?

GKE CLUSTER ID PREFIX
ghecluster

GKE Cluster ID Prefix, prefix must start with alk ase letter and
name must not be r than 40 characters. Only letters, numbers
hyphen are allowed in a cluster's name.

* GKE ZONE
asia-east2-a

GKE Zone

Specify Placement
Properties

* GKE INSTANCE TYPE

n1-standard-8

Google Kubernetes Engine

Specify details to help us
understand about your cluster

< CHANGE CLOUD
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10. Click Install. The installation progress is visible on screen.

alilis - CloudCenter Suite Installer

1 2 @ Installing Cisco CloudCenter Suite. This will take a few minutes...

KUBERNETES CLUSTER

Kubernetes cluster was successfully created !

SUITE ADMINISTRATION
-—
Waiting for product to be ready

Install and Connect

gke

Creating cluster and installing
CloudCenter Suite admin

11. Once successful, you see the following message.

el CloudCenter Suite Installer

<

CloudCenter Suite installation successful!

TAKE ME TO SUITE ADMIN [}

‘You can also inst ot ter or download Kubeconfig file

Create your admin user and tenant then install products of your choice
are your important next steps.

12. You have the following options at this point:

a. Click Take Me To Suite Admin to launch and set up the Suite Admin.
b. Click Install Another Cluster to start another installation and go back to the homepage (Installer Dashboard).
c. Download Kubeconfig file to connect to the launched cluster using the kubectl tool.
13. Be sure to switch off the installer VM. You can reuse this VM for any other purpose, for example, as an Offline Repository.
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OpenStack Installation

OpenStack Installation

® OpenStack Nuances
® |nstallation Process

Verify the following OpenStack nuances:

® OpenStack newton release with at least the following service versions:
Cinder V2
Keystone V3
OpenStack Nova V2
OpenStack Networking V2
OpenStack Glance V2
® The tenant and project requirements for OpenStack Cloud are as follows:
® One Subnet with DNS servers set on the subnet
® Minimum Quota
® 11 Volumes
® 7VMs
® 200 GB Volume Quota
® Flavor with at least two vCPUs and 8 GB RAM
® Network Time Protocol (NTP) must be configured — this is important as the CloudCenter Suite installation can fail, if NTP is not
configured or if it is wrongly configured.

1 Ifyou setup CloudCenter Suite in offline mode, you must provide valid NTP server details before you save your configuration.

® Additionally, refer to your module documentation for module-specific dependencies:

Module Documentation

Workload Manager = Cloud Overview
Action Orchestrator = Add Cloud Account

Cost Optimizer Cloud Overview

To install the CloudCenter Suite on a new OpenStack cluster, perform the following procedure.

1. Verify that you have prepared your environment as listed in the OpenStack Nuances section above.
2. Navigate to the Suite Installer Dashboard.
3. Click New Kubernetes Cluster.
4. Select the cloud of your choice.
5. To connect using OpenStack cloud credentials, enter the following details.
OpenStack Details Description
Identity Username The OpenStack account username.
Identity Password The OpenStack account password.

OpenStack Domain Name | The OpenStack account domain name.

OpenStack Identity URL The OpenStack authentication service URL.
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aseo.  CloudCenter Suite Installer

Connect using your Openstack credentials

* IDENTITY USERNAME

kshir

* IDENTITY PASSWORD

* OPENSTACK DOMAIN NAME

Default

Connect Your Cloud
—
.
Openstack

Install cluster and connect with
your credentials

* OPENSTACK IDENTITY URL

http:/iins-cligr-rctir.cisco.com:5000

INSTALLATION METHOD

ack Domain Name

Auth Service Url

EDIT

6. Click Connect.

7. Once the connection is validated, click Next.
8. To specify the placement properties, enter the following details.

1 Ifyou setup CloudCenter Suite in offline mode, you must provide valid NTP server details before you save your configuration.

OpenStack Details
OpenStack Project

Installer Virtual Appliance

OpenStack VM Flavor
OpenStack Network Subnet

OpenStack Nova
Availability Zone

OpenStack Cinder
Availability Zone

OpenStack Floating IP Pool

NTP Servers

Description

The OpenStack project to which the Kubernetes cluster is deployed.

The base image for the OpenStack installer — this must be the same image as the CloudCenter Suite virtual
appliance.

The VM specification for the Kubernetes cluster.
The network where the VMs will be deployed.

The compute availability zone.

The OpenStack volume availability zone. This field is required if the Nova availability zone is different from
the Cinder Availability Zone.

Floating IP pool from which IP addresses are assigned to VMs.

The list of IP addresses or FQDNSs of your NTP server(s) — to be used to sync VM clocks.
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"dut CloudCenter Suite Installer

cisco

Specify Placement
Properties

Openstack

Specify details to help us
understand about your cluster

What are your openstack placement properties?

* OPENSTACK PROJECT

kshi

Project to Deploy

* INSTALLER VIRTUAL APPLIANCE

dev-docker17

Base Image used for VMs

* OPENSTACK VM FLAVOR

m2.large v

for K8s cluster

* OPENSTACK NETWORK SUBNET

kshirsubnet01 v

Subnet to Deploy

* OPENSTACK NOVA AVAILABILITY ZONE

nova

EHANEE O m

‘dses’ CloudCenter Suite Installer

cisco

Specify Placement
Properties

Openstack

Specify details to help us
understand about your cluster

nova

OPENSTACK CINDER AVAILABILITY ZONE
nova

OPENSTACK FLOATING IP POOL
provider

NTP Configuration

NTP SERVERS
time.google.com

NTP POOLS

9. Click Install. The installation progress is visible on screen.

hehs CloudCenter Suite Installer

cisco

Install and Connect

ghe

Creating cluster and installing
CloudCenter Suite admin

Installing Cisco CloudCenter Suite. This will take a few minutes. ..

KUBERNETES CLUSTER

Kubernetes cluster was successfully created !

SUITE ADMINISTRATION

-
Waiting for product to be ready

10. Once successful, you see the following message.
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oses CloudCenter Suite Installer

&

CloudCenter Suite installation successful!

TAKE ME TO SUITE ADMIN ]

You can also install another cluster or download Kubeconfig file

Create your admin user and tenant then install products of your choice
are your important next steps.

11. You have the following options at this point:

. Click Take Me To Suite Admin to launch and set up the Suite Admin.
. Click Install Another Cluster to start another installation and go back to the homepage (Installer Dashboard).
. Download Kubeconfig file to connect to the launched cluster using the kubectl tool.

. Download SSH private key to SSH into your cluster node on private clouds — each time you launch a new cluster using the installer, the
CloudCenter Suite generates a new key-pair for that cluster.

o0 oTo

.E-} For private clouds, the download link for the SSH private key is available on the last page of the installer Ul as displayed in
the following screenshot.

tets CloudCenter Suite Installer

2

CloudCenter Suite installation successful!

TAKE ME TO SUITE ADMIN [

12. Be sure to switch off the installer VM. You can reuse this VM for any other purpose, for example, as an Offline Repository.
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VMware vSphere Installation

VMware vSphere Installation

® VMware Nuances
® |nstallation Process

Verify the following VMware nuances:

Ensure to use Version 6.0 and higher.

Verify that you have sufficient shared storage between hosts.

You must have privileges to launch a VM and access the selected DC/Datastore.
Your datacenter must exist at the root level.

1 Be aware that CloudCenter Suite does not support folders at the root level.
®* Network Time Protocol (NTP) must be configured — this is important as the CloudCenter Suite installation can fail, if NTP is not
configured or if it is wrongly configured.

1 Ifyou setup CloudCenter Suite in offline mode, you must provide valid NTP server details before you save your configuration.

® |n CloudCenter Suite 5.1 and earlier, if your environment has strict URL rules that redirects (for example, using a shorter URL that redirects to http
s://storage.googleapis.com) the configured URL, you may not be able to complete the installation as these kind of redirects may not be allowed if
you have installed the repository in an offline cluster. As the offline solution is not completely air gapped in CloudCenter Suite 5.0 and 5.1, you
must added these URLs to your allowed lists behind the firewall so you can access these sites.
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@ The installation process assumes internet connectivity to certain domains. When installing CloudCenter Suite into environments
residing behind a proxy, please ensure the following domains are entirely accessible. Remember the proxy information - this will be
used during the installation of CloudCenter Suite.

(D Note: The Installer VM supports HTTP and HTTPS proxies, with or without username and password. The proxy must
support TLS 1.2.

1 Warning: Several of the following links might perform redirects. Please ensure your proxy and firewall are configured to
allow redirects of the following URLs.

Proxy URL Description

https://devhub. = Repository for Cisco CloudCenter Suite Docker Charts
cisco.com

http://devhub.
cisco.com

https://devhub-
docker.cisco.
com

http://devhub-

docker.cisco.

com

https://gcr.io Repository for Cisco CloudCenter Suite Helm Charts
http://gcr.io

https://storage. = Repository for Cisco CloudCenter Suite Tiller Image
googleapis.

com

http://storage.

googleapis.

com

Other The Suite Installer may require additional connections to the installation environment (for example, vCenter,
Hyperflex Data Platform, AWS Console, and so forth) Please ensure your cloud target is reachable via the proxy!

® For CloudCenter Suite to use a particular user account in VMware, that account must have the permissions identified in the table below.

vCenter Object Required Permission Reason
Network Assign Network If the default network in a template/snapshot must be changed
Datastore Allocate space For persistent disk operation

Browse datastore

Low level file operations

Remove file
Folder Create folder For user folder creation
Resource Apply recommendation For datastore cluster support

Assign VM to resource pool = For resource pool selection

Tasks Create task For VM operation
Update task
Virtual Machine All permissions
Global Role Set Custom Attributes To add custom attributes on virtual machines

Manage Custom Attributes

® Additionally, refer to your module documentation for module-specific dependencies:
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Module Documentation

Workload Manager | Cloud Overview
Action Orchestrator = Add Cloud Account

Cost Optimizer Cloud Overview

To install the CloudCenter Suite on a new vSphere cluster, perform the following procedure.

1. Verify that you have prepared your environment as listed in the VMware Nuances section above.

2. Navigate to the Suite Installer Dashboard.

3. Click Get Started in the New Kubernetes Cluster tile to create a new Kubernetes cluster and install the Suite Admin on it.
4. Click vSphere and enter your vSphere credentials and click Connect.

vCenter Details Description

vCenter Host The IP address or hostname of the vSphere setup
vCenter Username @ The username to be used for the vSphere setup

vCenter Password = The password to be used for the vSphere setup

Amazon EKS Google Kubernetes Engine
® : >

Connect using your vSphere credentials

*VCENTER HOST
10.13.211
I
* VCENTER USERNAME
admin@vsphere local

Connect Your Cloud
* VCENTER PASSWORD

v .

vSphere T .

Install cluster and connect with
your credentials EDIT © C

< INSTALLATION METHOD NEXT

5. Once the connection is validated, click Next.
6. To specify the placement properties, enter the following details.

vCenter Description
Details
Cluster The cluster to deploy the node in the above datacenter.

Resource Pool | The resource pool used to deploy the node.

Datastore The datastore cluster to associate with the node.
Network The network cluster to associate with the node.
Folder The folder from which the cluster node is selected.
Node Prefix Any user-defined prefix.
Virtual The folder containing the template to launch the Kubernetes cluster nodes.
Appliance
Template
Folder
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Virtual The name of the installer VM Template that you created earlier and from where you launched the Suite Installer — use this
Appliance same template to create worker VMs.

Template . . . . ) .

Name See VMware vSphere Appliance Setup for dependent details on creating the Suite Installer Virtual Appliance.

IP Allocation This switch allows you to select the mode:

Mode ® DHCP: This strategy allows the IP to be allocated by the DHCP server to the instance on server boot up. This IP

address is not known prior to server boot up.

® Static IP: This strategy allows the customer to provide the IP address. As this IP address may or may not be
available to the server (based on the availability), you must perform adequate checks to ensure IP availability before
using this strategy.

Instance Type Select the minimum Hardware Requirements based on your setup requirements. Based on your selection, the system
automatically calculates the required instance type.

didhi CloudCenter Suite Installer

What are your vsphere placement properties?
INONE
* DATACENTER

clic v

* CLUSTER

c3-components 4

RESOURCE POOL

. Abl o ~
Specify Placement
Properties
* DATASTORE
m cligr v
vSphere
Specify details to helpus I
understand about your cluster NETWORK
mgmt v

< CHANGE CLOUD

il CloudCenter Suite Installer

NETWORK

1 @ 3 mgmt v

* FOLDER

Specify Placement

* VIRTUAL APPLIANCE TEMPLATE FOLDER
Properties
Abh
vSphere VIRTUAL APPLIANCE TEMPLATE NAME
Specify details to help us
suite-v0.0.410

understand about your cluster

CHANGE CLOUD m

7. Specify the NTP Configuration details:

1 Ifyou setup CloudCenter Suite in offline mode, you must provide valid NTP server details before you save your configuration.

NTP details Description

NTP Servers The list of IP addresses or FQDNSs of your NTP server(s) — to be used to sync VM clocks.
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NTP Pools The list of IP addresses or FQDNs of your NTP pools.

‘thalt CloudCenter Suite Installer

Specify Placement

Properties

vSphere

VIRTUAL APPLIANCE TEMPLATE NAME
suite-5.0.0-RC2.5
Name of the virtual appliance template - alphanumeric characters, =;_" or
NODE PREFIX
12

r case alphanumeric characters, “ or !,
d with an alphanumeric character

* IP ALLOCATION MODE
O DHcP Static IP
vSphere IP allocation - DHCP or static IP

* WORKER INSTANCE TYPE ©
8CPU_32GBMem

4workers will be launched

NTP Configuration

NTP SERVERS

Specify details to help us
understand about your cluster

Comma-separated list of NTP servers/pools - hostname or IP Address

< CHANGE CLOUD INSTALL

8. Conditional if using Static IP.
a. The Start IP and End IP for the Static IP Pool range should be large enough to cover the following VMs:

i. 3 primary servers
ii. 1Load Balancer
iii. Number of Worker VMs used in your environment

1" The Number of Worker VMs depends on the selected instance type. For example:

® |If the instance type is large (8 CPU, 32GB memory), then 4 workers are created and the total static IPs
required for this environment are 8 IPs (4 worker VMs, 3 primary servers, and 1 load balancer).

® |f the instance type is large (8 CPU, 24GB memory), then 5 workers are created and the total static IPs
required for this environment are 9 IPs (5 worker VMs, 3 primary servers, and 1 load balancer).

® |If the instance type is large (8 CPU, 16GB memory), then 7 workers are created and the total static IPs
required for this environment are 10 IPs (6 worker VMs, 3 primary servers, and 1 load balancer).

® |f the instance type is smaller (4 CPU, 16GB memory), then 8 workers are created, so the static IPs
required for this environment are 12 IPs (8 worker VMs, 3 primary servers, and 1 load balancer).

Accordingly, select the IP range by taking into consideration the Number of Worker VMs that will be created based
on instance type.

This is just an example, be aware that different datacenters will have different instance types configurations and
dependencies.

@ To determine the number of workers select the instance type in the CloudCenter Suite installer, the Number of
Worker VMs are calculated and displayed at the bottom of the instance field as displayed in the following screenshot.
10188 12

STATIC IP POOL END IP

101" =24

255.255.248.0

DNS SERVER LIST
Bl S0, - L
Specify Placement
Properties
GATEWAY LIST
m i
vSphere
Specify details to helpus * WORKER INSTANCE TYPE ©

inderstand about your cluster
4CPU_16GBMem
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b. If you need to scale up nodes after setting up the Suite Admin, then you must ensure a wider range:

i. If you plan to scale up by one node and you have already selected the instance type such that 8 worker VMs are created, then
the valid static IP range must be 10.0.0.12 to 10.0.0.24 (or higher, depending on the scale up number).
ii. In this example:

1. The worker VMs will consume 8 IPs, the primary server VMs will consume 3 IPs, and the load balancer will consume 1
IP.

2. Additionally, you need to scale up by one node which will consume 1 more IP, making taking the total to 13 IPs.
3. These IPs should be available for allocation — they should not have been allocated to any other VM or resource.

9. Click Install. The installation progress is visible on screen.
10. Once successful, you see the following message.

il CloudCenter Suite Installer

&

CloudCenter Suite installation successful!

“TAKE ME TO SUITE ADMIN [ ]

You can also inst ot ter or download Kubs fig fil

Create your admin user and tenant then install products of your choice
are your Important next steps.

11. You have the following options at this point:

. click Take Me To Suite Admin to launch and set up the suite Admin.
. Click Install Another Cluster to start another installation and go back to the homepage (Installer Dashboard).
. Download Kubeconfig file to connect to the launched cluster using the kubectl tool.

. Download SSH private key to SSH into your cluster node on private clouds — each time you launch a new cluster using the installer, the
CloudCenter Suite generates a new key-pair for that cluster.

o0 oT o

@ For private clouds, the download link for the SSH private key is available on the last page of the installer Ul as displayed in
the following screenshot.

tets CloudCenter Suite Installer

2

CloudCenter Suite installation successful!

TAKE ME TO SUITE ADMIN [ ]

12. Be sure to switch off the installer VM. You can reuse this VM for any other purpose, for example, as an Offline Repository.

46

Cisco Cloud Management Documentation 6


http://docs.cloudcenter.cisco.com/cvim
https://docs.cloudmgmt.cisco.com/display/SUITEADMIN/Suite+Admin+5.0+Home
https://kubernetes.io/docs/reference/kubectl/overview/

Cisco CVIM Documentation

Existing Cluster Installation

Install the CloudCenter Suite on an Existing Kubernetes Cluster

Overview
Restrictions
Prerequisites
Procedure

Once you access the Suite Installer Dashboard (see Prepare Infrastructure), you can choose to install the Suite Admin on an existing cluster.

Before proceeding with section, adhere to the following restrictions:

AWS: The CloudCenter Suite does not currently support a Suite Admin installation on an existing AWS cluster.
Permission: Admin-level permissions for the cluster are mandatory for a user to install the Suite Admin in an existing cluster.

Verify that the cluster adheres to the following requirements:

Kubernetes Version: The existing Kubernetes cluster must be of Version v1.11.3.
Kubernetes Add ons: Install Cert-manager version v0.5.2 (required) using the following command (refer to https://cert-manager.readthedocs.io/en
/latest/ for details):

kubect| apply -f https://raw. githubusercontent.conljetstack/cert-nmanager/rel ease-0.5/contrib/manifests
/cert-manager/with-rbac. yan

StorageClass: The default storageClass must be configured.

Kubeconfig: The kubeconfig user must have cluster-admin permission in the kubeconfig namespace.
® |[f the cluster does not support Load Balancer.
® GCP: You must remove auth provider and use the admin user password.

Pod Priority: Define the PriorityClass for suite-high/suite-medium/suite-low.
® Refer to https://kubernetes.io/docs/concepts/configuration/pod-priority-preemption/ for details.
® The commands to define PriorityClass are listed in the following code block.
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# create pod priority class: suite-high/suite-nediun suite-|ow

## begin create pod priority
cat <<EOF | kubectl apply -f -
api Versi on: schedul i ng. k8s.i o/ vlibetal
kind: Priorityd ass
net adat a:
name: suite-high
val ue: 1000000
gl obal Defaul t: fal se

description: "H gh priority"

api Versi on: schedul i ng. k8s.io/vlbetal
kind: PriorityC ass
net adat a:
name: suite-medium
val ue: 10000
gl obal Defaul t: false

description: "Mediumpriority"

api Version: scheduling. k8s.io/vlbetal
kind: PriorityC ass
net adat a:
name: suite-Ilow
val ue: 100
gl obal Defaul t: fal se
description: "Low priority"

ECF

## end create pod priority

® RBAC - Must be enabled.
To install the CloudCenter Suite on an existing cluster, perform the following procedure.

1. Navigate to the Suite Installer Dashboard.
2. Click Existing Kubernetes Cluster to get started as displayed in the following screenshot.
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‘htl CloudCenter Suite Installer

Welcome to CloudCenter Suite Installer!

Choose your installation method or setup a local repository.

New Kubernetes Cluster Existing Kubernetes Cluster

We install a new Cluster on a Cloud of your choice Point us to your Cluster

GET STARTED GET STARTED

Setup Offline Repository - Use this repository to sync with Cisco repository. GET STARTED

Once the infrastructure is avalable, core micro services from
CloudCenter Suite will be deployed.

3. Verify that you have met the items identified in the Prerequisites section above. The following screenshot displays these tips as well.

K8sVersion - The existing k8s cluster should be of version v1.11.0 and above.
K8sAddons - Cert-manager should be installed
StorageClass - Default storageClass should be configured.

Kubeconfig - The kubeconfig user should have admin permission in the kubeconfig namespace. For gcp
remove auth provider and use admin user password. The kubeconfig user need to have permission to Get/List

PodPriority - Please define PriorityClass for suite-high,

Upload the Kube Configuration file to connect with your Cluster

* DOES THIS CLUSTER SUPPORT LOADBALANCER AS SERVICE TYPE

Upload Kube

Configuration file adbalance is supported by GKE, AKS, EKS. For Private Cloud please check
our Cluster Admin

* UPLOAD FILE

SELECTFILE config (37) ©

<INSTALLATION METHOD INSTALL

4. Identify if you cluster supports load balancer as the service type — accordingly, turn this toggle

a. YES — Toggle ON if supported (public clouds generally support load balancers)
b. NO — Toggle OFF if not supported (private clouds generally do not support load balancers)
5. Upload the Kubeconfig file.
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6. Click Install. The installation progress is visible on screen. Once successful, you see the message displayed in the following screenshot.
il CloudCenter Suite Installer

@

CloudCenter Suite installation successful!

TAKE ME TO SUITE ADMIN Ll

You can also install another cluster

Create your admin user and tenant then install products of your choice
are your important next steps.

7. You have the following options at this point:
a. Click Take Me To Suite Admin to launch and set up the Suite Admin.
b. Click Install Another Cluster to start another installation on the same cluster.

You have now installed the Suite Admin on an existing cluster.

50

Cisco Cloud Management Documentation


http://docs.cloudcenter.cisco.com/cvim
https://docs.cloudmgmt.cisco.com/display/SUITEADMIN/Suite+Admin+5.0+Home

Cisco CVIM Documentation

Offline Repository
Offline Repository

® |ntroduction
® Prerequisites for Offline Repository
® Setup the Offline Repository

A repository connection enables access from one of the CloudCenter Suite VMs to the default Cisco Products Repository. This default repository is only
accessible if you have direct internet access.

The CloudCenter Suite will try to connect to the Cisco Products Repository to install and upgrade the product modules.

11 The default Cisco Products Repository is only accessible if your underlying Kubernetes cluster has direct internet access.

If you are behind a proxy, you may have internet access but will not be able to move forward with installing modules without the offline
repository.

If you do not have internet access, you must:

® |nstall the Cisco Products Repository in your environment.
® Connect the CloudCenter Suite to the offline repository (see Offline Repository Configuration).

After you create a VM from the OVA, you have the option to use the VM as an offline repository server.

The offline repository connects to the default Cisco Products Repository and allows you to install or upgrade within the Suite Administration.

1 The offline repository is the same for all supported clouds — and is only supported for OpenStack and VMware clouds.

® The offline repository VM must have access to the Cisco repository at devhub-docker.cisco.com and devhub.cisco.com.

® You must manually set up a valid DNS name for the repository VM.

® You must get a valid certificate and a private key pair for the DNS name (self-signed certificates are not acceptable, you must get a Certificate
Authority to sign the certificate)

® The repository VM must be accessible from the Kubernetes cluster through the domain name.

® Optional. If your offline repository server requires a proxy to connect to the Internet, you must have the proxy configuration ready.

* A VM that was used for the installation can also be used as an offline repository after the installation completes.

@ Once converted to an offline repository, this VM can no longer be used as the installer VM.

To setup an offline repository, follow this procedure.

1. Click Get Started in the Setup Offline Repository area.
el CloudCenter Suite Installer

Welcome to CloudCenter Suite Installer!

Choose your installation method or setup a local repository.

New Kubernetes Cluster Existing Kubernetes Cluster
We install a new Cluster on a Cloud of your choice Point us to your Cluster
‘ GET STARTED | GET STARTED
Setup Offline Repository - Use this repository to sync with Cisco repository. GET STARTED
Once the infrastructure is available, core micro services from
CloudCenter Suite will be deployed.

2. Click Select File to upload the certificate and the private key.
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@ Verify that the certificate and private key files have been assigned 755 permissions (full permissions for the owner, and read/execute
permission for others).

CloudCenter Suite Installer

Suite Admin Kubernetes cluster must have access to the offline repository through domain name.

Offline repository must have access to https:/devhub cisco.com and https://devhub

cker.cisco.com

Configure optional HTTPS proxy if this offline repository requires proxy to reach Cisco host repository

This offline repositery cannot be reused to install Cisco CloudCenter Suite.

Configure your offline repository.

* UPLOAD CERTIFICATE

SELECTFILE

fullchain.per

* UPLOAD PRIVATE KEY
SELECT FILE ‘ privkeylpem

Upload Files

* OFFLINE REPOSITORY DOMAIN NAME

Upload certificate and private

repo.myofflinerepo.com|
key to configure repository

HTTPS PROXY HOST

< CHANGE INSTALLATION METHOD BEl

3. Enter the DNS name in the Offline Repository Domain Name field.
4. (Optional) Enter the proxy IP or DNS name in the HTTPS Proxy Host field..

G) This step is required only if you connect to the Internet via a proxy.

5. Click Done to complete the installation.
6. Navigate back to CloudCenter Suite to connect to the repository and perform further actions in CloudCenter Suite.

Once you setup offline repository, note its DNS name so you can re-launch the CloudCenter Suite Installer Repository Proxy success
page so you can edit the repository details at a later date.

Oses. CloudCenter Suite Installer

0

Repository Proxy setup successful!

‘ EDIT REPOSITORY

Important next steps: You can now go to CloudCenter Suite and connect

your repasitory.

Edit Offline Repository

Once you have set up the repository, you can click the Edit Repository link to change the certificates, DNS name, and proxy settings.
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If you are editing the repository at a later time, use the DNS address (that you noted down after you Setup the Offline Directory as described in the
previous section) to re-launch the CloudCenter Suite Installer Repository Proxy success page and click the Edit Repository link.

Configure your offline repository.

* UPLOAD CERTIFICATE

SELECTFILE

* UPLOAD PRIVATE KEY

SELECT FILE

* OFFLIME REPOSITORY DOMAIN NAME
offline9751.oneqaciscocpsgtesting.com
walid domain name matching the provided certificate
HTTPS PROXY HOST
10.193.76.120
u pload Files proxy host IP address or DNS name, e.g myproxy.com
Upload certificate and private PORT
key to configure repository
3128

proxy port, allowed value range is from 1 to 65535

PROXY REQUIRES PASSWORD

@ If you change the proxy password in the proxy instance, wait for at least 30 seconds for the new password to take effect, before updating the
new password in the Edit Repository page.

offline97 51.onegaciscocpsgtesting.com
valid domain mame matching the provided certificate
HTTPS PROXY HOST

10.1.71
proxy host |IP address or DNS name, e.g. myproxy.com
PORT

3128
proxy port, allowed value range Is from 1to 65535

PROXY REQUIRES PASSWORD

. *USER NAME
Upload Files
jon
Upload certificate and private
key to configure repository username to be used to authenticate to proxy
* PASSWORD
sssss o

password to be used to authenticate to proxy

53

Cisco Cloud Management Documentation 3


http://docs.cloudcenter.cisco.com/cvim

Cisco CVIM Documentation

Troubleshooting

Troubleshooting
® Finding Kubernetes Resources
® Error during the Suite Installation Process (Lack of Resources)
® The Progress bar for a Kubernetes Cluster is Stuck at Launching cluster nodes on the cloud or Configuring the primary cluster
® |nstallation Failed: Failed to copy <script-name.sh> to remote host or any error related to SSH connection failure
® A Pod has Unbound PersistentVolumeClaims
® The Kubernetes Cluster Is Installed Successfully, but the Progress Bar for Suite Administration is Stuck at Waiting for product to be ready
® After Using Suite Admin for a While, Users Cannot Login to Suite Admin if Any Cluster Node is in a NotReady State
® |nstallation Failed: Failed to copy <script-name.sh> to remote host or any error related to SSH connection failure
® Error in Creating a Cluster
L]

Download Logs

For private clouds, the download link for the Kubeconfig file is available on the last page of the installer Ul as displayed in the following screenshot.

asee CloudCenter Suite Installer

CloudCenter Suite installation successful!

TARE METO SUITE ADMIN v

You can abo install anotl Ler ar download Kubeconhyg Rle and 55 eale k

Creata your admin user and tenant ¢

AFE Yaur o

While you may see this file for successful installations in the above screen, you will not be able to access this file if your installation was not successful.

This file is required to issue any command listed in the https://kubernetes.io/docs/reference/kubectl/cheatsheet/ section of the Kubernetes documentation.

By default, the kubectl command looks for the Kubeconfig file in the $HOME/.kube folder.

® Successful installation: Copy the downloaded Kubeconfig file to your $SHOME/.kube folder and then issue any of the kubectl commands listed in

the Kubernetes cheatsheet link above.
® Stalled Installation:
® Private clouds and most public clouds: SSH into one of the primary server nodes and copy the Kubeconfig file from /etc/kubernetes
/admin.conf to the /root/.kube folder.

® GCP: Login to GCP, access the Kubernetes Engine, locate your cluster, click Connect to Connect to the cluster, and click the copy icon

as displayed in the following screenshot. You should have already installed gcloud in order to view this icon.
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Connect to the cluster

You can connect to your cluster via command-line or using a dashboard

Command-line access

Configure kubectl command line access by running the following command:

; gcloud container clusters get-credentials pujanrc221-7220e62e-ca6f-4f@88-963c-9e49b --zone us-eastl-b --projecﬂr:]

Run in Cloud Shell

Cloud Console dashboard

You can view the workloads running in your cluster in the Cloud Console Workloads dashboard.

Open Workloads dashboard

0K

At any time, if you your installation stalls due to a lack of resources, perform this procedure to analyze the error logs.
To fetch the logs for this pod run :

1. Locate the actual name of the container by running the following command:

kubect| get pods -all-nanespaces | grep comon-franmework-suite- prod- ngnt - XXXX

2. Click the Download Logs Download link to download the installation logs for the failed service in case of an installation failure.
3. View the Logs for the container: common-framework-suite-prod-mgmt ...
4. Run the following command to view the error:

kubect!| logs -f comon-framework-suite-prod-ngnt-Xxxxx -n cisco

The issue displayed in the following screenshot could be an issue with the cloud environment. Refer to your cloud documentation for possible issues.
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il CloudCenter Suite Installer

Installing Cisco CloudCenter Suite. This will take a few minutes. ..

KUBERNETES CLUSTER - INSTALLATION FAILED

-
Launching cluster on the cloud

SUITE ADMINISTRATION

START OVER DOWNLOAD LOGS

Install and Connect

Q

Amazon EKS

Creating cluster and installing
CloudCenter Suite admin

Other examples:

® |f the target cloud is vSphere, check if the cloud account being used has permissions to launch a VM and if the VM is configured with a valid IPv4

address.
® |f the cluster nodes are configured to use static IP, verify if the IP pool used is valid and if all the launched nodes have a unique IP from the pool.

This issue can occur when the installer node cannot SSH/SCP into launched cluster nodes. Verify if all the launched nodes have a valid IPv4 address and
if the installer network can communicate with the Kubernetes cluster network (if they are on different networks). Also verify that the cluster nodes are able
to connect to vSphere.
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The problem displayed in the following screenshot is usually caused when the cloud user does not have permissions to the configured storage. For
example, a vSphere user may not have permissions to the selected datastore.

il CloudCenter Suite Installer

1 2 @ Installing Cisco CloudCenter Suite. This will take a few minutes. ..

KUBERNETES CLUSTER

Kubernetes cluster was successfully created !

SUITE ADMINISTRATION - INSTALLATION FAILED

.Message: common-framework-grafana-6b4f9ff7f4-bevsl, FailedScheduling, pod has unbound PersistentVolumeClaims (repeated 3 times)

START OVER DOWNLOAD LOGS

Install and Connect

vsphere

Creating cluster and installing
CloudCenter Suite admin

This issue indicates that the CloudCenter Suite installation has some issue. Use the downloaded SSH key to SSH into one of the primary server nodes. To
check the status of the pods, run kubectl get pods --all-namespaces for each pod. If the status does not display Running, run the following commands
to debug further:

kubect| describe pod <pod-name> -n cisco

or

kubect!| 1ogs -f <pod-nane> -n cisco

Use the downloaded SSH key to SSH into each cluster node and check if the system clock is synchronized on all nodes. Even if the NTP servers were
initially synchronized verify if they are still active by using the following command.

nt pdate <ntp_server>

This issue may be the result of any of the following situations:

® Are all the cluster nodes up and running with a valid IP address?
® |f the nodes are running, then use the downloaded SSH key to SSH into one of the primary server nodes.
® Run the following command on the primary server to verify if all the nodes are in the Ready state.

kubect| get nodes

If any of the nodes are Not Ready state, then run the following command on the node:

kubect| descri be node <node- name>

If none of the above methods work, retry the installation or contact your CloudCenter Suite admin.
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In case of failure (due to a quota availability issue) during the installation process, an error message similar to the one displayed in the following
screenshot appears.

il CloudCenter Suite Installer

What are your gke placement properties?

GKE CLUSTER ID PREFIX
gkecluster

GKE Cluster ID Prefix, prefix must start with a lowercase letter and cluster's
name must not be longer than 40 characters. Only letters, numbers and
hyphen are allowed in a cluster's name.

* GKE ZONE
asia-east2-a

GKE Zone
Specify Placement

R * GKE INSTANCE TYPE
Properties

nl-standard-2

GKE Instance Type
Error in Creating Cluster! rpc

Google Kubernetes Engine error: code = PermissionDenied
desc = Insufficient project quota
Specify details to help us to satisfy request: resource
understand about your cluster "ROUTES": request requires '3.0'
and is short '2.0' project has a
quota of '‘300.0' with '1.0'
available.

< CHANGE CLOUD ERROR IN CREATING CLUSTER! RPC ERROR: CODE...

Click the Download Logs Download link to download the installation logs for the failed service in case of an installation failure. See Monitor Modules > Do
wnload Logs for additional information.
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