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This document provides an introduction to the process for deploying the Veritas NetBackup master
server and media server on the Cisco UCS® C240 M5 Rack Server.
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Introduction

This document describes at a high level the installation and configuration steps for deploying Veritas NetBackup on the Cisco UCS
C240 M5 Rack Server to build a data protection solution. This document does not provide a detailed step-by-step guide, and not
every task is documented. The document focuses on the steps that are relevant to the specific use case under discussion. To
complete the deployment, you should be familiar with the following:

¢ Cisco Unified Computing System™ (Cisco UCS) configuration
e Microsoft Windows and Linux installation and configuration

e Veritas NetBackup configuration

Technology overview

This section introduces the technologies used in the solution described in this document.

Cisco Unified Computing System

Cisco UCS is a state-of-the-art data center platform that unites computing, network, storage access, and virtualization resources
into a single cohesive system.

The main components of Cisco UCS are described here:

¢ Computing: The system is based on an entirely new class of computing system that incorporates rack-mount and blade
servers using Intel® Xeon® processor CPUs. The Cisco UCS servers offer the patented Cisco® Extended Memory
Technology to support applications with large data sets and allow more virtual machines per server.

¢ Network: The system is integrated onto a low-latency, lossless, 10- or 40-Gbps unified network fabric. This network
foundation consolidates LANs, SANs, and high-performance computing (HPC) networks, which are separate networks
today. The unified fabric lowers costs by reducing the number of network adapters, switches, and cables, and by
decreasing the power and cooling requirements.

¢ Virtualization: The system unleashes the full potential of virtualization by enhancing the scalability, performance, and
operational control of virtual environments. Cisco security, policy enforcement, and diagnostic features are now extended
into virtualized environments to better support changing business and IT requirements.

e Storage access: The system provides consolidated access to both SAN storage and network-attached storage (NAS) over
the unified fabric. By unifying the storage access layer, Cisco UCS can access storage over Ethernet (with Network File
System [NFS] or Small Computer System Interface over IP [iSCSI]), Fibre Channel, and Fibre Channel over Ethernet (FCoE).
This approach provides customers with choice for storage access and investment protection. In addition, server
administrators can pre-assign storage-access policies for system connectivity to storage resources, simplifying storage
connectivity and management for increased productivity.
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Figure 1.  Cisco UCS Manager
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The Cisco UCS consists of the following components:

Cisco

Cisco UCS Manager provides unified, embedded management of all Cisco UCS software and hardware components

(Figure 1).

Cisco UCS 6000 Series Fabric Interconnects are line-rate, low-latency, lossless, 10-Gbps Ethernet and FCoE interconnect

switches providing the management and communication backbone for Cisco UCS.

Cisco UCS 5100 Series Blade Server Chassis supports up to eight blade servers and up to two fabric extenders in a six-

rack unit (6RU) enclosure.

Cisco UCS B-Series Blade Servers increase performance, efficiency, versatility, and productivity with Intel-based blade

servers.

Cisco UCS C-Series Rack Servers deliver unified computing in an industry-standard form factor to reduce total cost of

ownership (TCO) and increase agility.

Cisco UCS S-Series Storage Servers deliver unified computing in an industry-standard form factor to address data-
intensive workloads with reduced TCO and increased agility.

Cisco UCS adapters, with wire-once architecture, offer a range of options to converge the fabric, optimize virtualization,

and simplify management.

UCS is designed to deliver:

Reduced TCO and increased business agility

Increased IT staff productivity through just-in-time provisioning and mobility support
A cohesive, integrated system that unifies the technology in the data center
Industry standards supported by a partner ecosystem of industry leaders

Unified, embedded management for easy-to-scale infrastructure
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Cisco UCS C240 M5 Rack Server

The Cisco UCS C240 M5 Rack Server (Figure 2) is a 2-socket, 2RU rack server offering industry-leading performance and
expandability. It supports a wide range of storage and I/O-intensive infrastructure workloads, including big data and analytics, data
protection, and collaboration workloads. Cisco UCS C-Series Rack Servers can be deployed as standalone servers or as part of a
Cisco UCS managed environment to take advantage of Cisco’s standards-based unified computing innovations that help reduce
customers’ TCO and increase business agility.

Figure 2. Cisco UCS C240 M5 Rack Server

In response to ever-increasing computing and data-intensive real-time workloads, the enterprise-class Cisco UCS C240 M5
server extends the capabilities of the Cisco UCS portfolio in a 2RU form factor. It incorporates the Intel Xeon Scalable processors,
supporting up to 20 percent more cores per socket, twice the memory capacity, and five times more Non-Volatile Memory Express
(NVMe) PCI Express (PCle) solid-state disks (SSDs) than the previous generation of servers. These improvements deliver
significant performance and efficiency gains that will improve your application performance. The C240 M5 delivers outstanding
levels of storage expandability with exceptional performance, with:

e The latest Intel Xeon Scalable CPUs, with up to 28 cores per socket
e Up to 24 DDR4 DIMMs for improved performance
¢ Intel 3D XPoint-ready support, with built-in support for next-generation nonvolatile memory technology

e Up to 26 hot-swappable small-form-factor (SFF) 2.5-inch drives, including 2 rear hot-swappable SFF drives (up to 10
support NVMe PCle SSDs on the NVMe-optimized chassis version), or 12 large-form-factor (LFF) 3.5-inch drives plus 2
rear hot-swappable SFF drives

e Support for a 12-Gbps SAS modular RAID controller in a dedicated slot, leaving the remaining PCle Generation 3.0 slots
available for other expansion cards

e Modular LAN-on-motherboard (mLOM) slot that can be used to install a Cisco UCS virtual interface card (VIC) without
consuming a PCle slot, supporting dual 10- or 40-Gbps network connectivity

e Dual embedded Intel X550 10GBASE-T LAN-on-motherboard (LOM) ports
e Modular M.2 or Secure Digital (SD) cards that can be used for boot
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Veritas NetBackup

Veritas NetBackup offers enterprise-class data protection. Recognized as the market leader in enterprise backup and recovery
software for more than a decade, Veritas NetBackup is built to protect the largest and most demanding data center environments.
NetBackup delivers breakthrough capabilities for virtualized and cloud-based deployments that go well beyond what traditional
backup software can achieve.

¢ Comprehensive: As a single, unified solution to protect all of your data assets, NetBackup provides support for almost
every popular server, storage, hypervisor, database, application, and cloud platform used in enterprises today.

e Scalable: High performance, intelligent automation, and centralized management based on a flexible, multitier architecture
enables NetBackup to adapt to the growing needs of a fast-paced, modern enterprise. More information is available at
https://www.veritas.com/product/backup-and-recovery/backup-benchmark.

¢ Integrated: From backup appliances to cloud storage, NetBackup integrates at every point in the technology stack to
improve reliability and performance.

¢ Innovative: With hundreds of patents awarded in areas including backup, recovery, virtualization, deduplication, and
snapshot management, NetBackup continues a long tradition of bringing advanced technologies to market first.

¢ Proven: For more than a decade, NetBackup has led the industry as the most popular enterprise data protection software
by market share and is used by many of the largest enterprises in the world. When you need your data back, you can trust
NetBackup.
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Solution design and suggested configuration

Cisco UCS with Veritas NetBackup addresses the data protection needs of modern data centers. The increasing percentage of
virtualized workloads, the dramatic increase in the size and amount of data, and the changes in the ways that companies do
business and work with data have had an immense impact on data protection solutions. With the time requirement for backup
operations reduced to minutes and recovery point objective (RPO) and recovery time objective (RTO) requirements in the range of
minutes to one hour, technologies such as compression, deduplication, replication, and backup to disk are essential in every
design. The features and functions provided by Veritas NetBackup, combined with the features and functions provided by Cisco
UCS servers, create a powerful solution for fast backup and fast restore operations. For long retention periods and for less
frequently accessed data, tape libraries or object storage on Cisco UCS S3260 Storage Servers can be used. With the
combination of Cisco and Veritas technology, you can easily scale from tens of terabytes (TB) up to multiple petabytes (PB) of
protected data.

Disks are now common backup media, and data backup on disk generally provides faster restore operations. Disk-based storage
can be useful if you have many incremental backups and the percentage of data change is small. If the volume of data in
incremental copies is insufficient to help ensure efficient writing to tape, consider disk storage. After writing the data to disk, you
can use staging or storage lifecycle policies to copy batches of images to tape. This arrangement can produce faster backup
operations and prevent wear and tear on your tape drives.

Consider the following factors when backing up a data set to disk or tape:

e Disks are well suited for short retention periods; tape is better suited for longer retention periods.
e Disks are well suited for staging; tape is good for long-term storage.

e Disks are better suited for low-volume incremental backups.

e Synthetic full backups are faster when incremental backup copies are stored on disk.

e Restoration from disk is usually faster than from tape.

e If client backup operations are too slow to keep the tape in motion, send the backups to disk.

o |f the backups are small, send the backups to disk.

e Staging or lifecycle policies can later move the backup images to tape.

There is no “best” position in the infrastructure to install a Veritas NetBackup media server. Many different options are available
regardless of how big a data center is. One option is to position the NetBackup servers in a central place in the physical network so
that it can be accessed from everywhere with the required bandwidth. With this approach, the number of required NetBackup
servers will be small, but the amount of network traffic will be high. Another option is to place the NetBackup servers as close as
possible to the data source. With this approach, the number of NetBackup servers will be greater, but the amount of network traffic
on the core network will be much less.

With most data transferred from the backup client to the server and not directly from storage, and with the unique design of Cisco
UCS, the use of one NetBackup server per Cisco UCS domain will limit the required network bandwidth dramatically. This option
also allows Cisco UCS Manager to manage all NetBackup servers.

Suggested hardware configurations

Based on the sizing rules for the NetBackup master server and media server components, Cisco has defined suggested
configurations (Tables 1 and 2) for different scale options. The configurations for the NetBackup master server cannot also be used
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to configure the NetBackup media server. However, the configurations for the NetBackup media server can be used to deploy a

single server with both functions.

As a deployment option, the Veritas NetBackup master server can run virtualized to manage the physical NetBackup media server.

The recommended approach is to use two or more NetBackup media servers per NetBackup domain.

Cisco UCS C200

Suggested Cisco UCS configurations for NetBackup master server

Cisco UCS B200

Cisco UCS C480

Cisco UCS B480

Cisco UCS C880

Table 1.
Cisco UCS C200
platform
Maximum number of g0
managed media
servers
Maximum number of 8000
backup jobs per day
Cisco UCS rack C220 M5 and C240
servers
M5
CPU 2 Intel Xeon
processor 5118
(12 cores, 2.3 GHz,
and 105W)
Memory 64 GB
LOM ports 2 x 10 Gbps
Table 2.

platform

120

12,000
C220 M5 and C240
M5

2 Intel Xeon
processor 6148
(20 cores, 2.4 GHz,
and 150W)

128 GB

2 x 10 Gbps

platform

120

12,000

B200 M5

2 Intel Xeon
processor 6148
(20 cores, 2.4 GHz,
and 150W)

128 GB

2 x 40 Gbps

platform

250

25,000

C480 M5

4 Intel Xeon
processor 6148
(20 cores, 2.4 GHz,
and 150W)

256 GB

2 x 10 Gbps

platform

250

25,000

B480 M5

4 Intel Xeon
processor 6148
(20 cores, 2.4 GHz,
and 150W)

256 GB

2 x 40 Gbps

platform

750

75,000

C880 M5

8 Intel Xeon
processor 8176
(28 cores, 2.1 GHz,
and 165W)

512 GB

2 x 40 Gbps

Cisco UCS C240

with 4 TB

Suggested Cisco UCS configurations for NetBackup media server

Cisco UCS C240
with 6 TB

Cisco UCS S3260
with 6 TB

Cisco UCS S3260
with 10 TB

Boot disks

Data disks

Raw capacity

Average usable capacity

Cisco UCS rack servers

CPU

Memory
RAID cache

RAID

Maximum Fibre Channel ports

LOM ports

2 x 480-GB SSDs

12 x 4-TB SAS

48 TB

36 TB

C240 M5 LFF

Intel Xeon processor 5118
(12 cores, 2.3 GHz, and
105W)

64 GB

1 GB

RAID 6

4 x 16 Gbps

2 x 10 Gbps

2 x 480-GB SSDs

12 x 6-TB SAS

72 TB

54 TB

C240 M5 LFF

Intel Xeon processor 6148
(20 cores, 2.4 GHz, and
150W)

128 GB

1 GB

RAID 6

8 x 16 Gbps

2 x 40 Gbps

© 2017 Cisco and/or its affiliates. All rights reserved. This document is Cisco Public Information.

Cisco UCS S3260 with 6 TB

2 x 480-GB SSDs

® 14 x 6-TB SAS
® 28 x 6-TB SAS
® 42 x 6-TB SAS
® 56 x 6-TB SAS

® 66 TB
e 1327TB
e 198 TB
® 264 TB

S$3260 M4

Intel Xeon processor E5-

2650 v4 (12 cores, 2.2 GHz,

and 105W)

256 GB

4GB

RAID 6 and RAID 60
4 x 16 Gbps

2 x 40 Gbps

Cisco UCS S3260 with 10
TB

2 x 480-GB SSDs

14 x 10-TB SAS
28 x 10-TB SAS
42 x 10-TB SAS
56 x 10-TB SAS

e 110TB
® 220TB
® 330 TB
® 440 TB

S3260 M4

Intel Xeon processor E5-
2695 v4 (18 cores, 2.1 GHz,
and 120W)

256 GB

4GB

RAID 6 and RAID 60
4 x 16 Gbps

2 x 40 Gbps
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The suggested configurations based on the Cisco UCS C240 are “as-is” configurations with no option to scale within the chassis.
The design is for small deployments and remote-office and branch-office (ROBO) deployments or for staging units for backup to
disk and then to tape or backup to disk and then to cloud.

The suggested configuration based on the S3260 with 6- and 10-TB drives provides the option to choose 14, 28, 42, or 56 drives
at the time of ordering and to scale to 56 drives later. The configuration with 6-TB drives provides better throughput per terabyte,
and the configuration with 10-TB drives provides lower cost per terabyte.

NetBackup provides a data deduplication function, which requires a deduplication database. You can place the deduplication
database on the same storage device as the storage unit. However, a better and more performant option is to use dedicated flash-
memory storage for the deduplication database. The flash storage options for the suggested configurations are listed in Table 3.

Table 3. Optional flash storage for NetBackup deduplication storage unit
Cisco UCS C240 Cisco UCS C240 Cisco UCS S3260 Cisco UCS S3260
with 4 TB with 6 TB with 6 TB with 10 TB
Memory 64 GB 128 GB 256 GB 256 GB
Storage for deduplication 1 x 3.8-TB half-height, 1 x 6.4-TB half-height, e 1 x7.2-TB 2.5-inch e 1 x7.2-TB 2.5-inch
sl half-length NVMe half-length NVMe NVMe NVMe
® :2x7.2-TB25- ® 2 x 7.2-TB 2.5-inch
inchNVMe NVMe
® 3x7.2-TB 2.5-inch ® 3x7.2-TB 2.5-inch
NVMe NVMe
e 3x 7.2-TB 2.5-inch ® 3 x 7.2-TB 2.5-inch NVM
NVMe

© 2017 Cisco and/or its affiliates. All rights reserved. This document is Cisco Public Information. Page 9 of 64
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Cisco UCS configuration

This document covers the use of the Cisco UCS C240 M5 Rack Server to install the Veritas NetBackup media server or master
server with a media management role.

The basic steps for connecting a Cisco UCS C240 server to a Cisco UCS domain are described in the C240 installation guide.

Note: The design and configuration principles can be used for unmanaged installations. The Cisco Integrated Management
Controller (IMC) is used for the storage and network configurations as well as for the operating system installation.

A RAID group with the two SSDs in the back of the chassis is used to install the operating system.
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Choose Storage Area > Storage Policy > Disk Group Policy. For RAID Level, choose RAID 1 Mirrored and select slot numbers 1
and 2.
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Storage / 1 root /

©
v Storage General Events

~ Storage Profiles

» Disk Group Policies

RAID1-DG-Boot
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@

@ Logged in as admin@10.29.149.205

Actions Properties
~ root
Delete Name  : RAID1-DG-Boot
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Show Policy Usage Description :
~ Storage Policies S
RAID Level : [RAID 1 Mirrored v
~ root
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Y, Advenced Fier 4 Export & Print

i
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:

Virtual Drive Configuration

Strip Size (K8) Platform Default
Access Policy | Platform Default v
Read Policy » Platform Default _ Read Ahead _ Normal
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‘Always Write Back

10 Policy. + [(@)Platform Default _ Direct ) Cached
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System Time: 2017-06-25T23:29

All front-loaded drives are used in one disk group policy with the RAID level RAID 6 Striped Dual Parity for capacity.
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 root
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(=)

RAID1-DG-Boot

RAIDS

e —

Storage

(=)
@

@ Logged in as admin@10.29.149.205

Actions. Properties
~ root
Delete Neme - RAIDG
» Sub-Organizations
Show Policy Usage Description :

RAID Level : | RAID 6 Striped Dual Parity ¥

«) Disk Group Configuration (Automatic) () Disk Group Configuration (Manual)
Disk Group Configuration (Automatic)

Number of drives c12 [0-60)
Drive Type Unspecified (@ HDD (/SSD
Number of Dedicated Hot Spares: | unspecified [0-60]
Number of Global Hot Spares  : | unspecified [0-60]
Min Drive Size (GB) + | unspecified [0-10240]
Use Remaining Disks [m)
Virtual Drive Configuration
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s Platform Default ) Write Through () Write Back Good Bbu
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The logical unit numbers (LUNs) for the OS and the NetBackup disk-storage area are configured in Storage > Storage Profiles. For
the OS, a LUN using all available space on the rear drives is used. You do not need to know the exact size; select Expand To
Available, and the system will allocate the available space in the selected disk group.

=] - cisco | a5 i |a ~SAPGROL | = HANA SPS10_NEW_ADMIN | = TCP/IP Ports of All SAP Proc B 5)C02-2A-Fi - Unified Ct X | +

Il
N
D =}

& > O | O cerifcateeror 1029149205/app/3.1.2 8/indexhimiz m |

Create Local LUN

! Create Local LUN () Prepare Claim Local LUN
Name Boot
Size (GB) [0-102400]
Fractional Size (MB) 0

Order not-applicable [o-64]

Auto Deploy ) Auto Deploy ) No Auto Deploy

Expand To Available :

Select Disk Group Configuration: | RAID1-DG-Boot v | C'ete Disk Group Policy

For the NetBackup storage unit, one LUN using all available space in the RAID 6 disk group is used.

=] - cisco | a5 i |a ~SAPGROL | = HANA SPS10_NEW_ADMIN | = TCP/IP Ports of All SAP Proc B 5)C02-2A-Fi - Unified Ct X | +
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Create Local LUN

! Create Local LUN () Prepare Claim Local LUN
Name NBU-Data
Size (GB) 100 [0-102400]
Fractional Size (MB) o

Order not-applicable [o-64]

Auto Deploy ) Auto Deploy ) No Auto Deploy

Expand To Available :

Select Disk Group Configuration Create Disk Group Policy
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A storage profile is created.
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Name

: C240-NBU

Local LUNs | Controller Definitions
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4 Export & Print e

Name

Size (GB) Order Fractional Size (MB)

NBU-Data 100

Boot

A service profile with the created storage profile, at least one virtual network interface card (vNIC) in the backup network,

Not Applicable 0

100 Not Applicable 0

boot policy for the local drive is required for the NetBackup server.
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m % |
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1 root /
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@ Logged in as admin@10.29.149.205

© 2017 Cisco and/or its affiliates. All rights reserved.

This document is Cisco Public Information.

+ Servers 4 General | Storage | Network  iSCSIWNICs  BootOrder  ViualMachines  FCZones  Policies  ServerDetals  CIMCSessons  FSM  VIFPaths  Fauts  Events  vMedia Polcy
N R ——
~ root
Actions Specific Storage Profile
Name - profile-def
R— Moy Storage Profile P
Organizations Description :
+ Service Profile Templates o
 root S Storage Profile Policy
» Sub-Organizations
Name © C240-NBU
~ Poliies Description
~ root Storage Profil Instance : org-root/profile-C240-NEU
> Adapter Policies
» BIOS Defaults Local LUNs | Controlier Definions ~ Fautts
» BIOS Poiicies
7, Advanced Fiter 4 Export & Print
» Boot Policies - 7 =
+ Host Fimvare Packoges Name RAID Level Size (VB) Config State Deploy Name LUND Drive State
+ 1PV Access Profes | neu-owa RAID 6 Striped Dual Parlty ) Not Applied
» KVM Management Policies Boot RAID 1 Mirrored 3 Not Applied
» Local Disk Config Policies
» Maintenance Polcies
» Management Firmware Packages
» Memory Policy.
Add [ Delete @ Info
» Power Control Polcies '
» Power Sync Policies Detalls
» Serub Policies Actions LUN Detalls
> Serial over LAN Policies Profile LUN Name: : NBU-Data Order Not Applicable
> Sever Pool Polices Rename Referenced LUN RAID Level + RAID 6 Strived Dual Paritv Size (VB) ‘o A

System Time: 2017-06-25T23:46
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Finally, the operating system of choice is installed with basic settings. The setup described in this document uses Microsoft

Windows Server 2012 R2 and Red Hat Enterprise Linux (RHEL) 7.3.

[ dmz lab smtp server - Cisco | & outbound.cisco.com | Empl | ] WDFO2 4th floor - SAPGROL | =% HANA SPS10_NEW_ADMIN | 7 TCP/IP Ports of All SAP Proc £ $1C02-2A-FI - Unified Cc X | +

& > O | O cenifcateenor 1029.149:205/2pp/3.1.2 8jinch ¢
A SICO2-20-F1/ Rack 10 - KVM Console(Launched By:admin)

! UCS Manager File View Macros Tools VirtualMedia Help
% Shutdown Server ., Reset

o —

~ Servers E Generall Fauts  Events  vMedia Policy
+ Senice Profies S
+ oot Press Ctrl+Alt+Delete to sign in.

Actior
NBU-Master &

» Sub-Organizations.

Modify

+ Senice Profie Templates
- root
» Sub-Organizations:
* Polcies
~ root
» Adapter Policies
» BIOS Defauits
» BIOS Policies

» Boot Poiicies

» Host Firmware Packages

» P Acses profes

» KVM Management Policies

INID Drive State

9:49

Monday, June 26

» Local Disk Config Policies
» Maintenance Policies

» Management Firmware Packages
» Memory Policy

» Power Control Policies

» Power Sync Policies

» Scrub Policies

» Serial over LAN Policies

10.29,149.190 | admin 0,6 os | 0,002KBf5 nuw [ | g [Applicable
» Server Pool Policies

{Bcmrecniom 0318 0 S e 70557255
* Server Pool Policy Qualifications

@ Logged in as admin@10.29.149.205 System Time: 2017-06-25T23:50

© 2017 Cisco and/or its affiliates. All rights reserved. This document is Cisco Public Information.
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Veritas NetBackup installation on Linux

This section describes the installation process on Linux.

Veritas NetBackup master server installation

NetBackup services require a Linux group and user to exist before the software installation starts. Both can be created in a
command shell with the following commands:

# groupadd nbwebgrp

# useradd -g nbwebgrp nbwebsvc

This installation uses one partition in the RAID 6 LUN and XFS as the file system mounted under /nbu.

To install NetBackup on a Linux system, open the Netbackup_8.0_LunuxR_x86_64 DVD or directory and start ./install. Follow the
instructions on the screen.

This installation is for a combined master server and media server. Therefore, you need to answer the question about installing the
media manager files with y (for yes).

® Applications ¥  Places ¥ lminal' dev Wed11:37 O %) O ~

T 8.0_LinuxR-x86-64 - @ x

File Edit View Search Terminal Help

Starting NetBackup Deduplication installer
testing: /tmp/pdde_pkg_dir_18128

NetBackup Deduplication preinstall check passed

Is this host the master server? [y,n] (y)

Using nbwebsvc and nbwebgrp for the
NetBackup web service user and group.

Checking for required system conditions...

ok remote_emm: NetBackup is not installed: skipping

ok be_nb_same_host: inapplicable on linux: skipping

ok unsupported_platform: Passed checks for unsupported platforms.

ok wsl_account: user [nbwebsvc] belongs to group [nbwebgrp]

ok nbdb_ntfs_dir_symlink: inapplicable on linux: skipping

ok nbdb_maintenance_space: no NBDB maintenance required on new install: skipping

Checking for recommended system conditions...

ok ulimit_nofiles: nofiles ulimit 9000 is high enough.

ok os_update_level: inapplicable on linux: skipping

ok semaphore_limits: semaphore limits are high enough

ok hotfix_auditor: NetBackup is not installed or there is no hotfix or EEB data present. Skipping HF/EEB Auditor
check.

The NetBackup and Media Manager software is built for use on LINUX_RH_X86 hardware.
Do you want to install NetBackup and Media Manager files? [y,n] (y) y

NetBackup and Media Manager are normally installed in /usr/openv.
Is it OK to install in /usr/openv? [y,n] (y) y

iaving server binaries for LINUX_RH_X86.

|! root@localhosty/nbu/NetBackup-... I @ DOCUMENTATION: Minimum O/s ... “i root@localhost:/nbu/NetBackup-... 1/4 7@|
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Enter the license key to proceed with the installation.

® Applications ~ _Places ~ _[JgiiBrminal ~ dev Wed11:40 O #) O ~

T p-8.0_LinuxR-x86_64 - @ x

File Edit View Search Terminal Help

Checking for VRTSpddea package...
Package VRTSpddea found.

INetBackup Deduplication software is installed.

NetBackup Deduplication is not yet configured.
Checking for SYMCpddes package..
Checking for VRTSpddes package
Checking for SYMCpddea package. ..
Installing NetBackup Deduplication server package (/usr/openv/pddeserver.tar.gz)...
Extracting package VRTSpddes in /tmp/pdde_pkg_dir_19711.
Package VRTSpddes extracted to /tmp/pdde_pkg_dir_19711.
Installing package VRTSpddes.
Package VRTSpddes installed.
Running NetBackup Deduplication upgrade script (server mode)...
NetBackup Deduplication install finished successfully.
Version now installed: 10.0000.0016.1025
Full NetBackup Deduplication installation log saved to: /var/log/puredisk/2017-06-21_11:38-pdde-install.log

Installing VRTSnbcfg.rpm ...
Installation of VRTSnbcfg.rpm was successful. Check /tmp/install_VRTSnbcfg.rpm_trace.18693 for details.

Done executing NB.inst.
If you ran NB.inst instead of <cdrom_path>/install, you must

run /usr/openv/netbackup/bin/install_bp to initiate NetBackup.
Running /usr/openv/netbackup/bin/install_bp

A NetBackup Server or Enterprise Server license key is needed
for installation to continue.

Enter license key: KINW-PBCN-WKA3-MZ63-6CPC-IRAK-SOYK-Y7FF -YUSP-P
Evaluation NetBackup Enterprise Server with Jul 31, 2017 expiration date will be registered.
Is this 0K? [y,n] (y) I

| = ] @ pocur Minimum O/S ...

® Applications ~ _Places ~ _|JgiiBrminal ~ de~v Wed11:41 O #) O ~

r p-8.0_LinuxR-x86_-64 - @ x

File Edit View Search Terminal Help

Bare Metal Restore
Encryption
Open File Backup
Remote Client Support
Robotic Library Sharing Support
Remote Media Server Support
Microsoft RSM Robotic Libraries
ADIC DAS/SDLC Robotic Libraries
IBM ATL Robotic Libraries
Fujitsu LMF Robotic Libraries
StorageTek ACS Robotic Libraries
Snapshot Client
MS SharePoint Agent
Inline Tape Copy
Vault
Library Based Tape Drives
DataStore
Encryption (Legacy DES 56-bit)
Encryption (Legacy DES 40-bit)
SAP extension
Sybase extension
Informix extension
Oracle extension
Lotus Notes extension
DB2 extension
MS SQL Server extension
MS Exchange extension
Shared Storage Option
NDMP
Additional clients

has been registered.

A1l additional keys should be added at this time.
Do you want to add additional license keys now? [y,n] (y) nfl

= J @ poc: Minimum O/S ..

© 2017 Cisco and/or its affiliates. All rights reserved. This document is Cisco Public Information.
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® Applications ~ _Places ~ _|fgiirminal - de~v Wed11:46 0O ) O ~

File Edit View Search Terminal Help

Policy conversion summary:
Number of original policies:
Number of non-snapshot policies skipped:
Number of policies not needing conversion:
Number of policies converted to

‘auto' snapshot method:
Number of policies converted:

[SRCNC)

@

Updating client hardware definitions:

Hardware update conversion summary:

Number of policies processed:

Number of policies with affected clients:
Number of clients processed:

Number of clients converted:

=XYool

Updating policy identifiers:

Policy identifier update summary:

Number of policies processed: )
Number of policies with duplicate identifier: [}

Number of policies with empty identifier: ]
Number of policies with affected identifier: [}

Starting the NetBackup compatibility daemon.

Starting the NetBackup Enterprise Media Manager.

IStarting the NetBackup Resource Broker.

Populating the database tables. This will take some time.

Starting the Media Manager device daemon processes.

lso backups and restores can be initiated? [y,n] (y) l

B ot | @ vocermanon mn o NS 40|

Do you want to start the job-related NetBackup daemons I

@ Applications ¥  Places ¥ . jinal ¥ dev Wed11:47 O %) O ~

r p-8.0_LinuxR-x86_64 - @ x
File Edit View Search Terminal Help

Starting the NetBackup Remote Monitoring Management System.
Starting the NetBackup Key Management daemon.

Starting the NetBackup Service Layer.

Starting the NetBackup Indexing Manager.

Starting the NetBackup Agent Request Server.

Starting the NetBackup Bare Metal Restore daemon.

Starting the NetBackup Web Management Console.

Starting the NetBackup Vault daemon.

Starting the NetBackup CloudStore Service Container.
Starting the NetBackup Service Monitor.

Starting the NetBackup Bare Metal Restore Boot Server daemon.
Deploying Server Certificate. This may take a few minutes.

OpsCenter is the next-generation monitoring, reporting and
administrative solution designed to centrally manage one or
more NetBackup installations from a web browser.

If an OpsCenter server already exists in your environment
or you plan to install one, enter the real hostname of that
OpsCenter server here. Do not use a virtual name. If you
[do not want this local machine to be an OpsCenter server,
enter NONE.

Enter the OpsCenter server (default: NONE) :

NetBackup server installation complete.

File /usr/openv/tmp/install_trace.18086 contains a trace of this install.
That file can be deleted after you are sure the install was successful.
[root@localhost NetBackup_8.0_LinuxR_x86_641# |

= J @ ooc : Minimum O/S ...

The installation of NetBackup is now complete.
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Veritas NetBackup media server installation

To also install a NetBackup media server, the installation process differs in some steps. The process for installing a NetBackup
media server on RHEL is described here.

The NetBackup services require a Linux group and user to exist before the software installation starts. Both can be created in a
command shell with the following commands:

# groupadd nbwebgrp

# useradd -g nbwebgrp nbwebsvc

This installation uses one partition in the RAID 6 LUN and XFS as the file system mounted under /nbu.

To install NetBackup on a Linux system, open the Netbackup_8.0_LunuxR_x86_64 DVD or directory and start ./install. Follow the
instructions on the screen.

This installation is for a media server only. Therefore, you need to answer the question about the master server with n (for no) and
the question about installing the media manager files with y (for yes).

M Applications ¥ Places v Iminal' dev Thu10:13 O ) O ~

r i p-8.0_LinuxR-x86_64 - B x

File Edit View Search Terminal Help

[root@nbu-media NetBackup_8.0_LinuxR_x86_64]# 1s

Doc install LICENSE 1linuxR_x86

[root@nbu-media NetBackup_8.0_LinuxR_x86_64]#
[root@nbu-media NetBackup_8.0_LinuxR_x86_64]#
[root@nbu-media NetBackup_8.0_LinuxR_x86_64]#
[root@nbu-media NetBackup_8.0_LinuxR_x86_64]# ./install

Veritas Installation Script
Copyright (c) 2016 Veritas Technologies LLC. All rights reserved.

Installing NetBackup Server Software

Please review the VERITAS SOFTWARE LICENSE AGREEMENT located on
the installation media before proceeding. The agreement includes
details on the NetBackup Product Improvement Program.

For NetBackup installation and upgrade information specific to your

platform and to find out if your installed EEBs or hot fixes are

contained in this release, check out the Veritas Services and Operations Readiness
Tools (SORT) Installation and Upgrade Checklist and Hot fix and EEB

Rslfase Auditor, respectively, at https://sort.veritas.com/netbackup.

ATTENTION! To help ensure a successful upgrade to NetBackup 8.0,
please visit the NetBackup 8.x Upgrade Portal:
https://www.veritas.com/support/en_US/article.TECH74584.

Do you wish to continue? [y,n] (y)

Starting NetBackup Deduplication installer

testing: /tmp/pdde_pkg_dir_5453 I
NetBackup Deduplication preinstall check passed

Is this host the master server? [y,n] (y) n

© 2017 Cisco and/or its affiliates. All rights reserved. This document is Cisco Public Information. Page 18 of 64
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A Applications ~ _Places ~ _[fgilrminat ~ dev Thu10:15 0O ) O ~

r i p-8.0_LinuxR-x86_64 - @ x

File Edit View Search Terminal Help

ok remote_emm: NetBackup is not installed: skipping

ok be_nb_same_host: inapplicable on linux: skipping

ok unsupported_platform: Passed checks for unsupported platforms.

ok wsl_account: Inapplicable for non - Master Server: skipping

ok nbdb_ntfs_dir_symlink: inapplicable on linux: skipping

ok nbdb_maintenance_space: no NBDB maintenance required on new install: skipping

Checking for recommended system conditions...

not ok ulimit_nofiles: nofiles ulimit 1024 is too low.
NetBackup Master and Media Server processes may run slower if they are
limited to fewer than 8000 open file descriptors. This test runs
'ulimit -n' and checks that the result is at least 8000 on NetBackup
servers. See

https://www.veritas.com/support/en_US/article.TECH75332

for more information.

ok os_update_level: inapplicable on linux: skipping

not ok semaphore_limits: too low:
Performance of NetBackup Master and Media Servers can be affected
adversely if the system is configured with low semaphore limits. This
test checks whether the current semaphore limits are set as
recommended. See https://www.veritas.com/support/en_US/article.TECH203066 for
details.

The current SEMMNI setting is 128; at least 1024 is recommended.

The current SEMMSL setting is 250; at least 300 is recommended.

The current SEMMNS setting is 32000; at least 307200 is recommended.
ok hotfix_auditor: NetBackup is not installed or there is no hotfix or EEB data present. Skipping HF/EEB Auditor
check.

WARNING: One or more non-critical preinstall checks have failed.

The NetBackup and Media Manager software is built for use on LINUX_RH X86 hardware.
Do you want to install NetBackup and Media Manager files? [y,n] (y) r

Enter the license key to proceed with the installation.

A Applications v Places -minal' dev Thu10:17 O #) O ~

r i p-8.0_LinuxR-x86_64 - @ x

File Edit View Search Terminal Help
testing: /tmp/pdde_pkg_dir_7044
Checking for SYMCpddea package...
Checking for VRTSpddea package...
Package VRTSpddea found.

NetBackup Deduplication software is installed.

NetBackup Deduplication is not yet configured.
Checking for SYMCpddes package...
Checking for VRTSpddes package...
Checking for SYMCpddea package...
Installing NetBackup Deduplication server package (/usr/openv/pddeserver.tar.gz)...
Extracting package VRTSpddes in /tmp/pdde_pkg_dir_7044.
Package VRTSpddes extracted to /tmp/pdde_pkg_dir_7044.
Installing package VRTSpddes.
Package VRTSpddes installed.
Running NetBackup Deduplication upgrade script (server mode)...
NetBackup Deduplication install finished successfully.
Version now installed: 10.6000.6616.1025
Full NetBackup Deduplication installation log saved to: /var/log/puredisk/2017-06-29_16:17-pdde-install.log

Installing VRTSnbcfg.rpm ...
Installation of VRTSnbcfg.rpm was successful. Check /tmp/install_VRTSnbcfg.rpm_trace.6018 for details.

Done executing NB.inst.
If you ran NB.inst instead of <cdrom_path>/install, you must

run /usr/openv/netbackup/bin/install_bp to initiate NetBackup.
Running /usr/openv/netbackup/bin/install_bp

A NetBackup Server or Enterprise Server license key is needed
for installation to continue.

Enter license ke l
1/4 O
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Confirm the server name for this media server and enter the host name for the NetBackup master server.

A Applications ~ Places ~ _[firminal ~ de~v Thu1020 O ) O ~

r i p-8.0_LinuxR_x86_64 - @ x

File Edit View Search Terminal Help
Oracle extension
Lotus Notes extension
DB2 extension
MS SQL Server extension
MS Exchange extension
Shared Storage Option
NDMP
Additional clients

has been registered.

A1l additional keys should be added at this time.
Do you want to add additional license keys now? [y,n] (y) n

Use /usr/openv/netbackup/bin/admincmd/get_license_key
to add, delete or list license keys at a later time.

Installing NetBackup Enterprise Server version: 8.0

If this machine will be using a different network interface than the
default (nbu-media), the name of the preferred interface should be used
as the configured server name. If this machine will be part of a
cluster, the virtual name should be used as the configured server name.

[The domainname of this machine appears to be "wdf02-4-dmz.local".
[You may choose to use this domainname in your configured NetBackup server
name, or simply use "nbu-media" as the configured NetBackup server name.

Would you like to use "nbu-media.wdf®2-4-dmz.local" as the configured
NetBackup server name of this machine? [y,n] (y)

What is the fully qualified name of the master server? nbu-master.wdf02-4-dmz.loca‘Ll l

T e e 0

M Applications ¥ Places ¥ .'minal' dev Thu1021 O #) O ~

8.0_LinuxR_x86_64 = o x

File Edit View Search Terminal Help

Successfully updated the session cache parameters.
Starting the NetBackup Authentication daemon.

Starting the NetBackup network daemon.

Starting the NetBackup client daemon.

Starting the NetBackup SAN Client Fibre Transport daemon.
Starting the NetBackup Discovery Framework.

Creating /usr/openv/tmp/sqlany

Installed SQL Anywhere Version 16.0.0.2322
Installation completed successfully

This is not a EMM and Master server, exiting
Starting the NetBackup Event Manager.

Starting the NetBackup Deduplication Manager.
Starting the NetBackup Deduplication Engine.
Starting the NetBackup compatibility daemon.
Starting the Media Manager device daemon processes.

Starting the NetBackup Remote Monitoring Management System.
Starting the NetBackup Key Management daemon.

Starting the NetBackup Service Layer.

Starting the NetBackup CloudStore Service Container.
Starting the NetBackup Service Monitor.

Starting the NetBackup Bare Metal Restore Boot Server daemon.

NetBackup server installation complete.

File /ﬂusr/openv/tmp/install_trace.54ll contains a trace of this install.
That file can be deleted after you are sure the install was successful.
[root@nbu-media NetBackup_8.0_LinuxR_x86_641# i I

root @nbu-mediaZ/nbu] 1/4 @)
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After the installation of the NetBackup media server software is complete, open the NetBackup Administration Console. Open the
Properties pane for the NetBackup master server, choose Servers > Media Servers, and click Add.

Haumsmnwamzumr.ml (Master server) |¢| 1 media serve
EU—MASTER.WUI\)QJ"dleaEE‘ (Master Server)

Backup, Archive, and Restore
Activity Monitor

- E Devices
o @ Credentials
¢~ &9 Security Management
Security Events
o [[f] Certificate Management
Access Management
o @} Vault Management
o % Bare Metal Restore Management
Logging Assistant

Properties

14
&) Universal Settings Servers

EB scalable Storage

9 8 NetBackup Management Senvers Master server:
& [E] Reports B General Server
@ Policies @ PortRanges [nbu-master.wa02-4-amz.iocal ]
o (=) Storage & Media — -
=) Catalog 3 Timeouts Additional Servers | Media Servers
Host Properti
v sl . ctor Samers @ Firewal Servers configured on the currently selected host
@ Logging
Media Servers
@ Access Control Add...
5 Clients A
o[B8 Applications 5] Login Banner Confio Add to All
9 9 Media and Device Management 24 Network Settings I
5 Device Monitor £ Preferred Network Remove
o B Media 25 Resilient Network

< L D

OK Cancel Apply Help

[® Alert Notification

Properties
&) Universal Settings
8

Servers
B General Server
® PortRanges
& Media
Q Timeouts
ﬂ Firewall
& Logging
@ Access Control
@ Login Banner Configy
24 Network Settings
@' Preferred Network
24 Resilient Network
B Scalable Storage

Master server:

Defaults

[nbu-master.wafo2-4-dmziocal

Additional Servers | Media Servers |

Servers configured on the currently selected host

[B4 nbu-media.wdf024-dmz.local

Add.

Add to All

Remove
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In the main window, open the Actions menu and click Configure Media Server. Enter the media server name and click OK.

@ Veritas NetBackup™

&, Unlock users. v E e Login Activity W
P i -
Ll 0 Media Servers for NBU-MASTER wdf02-4-dmzlocal (0 selected) [searcn ]
& Configure Media Server... Host I Operating System | 0S Type I Host Type Version I Status
&) configure Client... nbu-masterwdf02-4-dmz... Microsoft Windows Server 201.. Windows Master Server 80 Connected

& Policies
o~ (=] Storage
&) Catalog
¢ &) Host Properties
B Master Servers
9] Media Servers
5 Clients
pplications
9 =) Media and Device Management
2 Device Monitor
o B Media
- g Devices
o €& Credentials
-9 Security Management
&8 Security Events
o [] Certificate Management
(@) Access Management

o @) Vault Management
- @ Bare Metal Restore Management
Logging Assistant

Choose the Media Server to edit properties:

| nbu-media.wdf02-4-dmzlocal

ﬂ;’t‘:\‘i‘\lf::sal Seftings P Properties Defaults
& senvers Properties Value

_8_ General Server Host nbu-media.wdf02-4-dmzlocal
@® PortRanges “||operating System Linux 3.10.0-514.e17.x86_64

& Media #|(os Type UNIX

& Timeouts “|[Host Type Media Server

& Firewall || Adaress 172.20.0.103

3 Logging :
8 Access Control i
[# Login Banner Configy
24 Network Settings

5 Preferred Network
4 Resilient Network
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® Veritas NetBackup™

| File Edit View Actions Help

1 CEEEFDRE ST EXETS
EBU-MASTER-MNUAMLWI (Master Server) [{[ 2 media Servers for NBU-MASTER waf02-4-dmziocal (1 selected) [search J
uEi'—amc;;iTE; :‘c‘:vvgz;::;l?u:raew (Master Server) Host | Operating System | 0S Type Host Type Version I Status
mwyp,‘damm, ’ @) nou-masterwdf02-4-dmzlocal _ Microsoft Windows Server 201... Windows Master Server 8.0 Connected
! g NetBackup Management (S nbu-mediawdfo2-4-dmzlocal  Linux(3.10.0-514.e17x86_64)  UNIX Media Server 80 Connected
o [E] Reports
& Policies
o [=J Storage
=) Catalog

¢ &8 Host Properties
& Master Servers
91 Media Servers
B3 Clients
o~ [ Applications
¢ 2 Media and Device Management
Device Monitor
o Bl Media
evices
o €& Credentials
G Security Management
& security Events
o [[] Certificate Management
@ Access Management
o @) Vault Management
o & Bare Metal Restore Management
Logging Assistant

-

The storage units on the media server are configured in the same way as on the master server.
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Veritas NetBackup installation on Microsoft Windows Server

This section describes the installation process on Microsoft Windows Server.

Veritas NetBackup master server installation
For NetBackup, the user account control settings should be disabled. Detailed documentation is available from Microsoft, but the

basic process involves two steps.

The first step is in the control center.

8 Use - a

« © 4 8 > Control Panel > All Control Panel tems > User Accounts v|® | search Control Panel »

Control Panel Home
Make changes to your user account

Manage your credentials

Create a password reset disk .
Administrator
Manage your file encryption i Local Account
ceriicates © Manage ancther sccount Local Account
® Configure advanced user & Change User Account Control settings Password protected
profile properties
Change my environment
e & User Account Control Settings - [u] X
Choose when to be notified about changes to your computer
User Account Control helps prevent potentially harmful programs from making changes to your computer.
Tell me more about User Account Control settings
Always notify
-1 - Never notify me when:
®  Appstry to install software or make changes to my
computer
e © I make changes to Windows settings
- @ Not recommended.
Never notify

Cancel

The second step is in the Local Security Policy console.

N . - o
File Action View Help
e 2@ XE = Hm
& Security Settings Policy - Security Setting
A Account Policies
v 4 Local Policies
A Audit Policy
A User Rights Assignment
4 Security Options.
) Windows Firewall with Advanced Sec|
Network List Manager Policies
* Public Key Policies
| Software Restriction Policies
| Application Control Policies {44 Network security: Rests O Enabled
8, P Security Policies on Local Compute | . Network security: Rest . N
| Advanced Audit Policy Configuration|| ] Network security: Rest ©Disableg]
4 Recovery console: Allo
| Recovery console: Allo
£ Shutdown: Allow syste
4 Shutdown: Clear virtua
L System cryptography: d
£ System cryptography:
1 System objects: Requir
£ System objects: Streng
L System settings: Optio
1 System settings: Use C
54 User Account Control:

5 Network security: LAN Manager authentication level Not Defined
< Network security: LOA™ ) ot Controk Run al administrtorsin Admin Ap.. 2 X | 29"
Network security: Mini o-bit encrypti..
L Network security: Mini{ ocal Securty Seting _ Bplan 2-bit encrypti..
L Network security: Rest
] Network security: Resti
2] Network securiy: Rest
5 Network securiy: Rest

i' User Accourt Cortrol: Run all administrators in Admin Approval
Mode

User Account Control:
£ User Account Control: hout prompti...
2 User Account Control: i credentials

] User Account Control:
54 User Account Control: e oo
14 User Account Control:

) User Account Control: Run all administrators in Admin Approval Mode Enabled
] User Account Control: Switch to the secure desktop when prompting for elevation Disabled
1 User Account Control: Virtualize ile and registry write failures to per-user locations Enabled
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Next initialize the LUN for the NetBackup storage unit in the Disk Management console. The system described here uses the

globally unique ID (GUID) partition table and the Microsoft Resilient File System (ReFS).

g Disk Management

File Action View Help

e mEm =X

Select disks:

You must intialize a disk before Logical Disk Manager can access .

1

Use the following partition style for the selected disks:

(O MBR (Master Boot Record)
o ©GPT (GUID Partion Table)
E:g::o @ System Res e The GPTpation e i o recognizedy  previous vrsions o
Online Healthy (Sy: :
*ODisk 1
Unknown
208022.25GB || 298022.25 GB
Not Initislized || Unallocated

Volume. [Layout [ Type File System | Status [ Capacity [ Free Spa... [ % Free

=@ Simple Basic NTFS Healthy (B... 44561 GB 30442GE 89%

2 coroM (D) Simple Basic CDFS Healthy (P... 267 GB oM 0%

= System Reserved Simple - N%
Initialize Disk X

M Unallocated Bl Primary partition

& Disk Manag:

File Action View Help
s @ HEEI=VED

= Disk 0
Basic
44610 GB
Online

= Disk 1
Basic

29802213GB | 1208022.13
Online Unallocate|

New Simple Volume Wizard

Format Partition

To store data on this parttion, you must fomat i first

Ch y . and so0. use.
O Do ot fomat this volume.
(@ Fomat this volume with the following settings:
Fie system: ReFS v
‘Alocation unit size: Defaut v
Volume lebel
[ Pedom a quick format

Enable file and folder compression

o &=

Volume [Layout | Type | FileSystem | Status [ Capacity [ Free Spa.. | %Free |
=@ Simple Basic NTFS Healthy (B.. 44561 GB 3044268 89%
£ coroM (D) Simple Basic CDFs Healthy (P... 267GB omMB 0%
= System Reserved  Simpl Basic NTFS Healthy (5... S00MB. 14MB_ 31%
x

B Unallocated Il Primary partition
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The NetBackup services require Windows group nbwebgrp and user nbwebsvc to exist before the software installation starts. The

users can be local users created in the Computer Management console or domain users. The installation discussed here uses the
local group and users.

The NetBackup installation process is documented in the Veritas NetBackup80_GettingStarted_Guide. The high-level steps for this
installation are presented here.

On the NetBackup_8_0_Windows DVD or directory, start Brower.exe.

<! Application Tools  NetBackup_8.0_Win - O X
Home  Share  View Manage v @
« © 4 [ 1> ThisPC > Local Disk(C) > repo > NetBackup 80 Win > v © | SearchNetBackup 8OWin 0
Name Date modified Type Size
s Quick access
Addons 6/20/20178:21AM  File folder
[0 Desktop »
Bin 6/20/20178:21AM  File folder
- Downloads * pocs 6202017821 AM  File folder
Documents » PC_Cint 6/20/20178:21AM  File folder
) Pictures »* Prerequisites o/ 821AM  File folder
/2012017821 A Fil .
. T pC VaValidate 6/20/20178:21AM  File folder
i st 64 6/20/20176:22AM  File folder
B Desktop 1 Autorun 9/12/2016 259 PM  Setup Information 18
5] Documents 1) Browser 9/18/20162:59PM  Application 376 KB
¥ Downloads 1] Browser 9/18/2016259PM  Configuration sett.. K8
D Music [5] Readme_Client 0162:59PM  Text Document K8
& Pictures [5) Readme_Server 9/18/20162:59PM  Text Document 4K8
B Videos [3] sHLwWAPLDLL 9/18/2016259PM  Application extens... 385K8

‘i Local Disk (C:)
Perflogs
Program Files
Program Files (x86)
repo
NetBackup_8.0 Win
Veritas
Users
Windows
= Disk-Repo (No)

& Network

13items 1 item selected 375KB [E=

© 2017 Cisco and/or its affiliates. All rights reserved. This document is Cisco Public Information. Page 26 of 64



White Paper
CISCO

Run the Preinstallation Environment Checker.

%) Veritas DVD Browser X

@ Veritas NetBackup™ 8.0

Home . R
Preinstallation
) Preinstallation
Run the Environment Checker to help ensure that the NetBackup installation process
Installation can complete. If any issues are found, you can fix them before starting the installation
process. Veritas recommends that you run the Environment Checker on Windows

Documentation computers prior to installing NetBackup Server (Master or Media) software.

Product Information Run the preinstallation Environment Checker
Support and Services

Browse DVD

Veritas Web Site

VERIT\S

-

Copyright EXi

%) NetBackup Environment Check 2.0 - X

‘When the check is complete, scroll through the following window to review each item.

v ‘\Welcome Summary

v Choose
Computer Environment Checks
Administrator Privileges
v Progress Operating System Version Check
P
) Results Port Availability
CPU Speed
Total System Memo
9 NetBIOS

Local Hard Drive Information

v Remate

Terminal Services

Microsoft Internet Explorer Version
64-bit Operating System Test
Pending File Renames Check
Windovs Server Service Check

NetBackup Environment Checks
Backup Exec Installation
NetBackup Version
Veritas Dedupli Option Check
PostqreSQL Check v

Technical Support
V' Save Results To:

C:\Users\ADMINI~1\4ppDatatLocalhTemp\2\Symantech6-20-2017_152933\E nvironmentChecks. html Change Path

VERITAS e
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Start the NetBackup server software installation.

% Veritas DVD Browser X

@ Veritas NetBackup™ 8.0

Home .
Installation
Preinstallation
NetBackup Server Software Installation (x64 only)

Install the NetBackup Server software on one or more computers. Only
supported on x64 systems. Back-level versions of the NetBackup Administration
Consoles are installed with the NetBackup server software.

} Installation
Documentation

Product Information View Server ReadMe
NetBackup Client Software Installation
Install the NetBackup Client software on one or more computers.

Support and Services

Browse DVD

View Client ReadMe

NetBackup Remote Administration Console Installation (x64 only)

Install the NetBackup Java Remote Administration Console on this computer. Only
supported on x64 systems.

NetBackup Upgrade Portal
View the NetBackup Upgrade Portal.

Veritas Web Site

VERIT\S

m
1%
=

Copyright

Select “Install to this computer only” and “Typical installation.” Click Next.

%) Veritas NetBackup - X

Veritas NetBackup Installation Type
Specify how you would like to install Veritas NetBackup.

Welcome & Install to this computer only.

License Agmt " Install to multiple computers on your network.

P Instal Type © Instal a clustered Master Server
License K
€y If you choose the "Install to multiple computers on your network™ option, the wizard prompts
Options you to select from the available computers on your network.
System Names
Remote Hosts
& Typical installation
Clusters pee
Perform a typical installation. Default settings will be used.
Instal

~
" Custom installation

m Perform a customized installation. Recommended for advanced users.
R Choose the settings with which NetBackup will be installed:

- installation folder (currently C:\Program Files\Veritas)
- service log on account and startup options
- safe abort for reboot cases

Technical Support

VERITAS Back Next Cancel
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Enter the license key and click NetBackup Master Server.

5! Veritas NetBackup - X

NetBackup License Key and Server Type
Enter your NetBackup license key and select the type of
NetBackup installation to perform.

License Key:

Welcome
I KJNW-PBCN-WKA3-MZG3~6CPC-IR4K-SOYK-Y7FF-VU6P-P|

License Agmt
License Type: NetBackup Enterprise Server

Install Type Expiration Date: Monday, July 31, 2017
) License Key

Options NetBackup Master Server
Install a Master Server. At least one Master Server is required for NetBackup to

System Names § properly function.

Rt Hosts NetBackup Media Server

Clusters g‘a Install a Media Server. A NetBackup Master Server is required for the Media
Server to properly function.

Install

Technical Support

VERITAS Back Next Cancel

Enter the password specified earlier for the nbwebsvc user.

%) Veritas NetBackup - X

NetBackup Web Services
Specify NetBackup web service user account information.

The NetBackup Master Server includes an active web server to support critical
backup operations. This web server operates under the user and group
accounts that are provided below.

Welcome
License Agmt

Instal Type These accounts must exist before you proceed. For more information, please
License Ke review this technote:
Y https://www.veritas.com/su ‘en US/article.000081350
) Options

" Mames What types of accounts should we use?

Remote Hosts

Clusters
Instal " Domain (Active Directory)

@ Local

What are the existing local account details?

Domain: I

Local Group: | nbwebgrp

Local User: I nbwebsvc

Password: I |

Technical Support

VERITAS Back Next Cancel
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Click Install to start the software installation.

%) Veritas NetBackup - X
Ready to Install the Program
The wizard is ready to begin installation.
Please review your settings below. Click Install to begin the installation. Click Back if you want to change any
Welcome of your installation settings. Click Cancel to exit the wizard.
License Agmt
Instal Type N
License Key VERITNAS NetBackup Installation Summary
Options
System Names NBU
Remote Hosts
Clusters Back to Top
) Instal
NBU on NBU
OVERVIEW
Date/Time: 06/20/2017 08:52:19 AM
System Role: NetBackup Master Server
Install Method: Local Installation
Install Type: Standard
Technical Support Operating System: Microsoft Windows Server 2016 Standard
Processor Architecture:  AMDG4 v
Once installation begins, this installation summary will be saved to the installation log directory.
VERITAS Print Back Install Cancel
#8) Veritas NetBackur -
i
Welcome
License Agmt
Instal Type
License Key
Options
System Names Q Installation Complete
Remote Hosts
Veritas NetBackup was installed successfully.
Clisters Please review the loq fle for detais.
) Instal

To add additional licenses, log in to the NetBackup Administration console and go to Help > License keys.

I~ Launch NetBackup Administration Console now.
Technical Support

VERITAS Finish

The NetBackup master server installation on the Cisco UCS C240 server is now finished. The next step is to define a storage unit
on the NetBackup master server or to install a NetBackup media server.
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Veritas NetBackup media server installation

Here are the steps for installing a NetBackup media server on Microsoft Windows Server.

For NetBackup, the user account control settings should be disabled. Detailed documentation is available from Microsoft, but the

basic process involves two steps.

The first step is in the control center.

8 Use - a

&~ 4 8> ControlPanel > All Control Panel tems » User Accounts V@ | Sesrch Control Panel »

Control Panel Home
Make changes to your user account

Manage your credentials

Create a password reset disk -
Administrator

Manage your file encryption Local Account

cerificates © Manage ancther sccount et

® Configure advanced user & Change User Account Control settings Password protected
profile properties

Change my environment

variables ® User Account Control Settings - [u] X
Choose when to be notified about changes to your computer
User Account Control helps prevent potentially harmful programs from making changes to your computer.
Tell me more about User Account Control settings
Always notify
-1- Never notify me when:
© Apps try to install software or make changes to my
computer
e I make changes to Windows settings
- @ Not recommended.
Never notify

Cancel

The second step is in the Local Security Policy console.

B o - a
File Action View Help

e nmXE= HE

F, Security Settings Policy Security Setting ~
3 Ac:uupm Ih}:hc'es 1L Network security: LAN Manager authentication level Not Defined
v 4 Local Policies & Network security: LDAI signing
udit Policy ser Account Control: Run all administrators in Admin Ap... 2
A Audit ol Network security: Mini U5€r Account Controk Run all administrstorsin Adin Ap... 2 X g i oy
A User Rights Assignment e e P
7 Security Options L Network security: Mini| | ocal Securty Setting ' Explain 8-bit encrypti...
) Vindows Freall with Advanced sec | VMRSV Lt on ot sdmostetosin Adn Approval .
| Network List Manager Policies | Network security: Resty Mode d
| Public Key Policies 5 Network security: Resti d
| Software Restriction Policies 4 Network security: Resti d
| Application Control Policies L4 Network security: Rests O Enabled d
& IP Security Policies on Local Compute|| (' Network security: Rests ) N d
| Advanced Audit Policy Configuration|| £ Network security: Rests @Disabled d

£ Recovery console: Allo
2] Recovery console: Allo
£ Shutdown: Allow syste
£ Shutdown: Clear virtug
[ System cryptography: d
3 System cryptography:
L System objects: Requir|
£ System objects: Streng
L4 System settings: Optio
£ System settings: Use C
) User Account Control:
5 User Account Control:

24 User Account Control: thout prompti...
£ User Account Control:  credentials
54 User Account Control:
2] User Account Control: ol
n Aoply.
£ User Account Control:
8 User Account Control: Run all administrators in Admin Approval Mode Enabled
£ User Account Control: Switch to the secure desktop when prompting for elevation Disabled
4] User Account Control: Virtualize file and registry write failures to per-user locations Enabled

Next initialize the LUN for the NetBackup storage unit in the Disk Management console. The recommended approach is to use the
GUID partition table and ReFS.
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File Action View Help

You must iniialze a disk before Logical Disk Manager can access it
Select disks:

Use the following partition style for the selected disks:
(O MBR (Master Boot Record)

“© Disk 1 I

Epiro ©GPT (GUID Pariion Tabie)
Gt System Rel e The GPTpation e i o recognizedy  previous vrsions o
Online Healthy (Sy: :

i ==

e | Bl X4

Volume. [Layout [ Type File System | Status [ Capacity [ Free Spa... [ % Free

=@ Simple Basic NTFS Healthy (B... 44561 GB 30442GE 89%

2 coroM (D) Simple Basic CDFS Healthy (P... 2.67GB oM 0%

= System Reserved  Simple = 3%
Initialize Disk X

Unknown
298022.25 GB 298022.25 GB
Not Initialized Unallocated

M Unallocated Bl Primary partition

& Disk Manageme:

File Action View Help

s @ HEI=VED

Volume [Layout [ Type | FileSystem | Status [ Capacity. [ Free Spa... | %Free
- Simple Basic T Healthy (B... 44551 GB 3044268 89%
£ corOM (D9 Simple Basic CDFS Healthy (P... 2.67GB oMB 0%
= System Reserved  Simpl Basic NTES Healthy (5... 500 MB 14MB 31%
New Simple Volume Wizard X
Format Partition

To store data on this parttion, you must fomat i frst

Che ¥ . and if so, what to use.

O Do not format this volume

(@ Format this volume wth the folowing settngs:
=piso I o5 BeFS M
Basic System R¢ ‘Alocation it >
446.10GB 500 MB N° ocation uni sz et
Online Healthy (5§ Volume label: Disk-Repo|

[ Perfom a quick fomat

= Disk 1

Enable file and folder compression

Basic
29802213GB | 208022.13

Online Unallocate|

= ==

M Unallocated Il Primary partition
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The NetBackup installation process is documented in the Veritas NetBackup80_GettingStarted_Guide. The high-level steps for this
installation are presented here.

On the NetBackup_8_0_Windows DVD or directory, start Brower.exe.

= Application Tools  NetBackup_8.0_Win - o x
Home  Share  View Manage (2]
« © 4[> ThisPC > LocalDisk(C) > repo > NetBackup 8.0 Win > v O | SearchNetBackup 80 Win P
Name Date modified Type Size
s Quick access
Addons File folder
Deskto *
= i Bin File folder
*
! Downloads DOCs File folder
[5 Documents * PC_Cint File folder
=] Pictures * Prerequisites File folder
1 This pC VaValidate File folder
Dt 64 File folder
B Desktop ] Actorun Setup Information 1K8
5] Documents 1) Browser Application 376K8
& Downloads 4] Browser Configuration sett. 1K8
D Music [Z] Readme_Client Text Document 3KB
&) Pictures [5) Readme_Server Text Document 4K8
B Videos [3] sHLwWAPLDLL Application extens 385K8
‘i Local Disk (C:)
Perflogs

Program Files

Program Files (x86)

repo
NetBackup_8.0 Win
Veritas

Users

Windows

= Disk-Repo (N:)

& Network

13items  1item selected 375K8

Run the Preinstallation Environment Checker.

i Veritas DVD Browser -

@ Veritas NetBackup™ 8.0

Home
Preinstallation
) Ppreinstallation
Run the Environment Checker to help ensure that the NetBackup installation process

Installation can complete. If any issues are found, you can fix them before starting the installation
process. Veritas recommends that you run the Environment Checker on Windows

Documentation computers prior to installing NetBackup Server (Master or Media) software.

Product Information Run the preinstallation Environment Checker

Support and Services

Browse DVD

Veritas Web Site

VERIT\S

Copyright

m
=
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‘When the check is complete, scroll through the following window to review each item.

v Welcome _NetBackup Environment Checker 2.0 for
® crones VER|T/N\S nNBuU-MEDIA2

v Remote

v Progress

| ) Results Summary

Computer Environment Checks
Administrator Privileges
Operating System Version Check
Port Availability
CPU Speed
Total System Memory
NetBIOS
Local Hard Drive Information
Terminal Services
Microsoft Internet Explorer Version
64-bit Operating System Test
Pending File Renames Check
Windovs Server Service Check v

Technical Support
[V Save Results To:

C:AUsers\ADMINI~1.WDF\AppDataiLocal\Temp\2\Symantech7-3-2017_075518\EnvironmentChecks. html

VERITAS Einigy

Start the NetBackup server software installation.

@ Veritas NetBackup™ 8.0

Home "
Installation
Preinstallation

NetBackup Server Software Installation (x64 only)

Install the NetBackup Server software on one or more computers. Only
Doaumentation supported on x64 systems. Back-level versions of the NetBackup Administration
Consoles are installed with the NetBackup server software.

) Installation

Product Information View Server ReadMe

NetBackup Client Software Installation
Install the NetBackup Client software on one or more computers.

Support and Services

Browse DVD View Client ReadMe

NetBackup Remote Administration Console Installation (x64 only)

Install the NetBackup Java Remote Administration Console on this computer. Only
supported on x64 systems.

NetBackup Upgrade Portal
View the NetBackup Upgrade Portal.

Veritas Web Site

VERITA\S

Copyright E:

1%,
-
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Select “Install to this computer only” and “Typical installation.” Click Next.

%) Veritas NetBackup - X
Veritas NetBackup Installation Type
Specify how you would like to install Veritas NetBackup.
Welcome & Install to this computer only.
License Agmt " Install to multiple computers on your network.
P Instal Type € Install a clustered Master Server
sy If you choose the "Install to multiple computers on your network™ option, the wizard prompts
Options you to select from the available computers on your network.
System Names
Remote Hosts
@ Typical installation
Clusters
Perform a typical installation. Default settings will be used.
Instal L
~
" Custom installation
" Perform a customized installation. Recommended for advanced users.
- Choose the settings with which NetBackup will be installed:
-installation folder (currently C:\Program Files\Veritas)
- service log on account and startup options
- safe abort for reboot cases
Technical Support
VERITAS Lol Sl

Enter the license key and click NetBackup Media Server.

NetBackup License Key and Server Type
Enter your NetBackup license key and select the type of
NetBackup installation to perform.

License Key:
Welcome

I KINW-PBCN-WKA3-MZ63-6CPC-IR 4K-SOYK-Y 7FF-YU6P-P|
License Agmt . s

License Type: NetBackup Enterprise Server
Install Type Expiration Date: Monday, July 31, 2017

" ) License Key
Options E NetBackup Master Server
Install a Master Server. At least one Master Server is required for NetBackup to

System Names properly function.
Remote Hosts NetBackup Media Server
Clusters Install a Media Server. A NetBackup Master Server is required for the Media
Thctal Server to properly function.

Technical Support

Back Next Cancel

VERITAS
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Verify that all server names are listed and add more in the Additional Servers pane if installation of more NetBackup media servers
is planned or to allow access from the NetBackup Administration Console installed on another system.

NetBackup System Names
Enter the names of the servers in your environment.
Media Server Name: | nbu-media2.wdf02-4-dmz.local
w nbu: df02-4-dmz.locall
Master Server Name: -master.wdf02- 1z.local
Instal Type Additional Servers: ~
License Key Enter the names of all additional
NetBackup master and media
Options servers that communicate with
| b System Names recne .
Remote Hosts
Clusters
Instal
Technical Support
VERITAS Back Next Cancel
L

Click Install to start the software installation.

Ready to Install the Program
The wizard is ready to begin installation.
Please review your settings below. Click Install to begin the installation. Click Back if you want to change any
Welcome of your installation settings. Click Cancel to exit the wizard.
License Agmt
Instal Type n
License Key VERITN\S nNetBackup Installation Summary
Options
System Names ®  ueu-mepiAz
Remote Hosts
Clusters Back to Top
| b Install
NBU-MEDIA2 on WDF02-4-DMZ
OVERVIEW

Date/Time: 07/03/2017 00:47:42 AM

System Role: NetBackup Media Server

Install Method: Local Installation

Install Type: Standard

Technical Sui Operating System: Microsoft Windows Server 2012 R2 Standard
Processor Architecture:  AMD&4 v
Once installation begins, this installation summary will be saved to the installation log directory.

VER'T/\S Print Back Install Cancel
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Welcome
License Agmt
Install Type
License Key
Options
System Names
Remote Hosts
Clusters

| » Instal

Technical Support

VERITAS

Q Installation Complete

Veritas NetBackup was installed successfully.
Please review the log file for details.

To add additional licenses, log in to the NetBackup Administration console and go to Help > License keys.

™ Launch NetBackup Administration Console now.

Finish

NIl
CISCO

After the installation of the NetBackup media server software is complete, open the NetBackup Administration Console. Open the

Properties pane for the NetBackup master server, choose Servers > Media Servers, and click Add.

® Veritas NetBackup™

File Edit View Actions Help

8|[«] =

NBU-MASTER.wdf02-4-dmz.local (Master Serve| |5 Properties

-MASTER wdf02-4-dmz local (Master Sel
Backup, Archive, and Restore
Activity Monitor

9 8 NetBackup Management
o~ [€] Reports
&l Policies
o~ (=9 Storage
=) Catalog
9 &8 Host Properties
5 Waster Servers
B9 Media Servers
Es) Clients
o [ Applications
95 Media and Device Management
Device Monitor
o Bl Media
- E Devices
o~ & Credentials
¢ B9 Security Management
& security Events
Certificate Management
Access Management
o &} Vault Management
o Bare Metal Restore Management
Logging Assistant

Global Attributes
&) Universal Settings
@ Retention Periods

(* Data Cli

Master server:

Defaults

Login Activity W

[searcn

Status

Resilien

‘| [abu-master.waro2-4-amz.1ocal

4&: Fibre Transport

=)
Bandwidth

2 Restore Failover

5 General server

@ PortRanges

& Media

&5 Timeouts

B4 Client Attributes

€3 Distributed Applicatio

& Firewall

[ Logging

& Clean-up

@ nomP

(@ Access Control

& VMware Access Host] ‘|

24 Network Settings
i Credential Access
=g Default Job Priorities

@ Enterprise Vault Host| *
[ Login Banner Configy |

3 Resource Limit
©% Throttle Bandwidth
&Y Preferred Network
8 Resilient Network
(&8 SLP Parameters
42 Cloud Storage

&g User Account Settings| |

Additional Servers | Media Servers | OpsCenter Servers | Trusted Master Servers

Servers configured on the currently selected host

S nbu-media.wdf02-4-dmz.local e

Add to All

Remove

D

Connected

Off
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Enter the name of the new NetBackup media server and click OK.

8 Properties
@ N Default:
Global Attributes E -_e aults

@ Universal Settings | | master server:

@ Retention Periods |
(3 Data Classificati g |nbu4naster.wdﬂ)2-4-dm1_local |
45" Fibre Transport /
S Servers ; Additional Servers | Media Servers r OpsCenter Servers r Trusted Master Servers |
ﬂ-_: Bandwidth :| | servers configured on the currently selected host
% Restore Failover E
5 General Server - % nbu-media.wdf02-4-dmz.local hda]
@ PortRanges : nbu-media2.wdf02-4-dmz.local
& Media
&5 Timeouts
24 Client Attributes i
€3 Distributed Applicatio| -
& Firewall :
B Logging
& Clean-up

Add to All

Remove

5 VMware Access Host{ -
2] Network Settings
§l Credential Access
& Default Job Priorities | :
& Enterprise Vault Host| :
@ Login Banner Configy
@ Resource Limit
ﬂg Throttle Bandwidth
& Preferred Network
23 Resilient Network
SLP Parameters

&= Cloud Storage E
&g User Account Settingg| -

] Dk

In the main window, open the Actions menu and choose Configure Media Server. Enter the media server name and click OK.

® Veritas NetBackup™
File Edit View
=[] = (@] fa uniock users A ||| B & @ Login Activity W
NBUMASTERwd| _ P1OPerties.. 0 Media Servers for NBU-MASTER wdf02-4-dmzlocal (0 selected) [search 5] |

] U':::’;ﬁTEE Configurs !f’d'a Server... Host | Operating System | 0S Type Host Type Version I Status
P Configure Client... B nbu-masterwdf02-4-dmzI... Microsoft Windows Server 201.. Windows Master Server 8.0 Connected

Activity Moni
NetBackup Management
o [£] Reports
B Policies
o Storage
) Catalog
¢ &8 Host Properties
Master Servers
1 Media Servers
E5 Clients
o[B8 Applications
WMedia and Device Management
Device Monitor
o B Media
- E Devices
©- %% Credentials
B9 Security Management
& security Events
o~ [[] Certificate Management
(@ Access Management
o @} Vault Management
o % Bare Metal Restore Management
Logging Assistant

-

o

s

Choose the Media Server to edit properties:

| nbu-mediaZ.wdf02~4-dm7_IocaI|

© 2017 Cisco and/or its affiliates. All rights reserved. This document is Cisco Public Information. Page 38 of 64



White Paper

Configure the media server properties as required and click OK.

& Universal Settings
a Servers

Properties

Value

Defaults

B General Server | jost
@ PortRanges /
& Media

@ Timeouts

Q Firewall

) Logging
Access Control
E Login Banner Configy
24 Network Settings
@’ Preferred Network
25 Resilient Network

“||operating System

nbu-media2 wdf02-4-dmz local
Windows2012_R2 6

Windows

Media Server

172.20.0.104

© Veritas NetBackup™
File Edit View Actions Help

IERE I EIEEE] v Eas

Login Activity ¥

NBU-MASTER wdf02-4-dmz.local (Master Server) 2[ 3 Media Servers for NBU-MASTER.wdf02-4-dmz.local (1 selected)

[s

earch

B NBU-MASTER wdf02-4-dmz local (Master Server)
[ Backup, Archive, and Restore
Activity Monitor
¢ M) NetBackup Management
o [E] Reports
@ Policies
o~ (=) Storage
=) Catalog
¢ &8 Host Properties
B Master Servers
EJ) Media Servers
&5 Clients
o [ Applications
¢ B Media and Device Management
Device Monitor
o B Wedia
- E Devices
o & Credentials
¢ &9 Security Management

Qarurit Cuante

Host

I

Operating System \

08 Type

Host Type

Version

Windows

b : 4-dmzlocal
@) nbu-media.wdf02-4-dmz local
nbu: df02-4-dmz local

12_R2
Linux 3.10.0-514.e17x86_64  UNIX
12_R2(6) Windows

Master Server
Media Server
Media Server

8.0
8.0
8.0

Connected
Connected
Connected
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The NetBackup media server installation on the Cisco UCS C240 server is now finished. The next step is to define a storage unit

on this system.
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Storage unit configuration

This section describes the process for configuring the storage unit.

Basic disk storage unit

You use the NetBackup Administration Console to configure a storage unit.

Start the NetBackup 8.0 Administration Console from the Start menu by choosing Apps. Log on with a valid user name.

% NetBackup Administration Console - X
@ Veritas NetBackup™

You may administer NetBackup on any NetBackup host. To
login, enter the username and password for the specified

NetBackup host.

Host name:

[neu [z
User name:

[ neuwaministrator [z

For a Windows host, specify the domain name along with the user name.
For example, domain nameluser name.

Password:

[] Use Active Directory login credentials

What's New in Veritas NetBackup™
Copyright © 2016 Veeritas Technologies LLC. All rights reserved.
This Veritas product may contain open source and other third party

materials that are subject to a separate license. Please see the
applicable Third Party Notice at

jsp.

The NetBackup Administration Console opens and displays the screen with the configuration wizards.

% NBU (8.0 Enterprise Server Evaluation) - NetBackup Console [NBU\ i logged into NBU] - a X

@ Veritas NetBackup™
Fie i View Actions Help

El EIREEY [[Togin Actvity v

NBU (Master Server)

5 INBU (Waster Senve Getting Started
Backup, Archive, and Restore * Get step-by-step help seting up NetBackup from startto
Actiity Monitor finish.
¢ Bl NetBackup T
> [F] Reports Configure Storage Devices
& Policies Define robots and drives
o (= storage E===
) Catalog
o & Host Properties Configure Disk Storage Servers
o- [ Applications . Define servers supporting data deduplication, OpenStorage
or AdvancedDisk technology.

9 =) Media and Device Management
E Monitc
B2 Device Monitor Configure Cloud Storage Server

BN
E ieaia Define servers supporting Cloud Storage.

- g
o @ Credentials
¢ B9 Security Management Configure Disk Pool
Security Events E T
k - ;
e e gement ' Define disk and media servers to be used in a disk pool
@ Access Management
o @} vault Management .» Configure Volumes
o @ Bare Metal Restore Management “ ) Inventory robots and define volumes for use in standalone
¥3 Logging Assistant drives.
Configure the Catalog Backup

Specify how and when NetBackup configuration and catalog
information is to be backed up.

Create a Policy

Define schedules and settings to back up clients, virtual
' clients, NDMP hosts, Oracle and SQL Server data.

Recover the catalogs
Restore the catalog in a disaster recovery situation from a hot

catalog backup. =

P& D

7

|@ Alert Notification

In the selection tree at the left, choose NetBackup Management > Storage > Storage Units and select New Storage Unit.

e Enter a storage unit name and select BasicDisk as the disk type.

e Select the media server for this storage unit and enter the absolute path name to the RAID 6 LUN (in the following example,
a Microsoft Windows system is shown on the left, and a Linux system is shown on the right).

e Increase the maximum concurrent jobs to 10 or more.
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Storage unit name: Storage unit name:
Master-Disk1 | [Media-Disk1] |
Storage unit type: Storage unit type:
Im""k |'| [[] On demand only Disk |v| [_] On demand only
Disk type: Disk type:
BasicDisk [~] BasicDisk [~]
 Properties and Server i - Properties and Server i
Media server: Media server:
nbu-master.wdf02-4-dmz.local [~] [nbu-media.wdf02-4-dmztocal [~]
to directory: to dii y:
[ | [ Browse.. || viewProperties [inbumisks | [ Browse.. || viewProperties
[[] This directory can exist on the root file system or system disk. [_] This directory can exist on the root file system or system disk.
Maximum concurrent jobs: [ ] Reduce fragment size to: Maximum concurrent jobs: [ | Reduce fragment size to:
20 J Megabytes 20 J Megabytes
High water mark: Low water mark: High water mark: Low water mark:
[ sl [ sof2fw IR IEDEL
[_JEnable Temporary Staging Area. Copy the data to its final destination [_JEnable Temporary Staging Area. Copy the data to its final destination
according to its staging schedule. according to its staging schedule.

Staging Schedule... Staging Schedule...

o] [Lcomee | [t o] [Cconeor ] [t

Click OK.

@ Veritas NetBackup™
Fie Edit View Actions Help

8 E# i’éﬁ%??»a By e ® & o Login Activity W
Eau.msrmwumu_um.ml (Master Server) |{[ 4 storage nits (0 selected) (Fiter Appiied [2) [dsi]
l;rcﬁmsgfgz;:’:g;';’;ﬂ (Master Server) Name | Media Servers [storage un..| Disk Type | Robot Type [RobotNum..] Density [ onD: [Fragments. | [Max concu.]  Path c:
il Am,yp,\',,amm, ' S MasterDisk1 _ nbu-masterwaf02-4-dmzlocal  Disk BasicDisk No 2,000 Iy
s g NetBackup Management i Media-Disk1 nbu-mediawdf02-4-dmzlocal  Disk BasicDisk No 524,288 Inbuisk1/

o [£] Reports
B Policies
9 Storage
Units.
& @ Storage Unit Groups
Storage Lifecycle Policies
@ SLP Windows
%) Catalog
9 &8 Host Properties
8 Master Severs
B9 Media Servers
Es Clients
o- [ Applications
959 Media and Device Management

Deduplication storage unit

The deduplication storage pool and storage unit are not available for every backup type or for backup jobs configured with Any
Available as the policy storage. If only one media server is available, you should use BasicDisk or Advanced Disk, or configure
BasicDisk and Deduplication Storage Unit on the same server.

You use the NetBackup Administration Console for this configuration.

Start the NetBackup 8.0 Administration Console from the Start menu by choosing Apps. Log on with a valid user name.
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% NetBackup Administration Console - X

@ Veritas NetBackup™

You may administer To
login, enter the username and password for the specified
NetBackup host.

Host name:

‘ NBU

User name:

‘ NBUWdministrator

For a Windows host, specify the domain name along with the user name.
For example, domain nameluser name.

Password:

[] Use Active Directory login credentials

What's New in Veritas NetBackup™
Copyright © 2016 Veeritas Technologies LLC. All rights reserved.
This Veritas product may contain open source and other third party
materials that are subjectto a separate license. Please see the

applicable Third Party Notice at
jsp

The NetBackup Administration Console appears and displays the screen with the configuration wizards.
Click Configure Disk Storage Servers.

Select Media Server Deduplication Pool.

® Veritas NetBackup™

File Edit View Actions Help

NBU (Master Server)
NBU (Master Server)
1 Backup, Archive, and Restore

‘Activity Monitor
¢ B NetBackup Management

Getting Started
Get step-by-step help setting up NetBackup from startto
inish,

Welcome to the Storage Server Configuration Wizard!

o E) Reports Configure Storage Devices The wizard helps you create and configure a storage server

Policies Define robots and drives. and a disk pool. Before you begin the storage server
¢~ =) Storage the following i met:

Storage Units
& @ Storage Unit Groups Configure Disk Storage Servers -The disk devices are deployed and configured as per the
@ Storage Lifecycle Policies Define servers supporting data deduplication, OpenStorage instructions by the storage system vendors.
P

= 2(:'; o Windows ot AdvancedDisktechnology. - All necessary software plug-ins are installed on the NetBackup

o &8 Host Properties Configure Cloud Storage Server ModiaiSorvers:

Applications

9B Media and Device Management
(5 Device Monitor

Media

Define servers supporting Cloud Storage. - Details about the storage servers and credentials to access

these servers are added in NetBackup.

Configure Disk Pool
Define disk and media servers to be used in a disk pool.

o & Credentials
¢ G Security Management
& security Events

Select the type of disk storage that you want to configure.
Configure Volumes © AdvancedDisk

Inventory robots and define volumes for use in standalone
g ffg:ii‘;’ﬁ;‘:ﬁ,i"n\e"‘ drives. ® Media Server Deduplication Pool
o @} Vault Management
- 2 Bare Metal g{esﬂ)re Management Configure the Catalog Backup © Openstorage
% Logging Assistant Specify how and when NetBackup configuration and catalog ~ -
information is to be backed up. © PureDisk Deduplication Pool

™\  Createa Policy
Define schedules and settings to back up dlients, virtual
clients, NDMP hosts, Oracle and SQL Server data.

CEEHD D IR

Note:
;ec?ver ;‘"E C«"!l?hqs et T ™ The Media Server Deduplication Pool storage attached to the
;}Z.Z;EMZT}, lalog in a disaster recovery situation from a ho NetBackup media server is used as a target for deduplicated

backups. Select this option to initialize and setup an embedded
deduplication on the media server.

Running Storage Server Configuration Wizard

[@ Alert Notification
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Select the NetBackup media server used for the deduplication pool and define the new credentials for the deduplication database.

Add Storage Server
Provide storage server details.

Select the media server that connects to the storage. The media server runs the
core NetBackup Deduplication Engine ts and functi as the g

server.

Media server: nbu-media2.wdf02-4-dmz.local

Storage server type: Media Server Deduplication Pool

Storage server name: nbu-media2.wdf02-4-dmz.local

Define ci

User name:

Password:

Confirm

|nbu-dedupe

Ioo.oo.o...

If only one server is used as the master server and the media server, a warning appears.

© 2017 Cisco and/or its affiliates. All rights reserved. This document is Cisco Public Information.

Warning: You have selected the master server.

The deduplication engine requires significant resources, such as
memory, which can have a negative impact on the master server
operations. Consequently, we do not recommend configuring the

master server as a deduplication storage server.
Would you like to continue?
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Specify the absolute path name for the RAID 6 LUN as the storage path.

Select “Use alternate path for deduplication database” and specify a separate path either on the same RAID 6 LUN or on the flash
storage LUN.

In the following example, a Microsoft Windows system is shown on the left, and a Linux system is shown on the right.

Storage Server Properties Storage Server Properties ’
Provide storage server properties. Provide storage server properties.
Storage path: [N:Disk1 | [ I Storage path: Inbu/Disk1/ | [
Note: The location on the storage server where the deduplicated backup images Note: The location on the storage server where the deduplicated backup images
reside is called storage path. reside is called storage path.
Use path for icati for per imizati Use path for icati for per
Deduplicati path: [N:\DedupeDB ] Deduplicati path: [inow/DD-D ]|
Note: The location on the storage server where the deduplication metabase data Note: The location on the storage server where the deduplication metabase data
resides is called deduplication database path. By default, the storage path and the resides is called deduplication database path. By default, the storage path and the
deduplication database path are the same. But if you want an optimized performance, deduplication database path are the same. But if you want an optimized performance,
you can store the deduplication database on a faster disk storage system. you can store the deduplication database on a faster disk storage system.
[] Use specific network interface [] Use specific network interface
Interface: Interface:
Note: A NetBackup media server can have more than one network interface and by Note: A NetBackup media server can have more than one network interface and by
default the Operating System determines which one to use. To force NetBackup to default the Operating System determines which one to use. To force NetBackup to
connect through a specific i specify the host name of that connect through a specific network interface, specify the network host name of that
interface. interface.
0
Once you define the storage server details on this screen, you cannot modify Once you define the storage server details on this screen, you cannot modify
them. For more information, click Help. them. For more information, click Help.
<Back |[ wext> || cancel || e | [ <Back |[ wext> || cancel || mew |
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Select “Create a disk pool” if this option in not already selected. Then click Next.

Storage Server Configuration Status
Perform required task to create storage server.

Status | Performing tasks... Details
v Creating storage server nbu-media2 wdf02-4-dmz.lo...
v/ Adding credentials for server nbu-media2 wdf02-4-d...
‘/ Configuring media server deduplication pool nbu-m...

<« Ii I >

Storage server "nbu-media2.wdf02-4-dmz.local" is successfully created.

Create a disk pool using the storage server that you have just created

Click Close to the server ion and close the wizard.
[ <oser | [no> ][ cose ][ b |

Select the storage server volume that was created by the wizard in the first step.

Volume Selection

Select volumes to use in the disk pool.

Storage server: nbu-media2.wdf02-4-dmz.local
Storage server type: PureDisk
Select storage server volumes to add to the disk pool.

Volume Name | Available Space | RawSize Replication
[ PureDiskvolu.. 380.8GB 3328268 None
Disk Pool Size
Total available space: ~ 380.80 GB
Total raw size: 382.82 GB

o Before selecting a volume, you must validate if it is shared among the storage
servers.

[ oo | oo ] [conon ] o
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Enter a name for the disk pool.

Additional Disk Pool Information

Provide additional disk pool information.

Storage server: nbu-media2.wdf02-4-dmz.local
Storage server type: PureDisk

Disk Pool Size
Total available space: 380.80 GB
Total raw size: 382.82GB

Disk Pool name: |Media2-DD1

Comments:

High water mark: 98 J %
Low water mark: 30 J%

Maximum /O Streams

© Concurrent read and write jobs affect disk performance.
Limit /0 streams to prevent disk overload.
[] Limit /0 streams: per volume

| <Bock |[ Moxt> ]| cancel || mew |
L |

Select “Create a storage unit” if this option is not already selected. Then click Next.

Disk Pool Configuration Status

Perform disk pool creation task.

Status I P ing tasks...
\/ NetBackup Disk Pool created

Disk pool "Media2-DD1" is successfully created.

Create a storage unit using the disk pool that you have just created

Click "Close’ to the disk pool ion and close the wizard.
[ <soor | (o> ][ cose ][ ew |
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Enter a storage unit name, select the local server as the only media server, and increase the maximum number of concurrent jobs

to 10 or more.

Storage Unit Creation
Enter details to create storage unit.

I Disk pool: Media2-DD1

Storage server type: PureDisk
Storage unit name: [Media2-DD1-stu
Media Server

() Use any available media server to transport data

@ Only use the selected media servers:

Media Servers
nbu-media2.wdf02-4-dmz.local

Maximum concurrent jobs: 20' J
Maxi size:  |51200 | Megabytes

l < Back “ Next > ” Cancel H Help |

® Veritas NetBackup™
File Edit View Actions Help

Y @R B e Lo Actvity e

NBU-MASTER wdf02-4-dmzlocal (Master Server) || 4 storage Units (0 selected) (Filter Applied [2]) [DD] ]
g lgmifzcwn;’vrgz;::ge‘s':’:i (Master Server) |; Name ] Media Servers [ storage un..]_DiskType | Robot Type [RobotNum..] Density | on Demand|Fragments..] [Max concu.]  Pamn[c
n Activity Mnnllnr ’ DD-Pool-1-stu nbu-media.wdf02-4-dmz local Disk PureDisk Yes 51,200
Iy NetBackup Management Media2-DD1-stu  nbu-media2 wdf02-4-dmzlocal  Disk OpenStora... Yes 51,200
o [E] Reports
B Policies
¢~ (= Storage
Storage Units
o @ Storage Unit Groups
(39 storage Lifecycle Policies
@ SLP Windows
) Catalog
¢ &8 Host Properties
B master Servers
B9 Media Servers
s Clients
Applications
¢ Media and Device Management
Device Monitar

The deduplication storage unit is now configured and ready to use.
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Veritas NetBackup Catalog backup policy

The NetBackup Catalog is the most important part of a NetBackup domain. It contains all the information about the configurations
and the data that is backed up and where the backed-up data is located. To be able to restore the catalog in the event of a
disaster or corruption of the catalog, a regular backup process is essential.

In the Configuration Wizard overview window, open Configure the Catalog Backup.

Welcome to the Catalog Backup Wizard
The Catalog Backup Wizard helps you configure the catalog backup.
relies on il ion stored in the catalog to restore data. The catalog

must be backed up regularly in case the catalog becomes damaged or lost.

To begin, click Next. For assistance, click Help.

<gack | [ hexts || cancel |[ mew |

Enter an obvious name such as Catalog-Backup for the NetBackup Catalog backup policy

Policy Name and Type
Specify the policy name.
Policy name:
[catalog-Backup| |
The policy type determines the types of clients that can be backed up by this policy or the type of backups that
this policy will perform on those clients.

Policy type:
NBU-Catalog

| <gook_|[ mext> || concel || sew |
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Policy Name and Type
Specify the policy name.

Policy name:

[catalog-Backup| |

The policy type determines the types of clients that can be backed up by this policy or the type of backups that
this policy will perform on those clients.

Policy type:

NBU-Catalog

| <gook_|[ mext> || concel || sew |

Change the frequency and retention level as required for your landscape.

Frequency and Retention
Select backup frequency and image retention period.

Start a full backup every: Retain full backups for:
1]2weeks [~] |2 weeks (Retention Levei 1) [~]
Start an incremental backup Retain incremental backups for:
@ By frequency, every: |2weeks (Retention Level 1) |v|
1[2foars [x]

(O After every backup session

Start a transaction log backup every: Retain transaction log backups for:

To configure a calendar based backup schedule, modify this policy with the Policies Utility in the
NetBackup Administration Console.
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Allow NetBackup Catalog Backup to run all day.

m Scheduled window B User Backups Custom Settings
() Off hours ) Off hours Day
) Working hours ) Working hours
® All day O Allday Start Duration
) Custom O Custom

<Back I Cancel Iﬂl

Specify a location for the Catalog Disaster Recovery file, if possible on a remote storage unit.

Catalog Disaster Recovery File
Specify a file location to save the disaster recovery information.

Path:
[Hacatatog: | [ Browse.] |

Logon:
|

The disaster recovery file generated for each catalog backup contains information needed to recover
the NetBackup catalog.

Record the location of this file so that the NetBackup catalog can be recovered if necessary.

| <gack ][ next> || cancer || mew |
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NetBackup Catalog Backup Policy
Create a policy to perform a catalog backup.
Existing catalog backup policies:
Policy name:

@ Existing policies can be modified from Policy Management.

[_] Create a new catalog backup policy

<Back || Wext> || cancel || new |

The NetBackup Catalog backup policy configuration is now complete.
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Backup policy

This section discusses the processes for configuring Windows and Linux OS backup policy.

Microsoft Windows OS backup policy

In the Configuration Wizard overview window, open Create a Policy.

In the Backup Policy Configuration Wizard, select File systems, databases, applications.

This wizard will assist you in creating a new backup policy, which defines the:

- Data source that needs protection on the client
- Backup schedule and method
- Other operational choices for the backup

Create a backup policy for:
(@ File systems, databases, applications
For most typical backups using NetBackup clients or agents
© VMware and Hyper-V
For virtual machine backup

) NDMP Hosts
For NAS backup with snapshot

O Oracle
Backup Oracle data

) Microsoft SQL Server
Protect Microsoft SQL Server data

Enter an obvious name such as Windows-0S for this backup policy.

Policy Name and Type
Specify the policy name and policy type.

Policy name:

[windows-0s |

The policy type determines the types of clients that can be backed up by this policy or the type of backups that
this policy will perform on those clients.

Select the policy type:

<gack |[ mext> || cancel || hew |
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Add all clients to be backed up. Currently, in this example, only the master server is available.

Client List

List all clients in this policy.
NetBackup will back up these clients according to the backup ion list, and for the
policy. NetBackup clients must be in at least one policy and can be in more than one policy. The NetBackup
server is also a client for backups.
For easier management, fill the client list with clients that have similar configurations and perform the same type
of work.

Client Name Hardware Operating System |
nbu Windows-x64 Windows
< 1 I»]

| <gock_|[ text> ][ cancer |[ ew |
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Many backup selection options are available, and the best option depends on the local situation. The easiest option for protecting
the Windows OS and local files is to use the ALL_LOCAL_DRIVES directive. With this setting, all drives, the repository, and other
system components are backed up. To exclude application data, use the Exclude list in the client properties. Another option is to

use C: and the directive Shadow Copy components:\ if Windows is always installed on drive C:.

Backup Selections
Specify the files or directories to back up.

The backup ion list it i the files and dil ies to be backed up by scheduled backups for the clients
in this policy. NetBackup uses the same selection list for all clients in the policy, but all the files and folders do not
have to exist on all clients.
This selection list is ignored by user directed in those il the user selects the files to
back up.

Back up all local drive:

Backup ion List

ALL_LOCAL_DRIVES

<gack |[ dext> || cancel || hew |
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Leave the backup type unchanged.

Backup Type
Specify the types of backups.
Full Backup
Backs up all the files specified in the selection list.
Incremental Backup
Backs up all files in the list.

(@ Differential (files changed since last full or incremental backup)
(O Cumulative (files changed since last full backup)

[] User Backup
Allows users to initiate backups on their own.

| <gaok_|[ moxt> ][ concol || wow |

Specify the frequency and retention period as required for your landscape.

Frequency and Retention
Select backup frequency and image retention period.

Start a full backup every: Retain full backups for:

| 1] |weeks [~] [2 weeks (Retention Level 1) [~]
Start an incremental backup every: Retain incremental backups for:

I 1]oays [~] [2 weeks (Retention Level 1) [~]

Start a transaction log backup every: Retain transaction log backups for:

= I [rweeke it B

T a calendar based backup modify this policy with the Policies Utility in the
NetBackup Administration Console.
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Change the backup window to times that best fit your landscape.

= Scheduled window N User Backups Custom Settings
@ Off hours O Off hours Day
() Working hours () Working hours
© Allday O All day Start Duration
© Custom O Custom

<Back MNext >/ Cancel Help

® Veritas NetBackup™

R B X Ay 2@ Login A -
NBU (Master Server) Al Policies ¢| 2 poiicies (0 selectea) [searcn ]
‘gﬁ:::’;f;’:’;’)zn s Restore  \BU (Master Serven___ Name | Tyoe |DataClass.] Storage |Volume PoolMedia Owner Checkpoint.] JobsiPolicy| Priority | Active |Eflective Da.|Compressi..
P} Activty Monitor 8 catalog Backup @ Catalog NBU-Catal — <any> CatalogBa.. Any - 1 0Ves Jun27,20.. —
¢ NetBackup Management - . Windows-0S . ‘Windo... MS-Windows — <any> NetBackup  Any 0 0Yes Jun 27,20.. No
o [5) Reports
Policies]
¢ (=) Storage

(=) Storage Units
@ Storage Unit Groups
Storage Lifecycle Policies
SLP Windows
=) Catalog
9 &8 Host Properties
8 Master Servers
B9 Media Servers
25 Clients
o~ [ Applications
95 Media and Device Management
{5 Device Monitor
o B Media
- g Devices
o @ Credentials
¢ B9 Security Management
Security Events
ertificate Management
ccess Management
o @} Vault Management
- % Bare Metal Restore Management
Logging Assistant
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If a deduplication storage unit is used for the backup policy, change the policy storage in the policy properties.

'® | E& Clients
Policy type: [IS-Windows [~] Gointo effect at: [ Jun 27, 2017 2:26:21 PM=]

[] Backup network drives

st [ st [7] ||| 1o st
[[] Compress

rorsorse: EOBSRSRI || e

[] Encrypt
Collect disaster recovery information for:
[] Bare Metal Restore

Policy volume pool:

[] Take checkpoints every: minutes B T e et et
[] Limit jobs per policy: [ with move detection
Job priority: 0 j (higher number is greater priority) [_] Allow multiple data streams
Media Owner: l ‘ ‘ [_] Disable client-side deduplication
[[] Enable g recovery
Snapshot Client and tion Director
[_] Use Accelerator
[ Perform block level incremental backups
o . [] Enable optimized backup of Windows deduplicated volumes
[_] Use Replication Director
Keyword phrase
[[] Perform snapshot backups e
[ Retain snapshot for Instant Recovery or SLP management [ Microsoft Exchange Server Attributes

[ Hyper-V server:

Machine:

DAG only)

ok | [ cancet |[ e

© Veritas NetBackup™

File Edit View Actions Help

CIRER Y¥sosan X ndE Login Actvity ¥
NBU (Master Server) +|_All Policies J{| 2 policies (0 setected [searcn
G NB‘;;“::E;“E;’:’VZ’)EH s Restore & gy Neme | Type |DataClass.| Storage |Volume Pool|Media Ownef Checkpoint.] Jobs/Policy| Priority | Active |Effective Da.] Compressi
Activity Mommr ! - C;z\';‘;ggckup olicies i Catalog... NBU-Catal... — <any> CatalogBa... Any - 1 0Yes Jun27,20.. -
! g NetBackup Management @ Windons.08 @ Windo... MS-Windows — DD-Diski-.. NetBackup  Any 0 - 0ves Jun27,20... No

o [E] Reports.
o)

Storage
Storage Units
Storage Unit Groups
Storage Lifecycle Policies
SLP Windows
&) Catalog
9 &8 Host Properties
Waster Servers
&1 Media Servers
&5 Clients
o~ [ Applications
¢ B Media and Device Management
3 Device Monitor
o B Media
- @ Devices
o @ Credentials
5% Security Management
& security Events
- [[] Cerificate Management
Access Management
o @} Vault Management
o % Bare Metal Restore Management
Logging Assistant

<
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After the backup policy definition is complete, initiate a manual backup to see if everything works as expected.

In the Activity Monitor, you can see the progress and final status of every backup job. The configuration is successful if the backup
jobs finish with a status of 0 or 1.

® Veritas NetBackup™

#|

FHEXO LM P P ELTIEI2PEL Db R [[Cogin Actity v

“B:"é:m::":fs"g:’) 13 Jobs Active 0 Waiting for Retry 0 13 Done - 1 selected) Search [=l[=]
BB Backup, Archive, and Restore <~ Jobld | Type | State | StateDetails | Staus | JobPolicy | JobSched..| Client |MediaServer StartTime |ElapsedTi.|EndTime < StorageUnit | Attempt | Operation |
ionitor % 15Image Cle... Done 0 Jun27,20...00:00:00 1
8 NetBackup Management X 14Backup  Done 0 Windows-0S Ful nbu nbu Jun27,20.. 000424  Jun27,... DD-Diski-stu 1
> [£] Reports X 13Backup  Done 0 Windows-0S Full nbu nbu Jun27,20.. 000122  Jun 27, . DD-Diski-stu 1
& Policies ¥*  12Backp  Done 0 Windows-0S - nbu nbu Jun27,20.. 000437  Jun27,... DD-Diski-stu 1
¢ = storage % 11Backup  Done 0 Windows-0S Ful nbu nbu Jun27,20.. 000534  Jun 27, .. DD-Disk1-stu 1
Storage Units X 10Backup  Done 0 Windows-0S Ful nbu nbu Jun27,20.. 00:0206  Jun27,.. DD-Diski-stu 1
2 storage UnitGroups X: 9Backup  Done 0 Windows-08 - nbu nbu Jun27,20.. 00:05:46  Jun27,... DD-Diski-stu 1
A Stnrana 1 ifamiris Brlicise | i e 2 L L Lat > : i e e e

Catalog Disaster Recovery File
Specify a file location to save the disaster recovery information.

Path:
|InbulDR| | I Browse...
Logon:

/|

The disaster recovery file generated for each catalog backup contains information needed to recover
the NetBackup catalog.

Record the location of this file so that the NetBackup catalog can be recovered if necessary.

[ [t ] oo ] e |
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Linux OS backup policy
To test your system, a backup policy is required. A Linux OS backup is required for the NetBackup hosts, so start by configuring
this backup.

In the Configuration Wizard, select File systems, databases, applications.

This wizard will assist you in creating a new backup policy, which defines the:

- Data source that needs protection on the client
- Backup schedule and method
- Other operational choices for the backup

Create a backup policy for:
(@ File systems, databases, applications
For most typical backups using NetBackup clients or agents.

© VMware and Hyper-V
For virtual machine backup

) NDMP Hosts
For NAS backup with snapshot

O Oracle
Backup Oracle data

) Microsoft SQL Server
Protect Microsoft SQL Server data

Enter an obvious name such as Linux-OS for this backup policy.

Policy Name and Type
Specify the policy name and policy type.

Policy name:
|Linux-08]

The policy type determines the types of clients that can be backed up by this policy or the type of backups that
this policy will perform on those clients.

Select the policy type:
Standard [~]

| <gack |[ mext> |[ cancer |[ pew |
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Add all clients to be backed up. Currently, in this example, only the master server is available.

Client List

List all clients in this policy.
NetBackup will back up these clients according to the backup ion list, and for the
policy. NetBackup clients must be in at least one policy and can be in more than one policy. The NetBackup
server is also a client for backups.

For easier management, fill the client list with clients that have similar configurations and perform the same type
of work.

Client Name { Hardware Operating System I ili @
nbu Linux RedHat2.6.18

< i I

| <gack |[ mext> |[ cancer || pew |

The backup selection you choose depends on the local situation. The easiest option for protecting the Linux OS and local files is to
use the ALL_LOCAL_DRIVES directive. To exclude application data, use the Exclude list in the client properties.

Backup Selections

Specify the files or directories to back up.
The backup ion list if i the files and di ies to be backed up by scheduled backups for the clients
in this policy. NetBackup uses the same selection list for all clients in the policy, but all the files and folders do not
have to exist on all clients.
This selection list is ignored by user directed backups because in those instances the user selects the files to
back up.
Back up all local drive:

Backup ion List

ALL_LOCAL_DRIVES

[ <omor | [t ] [_concor ] o |
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Leave the backup type unchanged.

Backup Type
Specify the types of backups.
Full Backup
Backs up all the files specified in the selection list.
Incremental Backup
Backs up all changed files specified in the selection list.
(@ Differential (files changed since last full or incremental backup)

( Cumulative (files changed since last full backup)

[] User Backup
Allows users to initiate backups on their own.

Specify the frequency and retention period as required for your landscape.

Frequency and Retention
Select backup frequency and image retention period.

Start a full backup every: Retain full backups for:

[ 12 weeks [~] |2 weeks (Retention Level 1) [~]
Start an incremental backup every: Retain incremental backups for:

[ 1]2]aays [~] |2 weeks (Retention Level 1) [~]
Start a transaction log backup every: Retain transaction log backups for:

To a based backup modify this policy with the Policies Utility in the
NetBackup Administration Console.
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Change the backup window to the times that are best for you.

= Scheduled window B User Backups Custom Settings
® Off hours O Off hours
() Working hours (O Working hours

© Allday O Al day
) Custom O Custom
® Veritas NetBackup™
File Edit View Actions Help
CINEE] LEXXIN [[togin Actvity ~
Enumaster Server) 4[ Aupolicies | 2 policies (0 selectea) [searcn ]
‘gg::::;'s:n’m”a"u Restors EE ?("—'MBUS ““’5‘::"7'} ' Name | Type |DataClass.] Storage |Volume Pool[Media Owner Checkpoint.] Jobs/Policy| Priority | Actve |Effective Da.|Compressi.
B actit ontar -4 C‘;;;’;‘;g:mp olicies @ Catalog.. NBUCatal... — <any> CatalogBa... Any - 1 0Yes Jun27,20.. —
§ g ) Attioutes @ Linux-0S Standarg <any> NetBackup  Any 0 0Yes Jun27,20.. No
@ schedules
5 Clients
¢~ =) Storage Backup Selections
(55 Storage Units ¢ @ Linux-os
o % storage Unit Groups [2] Atiibutes
) storage Lifecycle Policies @ Schedules
SLP Windows £3 Clients
) Catalog Backup Selections
) Host Properties

o [ Applications

¢ B Media and Device Management
3 Device Monitor

o B Media

o [B Devices

o §, Credentials

¢ B9 Security Management

8 Security Events

Certificate Management

Access Management

o @) Vault Management

- % Bare Metal Restore Management

§@ Logging Assistant
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In the policy properties, select the new deduplication storage unit.

E Server: NBU-MASTER.wdf02-4-dmz.local

=] '® | Ex clients

Backup ions |

Policy type: [standara [+] Goiinto effect at: [ Jun 29, 2017 12:07:16 PMF] [
S [] Eoliow NFS

Data classificati <No data classification> = [] Cross mount points
Compress
Policy storage: DD-Pool-1-stu v L] Comp

[[] Encrypt
Policy yolume pook: l:]] Collect disaster recovery information for:

[] Bare Metal Restore

[] Take checkpoints every: minutes ["] Collect true image restore information
[] Limit jobs per policy: [ with move detection
Job priority: 0 g (higher number is greater priority) Allow multiple data streams
Media Owner: | | l [_] Disable client-side deduplication
[ Enable granular recovery
Snapshot Client and ication Director
[_] Use Accelerator
[0 Perform block level incremental backups
- [ Enable optimized backup of Windows deduplicated volumes
[_] Use Replication Director
Keyword phi
Sl il
[] Retain snapshot for Instant Recovery or SLP management Microsoft Server

[] Hyper-V server:

Use: | | | | Preferred server list...
Machine: | | |

| (Exchange DAG only)

@ Veritas NetBackup™
File Edit View Actions Help

CIEVE]

FIo s sapX ¢ s @

l_élBUJMSTER.wdmZMleocul (Master Server) |4| Al Policies :| 4 Policies (0 selected) [searcn |
‘é‘!ﬁfx:ﬁ:’:ﬁ:ﬁ;ﬁ?ﬁ (Master Server) E, m\fvﬁoﬁdes Name | Twe |pataciass.]|  storage  |volume PoolMedia Owner Checkpoint.] JobsPolicy | Priority |

B Actity Monitor 2@ Dy cataog Backun @ Daily-Catalog-Back . NBU-Catal... ~ <any> CatalogBa... Any - 1 0Ves|

b g NetBackup Management @ Windons 08 @ windows-0s MS-Windows — DD-Pook-t-stu  NetBackup Any 0 - 0 Yes|

* E] Reports C@ Lineos @ Linucos Standard DD-Pool-1-stu  NetBackup  Any 0 -~ 0 Yes|

&l Policies’ o @ Vii-Backup @ vi-Backup Viware - DD-Pool-1-stu  NetBackup  Any = -] 0Yes|

torage
Storage Units
o Fp Storage Unit Groups
(&3) Storage Lifecycle Policies
@ SLP Windows
&) Catalog
¢ &8 Host Properties
8 Master Servers
91 Media Servers
B8 Clients
Applications
Oracle
o~ [E3L Microsoft SQL Server
¢~ 29 Media and Device Management
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After the backup policy is defined, initiate a manual backup to see if everything works as expected.
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In the Activity Monitor, you can see the progress and final status of every backup job. The configuration is successful if the backup

jobs finish with a status of 0 or 1.

File Edit View Actions Help

E1[ES]

CIEEIE REREEY

[R] [ Login Activity

NBU-MASTER.wdf02-4-dmz.local (Master Server)

B NBU-MASTER wdf02-4-dmz local (Master Server)
Backup, Archive, and Restore
‘Activity Monitor
¢ B NetBackup Management
o [£] Reports
& Policies
Storage
Storage Units
o @ Storage Unit Groups
Storage Lifecycle Policies
SLP Windows
= Catalog
¢ &8 Host Properties
Master Servers
B9 Media Servers
B3 Clients
¢ [ Applications
& E3 Oracle
o 3L Microsoft SQL Server
¢ 55 Media and Device Management
5 Device Monitor

¢ & Credentials
& Disk Array Hosts
& NDWMP Hosts
Bl storage Servers
[ Virtual Machine Servers
@3 WebSocket Servers

¢~ &9 Security Management

Security Events

M
»! 123 Jobs (17 Queued 2 Active 0 Waiting for Retry 0 Suspended 0 Incomplete 104 Done - 0 selected)

ErE—va]
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Jobld | Type State | State Details | Status |  JobPolicy | Job Sched..| Client Media Server | storage unit | s
m 389 Backup Queued Limit has bee. Linux-08 Full nbu-media.wdf02-4-dmzlocal Jun4|
it 388 Backup Queued  Limithas bee... Linu-08 Full nbu-media waf02-4-dmzlocal Ju
it 387 Backup Queued  Limithas bee. Linux-08 Full nbu-mediawdf02-4-dmz local Jur
i 386Backup Queued  Limithas bee... Linu-08 Full nbu-mediawdf02-4-dmzlocal Ju
i 38sBackup Queued  Limithas bee.. Linux-08 Full nbu-media wdf02-4-dmzlocal Ju
ittt 384 Backup Queued  Limithas bee. Linux-08 Full nbu-media.wdf02-4-dmz local Jur_|
it  383Backup Queued  Limithas bee.. Linux-08 Full nbu-media wdf02-4-dmzlocal Jur |
ittt 382 Backup Queued  Limithas bee. Linux-08 Full nbu-media.wdf02-4-dmz local Ju
t  381Backup Queued  Limithas bee.. Linux-08 Full nbu-media wdf02-4-dmzlocal Ju
ittt 380 Backup Queued  Limithas bee. Linux-0S Full nbu-media.wdf02-4-dmz local Ju
tt  379Backup Queued  Limithas bee.. Linu-08 Full nbu-media waf02-4-dmzlocal Jurl_|
it 378 Backup. Queued  Limithas bee... Linux-0S Full nbu-media wdf02-4-dmz local Jur
tit 377 Backup Queved  Limithas bee Linux-08 Full nbu-media.wdf02-4-dmzlocal Ju
it 376 Backup Queued  Limithas bee... Linux-08 Full nbu-media wdf02-4-dmzlocal Ju
ittt 375 Backup Queued  Limithas bee. Linux-08 Full nbu-media.wdf02-4-dmz local Ju
it 374Backup Queued  Limithas bee.. Linux-08 Full nbu-media wdf02-4-dmzlocal Ju
it 373 Backup Queued  Limithas bee. Linux-08 Full nbu-media.wdf02-4-dmz local Ju
5 372 Backup Active Linue-0S Full nbu-mediawdf02-4-dmzlocal  nbu-mediawaf02-4-dmzlocal DD-Pool-1-stu  Ju
* 371 Backup Done 0 Linux-0S Full nbu-media.wdf02-4-dmzlocal nbu-media wdf02-4-dmzlocal DD-Pool-1-stu  Ju
X 370Backup Done 0Linux-08 Full nbu-mediawdf02-4-dmzlocal  nbu-mediawaf02-4-dmzlocal DD-Pool-1-stu  Ju
* 369 Backup Done 0 Linux-08 Full nbu-media.wdf02-4-dmzlocal nbu-media wdf02-4-dmzlocal DD-Pool-1-stu  Jul
X 368Backup Done 0Linux-08 Full nbu-mediawdf02-4-dmzlocal  nbu-mediawaf02-4-dmzlocal DD-Pool-1-stu  Ju
X 367Backup Done 0Linux-0S Full nbu-mediawdf02-4-dmzlocal  nbu-media.waf02-4-dmzlocal DD-Pool-1-stu Ju
X 366Backup Done 0Linux-08 Full nbu-mediawdf02-4-dmzlocal  nbu-mediawdf02-4-dmzlocal DD-Pool-1-stu Ju
97 365 Backup Active Linue-0S - nbu-mediawdf02-4-dmzlocal  nbu-media.wdf02-4-dmzlocal DD-Pool-1-stu Ju
b4 361Image Cleanup Done 0 Ju
X 308ackup Done 0 VM-Backup Differential-.. 172.20.1.52 nbu-media wdf02-4-dmzlocal DD-Pool-1-stu  Ju
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For more information

For additional information, see the following:

e Cisco UCS C240 M4 Rack Server
Cisco UCS 6000 Series Fabric Interconnects
Cisco UCS Virtual Interface Card 1387

Cisco UCS Manager

Veritas NetBackup
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